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Abstract: In this study, a one-dimensional variational (1D-VAR) retrieval system is proposed to
simultaneously retrieve temperature and humidity atmospheric profiles under clear-sky conditions.
Our technique requires observations from the Fengyun-3D Hyperspectral Infrared Radiation
Atmospheric Sounding (HIRAS) satellite combined with the Weather Research and Forecast (WRF)
model. In the method, the radiative transfer for the TIROS Operational Vertical Sounder (TOVS
(RTTOV) model is also used as a forward observation operator. The accuracy of our approach was
evaluated using as a case study the region of Beijing in China. Predicted temperature and humidity
profiles were compared against ERA-Interim data, which was used as reference. Mean bias (MB) of
the temperature profiles varied between −0.8 K to 0.9 K, while the root-mean-square error (RMSE)
ranged from 0.5 K to 2.6 K. In the boundary layer, the 1D-VAR algorithm performed better compared
with the first guess. In the middle troposphere, the retrievals were more dependent on the first guess.
With respect to relative humidity predictions, the accuracy of the evaluation of the whole troposphere
was improved with the inclusion of the satellite observations, reporting an MB varying from −5.68% to
2.83%. Compared with Atmospheric Infrared Sounder’s (AIRS’) products, our predicted temperature
profiles showed a very good consistency and the humidity predictions were also of an acceptable
prediction accuracy. All in all, results clearly evidenced the promising potential of our proposed
approach for retrieving temperature and humidity profiles under clear-sky conditions.

Keywords: temperature and humidity profiles; one-dimensional variational (1D-VAR) assimilation;
HIRAS; remote sensing

1. Introduction

Atmospheric temperature and humidity profiles are important parameters in the atmospheric
system. Accurate information on those parameters is required for improving the accuracy of numerical
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weather predictions [1] and short-term weather warnings [2]. At present, atmospheric temperature and
humidity profiles can be directly measured using radiosondes. Yet, due to the low spatial resolution, the
uneven distribution of sounding stations around the world, and the lack of information at a higher level,
it is difficult to meet the requirements of operational use on variable geographical scales. The recent
emergence of infrared (IR) hyperspectral vertical detectors opens up a new era in the use of satellite data
for this purpose. The information obtained using infrared hyperspectral vertical detectors is hundreds
of times richer spectrally in comparison to ordinary meteorological satellites. It can also display a more
detailed atmospheric structure, which provides important information toward improving the accuracy
of the retrievals of atmospheric temperature and humidity profiles. Satellite IR remote sensing offers
an indirect measurement of atmospheric temperature and moisture [3]. Combining the IR radiation
transmission model with a retrieval algorithm, the temperature and humidity profiles can be obtained
using the radiation received by IR sensors.

The main retrieval methods used for this purpose nowadays include eigenvector statistics,
artificial neural networks, and the variational method. Not long ago, Smith and Woolf [4] proposed
a new technique for retrieving atmospheric parameters from spectral radiance observations using
eigenvector covariance matrices. Other scholars [5–8] have used eigenvector statistics in atmospheric
temperature and humidity profile retrievals from the Atmospheric Infrared Sounder (AIRS). Results
from those studies suggested that the inclusion of information from hyperspectral atmospheric vertical
sounding instruments can offer important information that helps in improving the retrieval accuracy
of information about the upper and middle troposphere. However, this method does not consider the
physical nature of atmospheric radiation transmission, which affects the retrieval accuracy. Neural
networks have also been used for this purpose [9–11]. For example, Singh [12] retrieved atmospheric
temperature and humidity profiles by using neural networks based on a Advanced Microwave
Sounding Unit (AMSU). In their study, the authors reported a close agreement of the predicted
temperature and humidity profiles when compared against measurements from the Atmospheric
Infrared Sounder (AIRS), with a bias under 850 hPa of 3 K and 4 g/kg, respectively. Nonetheless, their
proposed method was dependent on a large training dataset, a condition that may not always be met
in practical implementation scenarios [13]. The variational method takes the atmospheric radiation
transmission into account and it does not depend on the training samples’ properties. It allows
for the retrieval of the vertical distribution of atmospheric temperature and humidity by means of
combining observation values, prior values, and error information together [14–16]. Li [17,18] used
AIRS simulation data to obtain the analytical form of the atmospheric temperature and water vapor
weight function under clear-sky conditions based on the 1D-VAR principle. He then obtained the
linearized radiation transmission equation and assessed the atmospheric temperature and moisture
profile through Newton non-linear iterations. Results of this study reported an accuracy of 1 K in
temperature and 10% in water vapor retrieval when compared against AIRS simulated data. Since then,
many scholars have used 1D-VAR to obtain atmospheric variables and developed assimilation systems
for a variety of microwave sensors [19,20], IR hyperspectral vertical detectors [21], and ground-based
microwave radiometer [22].

In purview of the above, this study aims at introducing a new temperature and humidity retrieval
approach for use with the FY-3D/HIRAS, the Chinese next generation polar meteorological satellite.
The system is based on a 1D-VAR assimilation method combined with the Weather Research and
Forecast (WRF) model and Radiative Transfer for the TIROS Operational Vertical Sounder (TOVS)
(RTTOV). A deep learning method has also been adopted to conduct cloud detection, which provides an
important asset for our proposed method toward a potential operationalization of its implementation.
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2. Datasets and Model

2.1. Fengyun-3D Hyperspectral Infrared Radiation Atmospheric Sounding (FY-3D/HIRAS) Data and
Pre-Processing

Fengyun 3 series is the second generation of Chinese sun-synchronous meteorological satellites [23].
The fourth satellite, FY-3D, was launched on 15 November 2017, operating at an altitude of 830.5 km
and at an orbital tilt angle of 98.6◦. In contrast to the previous FY-3A/B/C satellites, FY-3D is able to
provide more multi-spectral observations under all weather conditions. It has 10 sensors on board. It
has two new IR high-spectral sensors with more than 2000 channels, where one is HIRAS and another
is the Greenhouse Gases Absorption Spectrometer (GAS) [24]. Also, for the first time, FY-3D is carrying
infrared Fourier detection instruments. HIRAS has a spectral range from 0.38 microns to 15.38 microns.
The instrument’s observation spectrum is divided into three infrared spectrum bands: long wave (LW),
medium wave 1 (MW1), and medium wave 2 (MW2); the spectral characteristics are summarized
below (Table 1).

Table 1. Fengyun-3D Hyperspectral Infrared Radiation Atmospheric Sounding (FY-3D/HIRAS) channel
spectral characteristic parameters.

Band Name Spectral Range
(cm−1)

Spectral Resolution
(cm−1)

Sensitivity
(NE∆T@250 K)

Long Wave 650–1136
(15.3 µm–8.8 µm) 0.625 0.15–0.4 K

Medium Wave 1 1210–1750
(8.26 µm–5.71 µm) 1.25 0.1–0.7 K

Medium Wave 2 2155–2550
(4.64 µm–3.92 µm) 2.5 0.3–1.2 K

The HIRAS observation mode is shown in Figure 1. Each scanning line observes 33 FORs (fields
of regard), including 4 probes arranged in a 2 × 2 array, and each probe is called a FOV (field of view).
Due to the channel spectral response function caused by the interference instrument’s finite optical
path difference, the channel spectral radiation has a side-lobe effect. In order to suppress it, multiple
apodization methods are available. The three-point sliding average filtering, called the Hamming
function, is one of them, with coefficients of 0.23, 0.54, and 0.23. Figure 2 shows the apodization effect
on satellite radiation observation. In our study, the observation data used in the establishment of
the 1D-VAR retrieval algorithm came from the HIRAS L1-level orbital data acquired over the Beijing
region from July to December 2018.
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2.2. WRF Model

The temperature and humidity profiles retrieval is an ill-posed problem because there are an infinite
number of atmospheric states that can produce a given observation vector within its uncertainty [14].
This problem can be formalized from the viewpoint of the conditional, or Bayesian, probabilities. The
aim is to find the most likely state of the atmosphere with the observation vectors known, which is
described mathematically as follows:

max(P(x|Y)) (1)

P(x|Y) =
P(Y|x)P(x)

P(Y)
, (2)

where x presents the atmospheric state vector and Y is the observation vector. P(x|Y) is denoted as the
probability that x occurs when Y occurs, and vice versa. In the analysis procedure, we know that a
measurement has been made and we know its value Y, so P(Y) = 1 and we obtain:

P(x|Y) = P(Y|x)P(x), (3)

which means that the analysis probability density function (pdf) is equal to the background pdf times
the observation pdf. The term P(x) in Equation (3) is the a priori pdf of the model state before the
observations are considered (i.e., the background pdf). Based on the Bayes theorem, the WRF mesoscale
numerical forecast model is used to provide background data for the retrieval of temperature and
humidity profiles. The boundary and initial conditions are provided by the reanalysis data produced
by the National Center for Environmental Prediction (NCEP) and National Center for Atmospheric
Research (NCAR) at the time of 0:00 UTC each day, and the output of the model is a 6-h simulation
time step. The simulation results at 5:00 UTC are extracted, and the grid point data of the model are
interpolated to the satellite observation positions. In the retrieval process, the number of the profile
layers is set to 88 and the pressure distribution range is set between 1 and 1000 hPa. Therefore, it is
necessary to interpolate the output atmospheric state vector to the uniform pressure layer.

2.3. RTTOV Model

A forward model is needed to transform the atmospheric state vector into the observation space.
In our study, RTTOV was used. RTTOV is a development of the fast radiative transfer model for TOVS,
originally developed at ECMWF (European Centre for Medium-Range Weather Forecasts) in the early
1990s [25] to simulate spectral radiance in infrared and microwave TOVS. On the basis of atmospheric
transmittance, RTTOV can calculate the rapid radiation transmission in a clear sky [26]. Some actual
profiles are needed to simulate the correct brightness temperature. In this algorithm, the output result
of WRF can be used as an input for RTTOV. The number of simulation layers is also set to 88, which is
consistent with the profile from the RTTOV model. The surface emissivity is also calculated by the
model based on surface types from the WRF output (instead of provided directly by the user).
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3. Development of a 1D-VAR Assimilation System

3.1. Retrieval Algorithm Mathematical Background

The one-dimension variation method employed herein is similar to the variational radiance data
assimilation in the numerical weather prediction (NWP) model. It is performed by adjusting the
atmospheric state vector x from the background state xb to minimize a cost function of the following
form [27]:

J(x) =
1
2

[
(x − xb)

T
·B−1
·(x − xb)

]
+

1
2

[
(Y − (F (x))T

·O−1
·(Y − F(x))

]
, (4)

where B and O represent the background error covariance matrix and observation error covariance
matrix, respectively. F is the forward model operator (RTTOV in this study) and Y is the brightness
temperature from HIRAS. The first term on the right represents the penalty for departing from the a
priori information, while the second term represents the penalty for departing from the measurements.
The cost function needs to be minimized for retrieving the temperature and humidity profiles. Common
minimization algorithms include the gradient descent method, conjugate gradient method, Newton
method, and quasi-Newton method, etc. Herein, the Newton method was adopted to seek the
minimum value of objective function with the help of partial derivative information [28] as it has
the second order convergence, on which the convergence speed is faster than other similar methods.
Its iterative equation is expressed as follows:

xn+1 = xn −

(
∂2J(xn)

∂xn2

)−1

·
∂J(xn)

∂xn
, (5)

where the first and second partial derivatives of the cost function are:

∂J(x)
∂(x)

= B−1
·(x − xb) − KT

·O−1
·(Y − F (x)), (6)

∂2J(x)
∂x2 = B−1 + KT

·O−1
·K −

∂2F(x)
∂x2 ·O

−1
·(Y − F (x)), (7)

where K is the Jacobian. In view of the increasingly close Y and F(x) in the iterative process, in order to
reduce the computational amount, the term with (Y – F(x)) in the second partial derivative is often
ignored [17].

The final iteration equation is:

xn+1 = xn + (B−1 + KT
·O−1
·K)−1

·[B−1
·(xb − xn) + KT

·O−1
·(Y − F(xn))], (8)

where n is the iteration index. xn and xn+1 represent the profiles of the atmospheric temperature and
humidity at steps n and n+1, respectively, in the iteration process. However, the initial value selection
in the Newton method implementation is crucial. If the initial values are far away from the optimal
solution, the algorithm will fail to converge. For this reason, the global Newton method, in which the
Armijo rule is introduced in the process of the optimal solution search to ensure that each search step
length is the most appropriate, is employed as follows:

xn+1 = xn + α·(B−1 + KT
·O−1
·K)
−1
·[B−1

·(xb − xn)+KT
·O−1
·(Y − F(xn))], (9)

where α represents the iteration step length. There are two core ideas in the Armijo rule. One is that the
value of the coat function should decrease, and another is that α should not be too small. According to
these, α should meet the following two equations:

f(xn+1) ≤ f(xn) + αnρgn
Tdn, (10)
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f(xn+1) ≥ f(xn) + αn(1 − ρ)gn
Tdn, (11)

where f represents the cost function, αn is the step length at step n, gn is the first order of the cost
function (Equation (6)) at step n, and the superscript T represents transpose. The value of ρ can be set
between 0 and 0.5 to ensure the superlinear convergence of the algorithm. dn can be written as:

dn = (B−1 + KT
·O−1
·K)−1

·[B−1
·(xb − xn) + KT

·O−1
·(Y − F(xn))], (12)

Finally, the termination condition of the iteration (Equation (9)) is expressed as follows:

| xn − xn+1 |
2 < 0.05, (13)

3.2. Cloud-Screening

Cloud cover has a strong effect on IR radiance measurements [29]. Therefore, cloud pixels need
to be removed before using hyperspectral data for retrieval. In our study, a cloud detection model
is developed using a classification algorithm based on the GBDT (gradient boosting decision tree).
Gradient boosting machine learning belongs to a family of powerful machine learning techniques
that have shown considerable success in a wide range of practical applications. They are highly
customizable to the particular needs of the application, such as being learned with respect to different
loss functions [30]. Multiple decision trees are involved in the decision making, and the residual error
(i.e., the deviation between the conclusion and the true value) of all trees before each tree is learned is
added up to give the final result. As the output sample value is not continuous, we cannot fit errors
of the output category directly. To solve this, the logarithm likelihood loss function was employed.
This means that a category prediction probability value and the difference in the real probability value
for fitting the loss was used in our study. The input parameters for the model included the brightness
temperature of each channel, the satellite observation angle, and the solar altitude angle information,
while the output parameters were the cloud/cloudless discriminate markers.

3.3. Channel Selection

There are thousands of infrared hyperspectral channels and if all channels are used in the
algorithm, this will limit the computational resources and computing time will be increased. Therefore,
the optimal temperature and humidity retrieval channels need to be selected.

The method adopted for this in our approach is the weight function covering method. It calculates
the Jacobian matrix of each channel, described as follows:

δy = H(x 0)δx. (14)

The H elements contain the partial derivatives ∂yi/∂xj where the subscript i refers to the channel
number and j refers to the position in the state vector. The Jacobian gives the top-of-atmosphere
radiance change for each channel given unit perturbations at each respective level of the profile vectors
and in each of the surface/cloud parameters. It shows clearly for a given profile which layers in the
atmosphere are most sensitive to changes in temperature and variable gas concentrations for each
channel. Channel selection is based on the linear width, peak position, and peak size of the channel
weight function [31]. The steeper the weight function, the higher the contribution of the radiation
energy in the atmosphere to the satellite detection instrument from the pressure layer where the peak
layer is located. Meanwhile, the higher the weight function peak value, the higher the contribution
of radiation energy to the sensor from the pressure layer where the peak layer is located. When the
channels’ peak layers are in the middle troposphere and above, the channel with the highest peak
value will be selected if different channels have the same peak layer. As for channels with a peak
value layer of the weight function in the lower troposphere, considering that the errors of the lower
troposphere and near ground are large, two channels are selected: one focuses on the steep linear
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shape and the other focuses on the peak value. In our study, the atmospheric profile input to RTTOV
for channel selection is a mean of the diverse profiles from the ERA-Interim data in the Beijing area on
29 September 2018, 4 October 2018, and 21 November 2018 under clear-sky cases. The final selected
weight functions of the temperature and humidity channels are shown in Figure 3. It is worth noting
that the abscissa is the normalized Jacobian. The cloud detection channels are set according to the
AIRS channel settings. Finally, 51 cloud channels, 80 temperature channels, and 56 humidity channels
were chosen. The channel selection is shown in Figure 4.
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3.4. Background Error Covariance Matrix Localization

The background error covariance B describes the accepted variance at each level between the
forecast and the true atmospheric state vector, as well as the correlations between them [14]. Background
error covariance is one of the most important parts in one-dimensional variation, which determines the
degree to which the observation is revised to the background [32]. If the background error covariance
matrix B is overestimated, the role of the background term in the objective function will be reduced.
Consequently, the results of the analysis field will be closer to the observation field information and
better background information will be ignored. Conversely, if the effect of the observation term in the
objective function is reduced, then the results of the analysis field will be closer to the background field
and the information of the good observation field will be ignored, such that the purpose of assimilation
fails to be achieved.

The two main methods to generate the background error covariance include the statistical [33] and
National Meteorological Center (NMC) [34] methods. The first compares the simulated background
field with the real value, which can be the radio sounding data. However, limitations of this method
include the uneven distribution of sounding data and the lack of information at higher levels t; herein,
the second method is used to produce the background error covariance matrix in this study. It is
assumed that the statistical structure of the prediction error of the model changes very little within a
fixed forecast time. In this way, the difference between forecast values of different forecast times at
the same instance can be used as the background error. Its advantage is that it is not limited by the
resolution of the observation network and the background error covariance features can be used for
the global scale. Mathematically, it is expressed as follows:

B = (x b − xt)(x b − xt)
T
≈ α(x24 − x12)(x24 − x12)

T, (15)

where xt represents the true value, which cannot be obtained in actual research, and x12 and x24

represent the 24- and 12-h forecast values, respectively. The horizontal lines on the display represent
statistical averages. According to the derivation, the value of α is 0.5 [35]. Since 1D-VAR retrieval
only considers the error correlation in the vertical direction, the background error covariance matrix is
expressed as:

B =


b11 · · · b1j

...
. . .

...
bi1 · · · bij

, (16)

where bij is the background error covariance of the layers i and [33]. To build the background error
covariance matrix, the reanalysis data from September–November 2018 were selected as the initial
field of the WRF model. The simulation area was from 115◦E to 118◦E and 38◦N to 42◦N, covering
the Beijing area. The time integration step was set to 24 h and simulation results were output once
per hour. After extracting the 12- and 24-h prediction fields, the background error covariance was
calculated. The final background error covariance matrix is shown in Figure 5.

The values on the diagonal of the temperature background error covariance matrix were large,
while on the off-diagonal, the values were basically between −0.1 and 0.2 K2, indicating that the
influence between different pressure layers was relatively small. There was a large background error
covariance of about 0.5 K2 at 1000 hPa. From 800–1000 hPa, the value decreased continuously. There
was also a smaller peak with the value of about 0.2 K2 at 600 hPa. In the upper atmosphere from 500 hPa
to 1 hPa, the value of the background error covariance was close to 0. The overall change from the
near ground to the top of the atmosphere (1000–1 hPa) initially decreased, then increased, and finally
the fluctuation decreased to almost 0. The background error covariance matrix of the water vapor
mixing ratio is shown in Figure 6 on the right, which was similar to the background error covariance
matrix of the atmospheric temperature. The larger values were concentrated on the diagonal and there
were multiple peaks along the diagonal. The first peak value appeared near 1000 hPa with the value of
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about 0.4 (g/kg)2 and the second peak value appears near 650–700 hPa with the value of 0.4(g/kg)2.
Overall, the error mainly concentrated in the range of 500–1000 hPa, while at high altitude, the error
covariance was almost 0 (g/kg)2 due to the low water vapor content. Both error matrices had large
values near the ground; possible reasons for this include the complexity of land types, elevation, and
the heterogeneity of the surface, which may cause the ground parameterization scheme in the WRF
model to have more uncertainties, thus leading to more errors near the ground.Remote Sens. 2019, 11, x FOR PEER REVIEW 9 of 20 
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3.5. Observation Error Covariance Matrix

Observation errors include measurement errors, forward model errors, and representativeness
errors [36]. The measurement errors refer to the noise in the radiation measurement, i.e., the sensitivity
of the instrument. Forward model errors mainly include measurement errors of atmospheric
parameters, imprecise model descriptions, and errors caused by unmodeled complex physical processes.
Representativeness errors come from discretization, which means that even though the real state of
atmosphere is continuous, the atmospheric variables input into model are discrete. Observation errors
are considered to be independent of each other in different channels; therefore, the observation error
covariance matrix can be expressed as a diagonal matrix as shown below:

O =

∑
(Y − F (x))2

n − 1
, (17)

where O represents an element of the diagonal; Y is the brightness temperature observed using HIRAS;
and F(x) represents the brightness temperature calculated using RTTOV, where x is generated from
WRF; and n is the number of samples.

The variational assimilation theory assumes that observations are unbiased and Gaussian [15].
However, due to observation errors and model errors, systematic errors often exist in observation
fields, which may restrict the full use of observation data [37,38]. Therefore, it is necessary to correct
the error of the observation and calculate the covariance of observation error.

First, the mean bias (MB) of the simulated and observed brightness temperature of each channel
is calculated as follows:

E =

∑
(Y − F (x))

n
, (18)

Then, the element of diagonal R is given as:

O =

∑
(Y − F (x) − E)2

n − 1
, (19)
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In order to establish the observation error covariance matrix required by the algorithm and evaluate
the effect of the observation deviation correction, the data from 29 September 2018, 4 October 2018, and
21 November 2018 was used. The simulation region was also from 115◦E to 118◦E and 38◦N to 42◦N.
In RTTOV, the number of simulated layers was set to 88 and the simulated air pressure was from 1
to 1000 hPa. The space matching between the simulated brightness temperature and the observed
brightness temperature of HIRAS was carried out to calculate the covariance of the observation error
before and after correcting the deviation. The error correction effect on the observation errors is
depicted in Figure 6.
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3.6. Retrieval System Framwork

The generic framework of the 1D-VAR for the FY-3D/HIRAS technique implementation is
summarized in the flowchart presented in Figure 7. This includes a cloud-screening model to choose
the clear-sky pixel, the first guess from the WRF model, a radiative transfer model (RTTOV) as
an observation operator, and a minimization method for the cost function. During each retrieval,
the satellite data after apodization filtering and quality control is input into the cloud-screening model
to obtain the brightness temperature under clear-sky conditions. At the same time, the reanalysis data
input into WRF mode are simulated with an integration time step of 6 h to obtain the initial guess field.
After spatial matching with the sensor brightness temperature, RTTOV is run to change the atmospheric
state variables into observations and obtain the K matrix. Finally, the Newton nonlinear iteration
method is carried out, and the results are evaluated upon completion of each iteration. If convergence
cannot be reached, the initial values of the profile are updated and put into RTTOV mode again to run
until the final retrieval results are obtained.
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Radiative Transfer for TOVS, TB: Brightness Temperature WRF: Weather Research and Forecast.

4. Case Study

To demonstrate the proposed technique, the region of Beijing has been selected as a case study.
It covers a total area of 16,410.54 km2 and its terrain is high in the northwest and low in the southeast.
Its climate is typical of the north temperate semi-humid continental monsoon climate, with a high
temperature rainy summer, and a cold and dry winter. Horizontal resolutions in the x and y directions
are both 5 km. Beijing has two kinds of landforms, namely plain and mountain, which leads to an
elevation influence. However, for the convenience of retrieval, such an influence was not considered
here. Therefore, according to different pixels, the atmosphere is divided into 88 vertical layers
distributed uniformly and extending from 1 hPa to 1000 hPa on the ground.

4.1. Cloud Detection

As the detection of the infrared hyperspectral under cloud and rain conditions is not very accurate,
these samples need to be removed before retrieving the temperature and humidity profiles. Figure 8
shows an example of the retrievals using a cloud model developed using the GBDT algorithm. The result
was based on data from the FY-3D/HIRAS L1 orbit, which passed over China at 05:00 on 12 December
2018. After providing the brightness temperature, solar altitude angle, and satellite observation angle of
all cloud detection channels as the input into the established cloud detection model, the model results
are presented in the form of judgment marks (cloudy = 1, clear sky = 0). Compared with the cloud
products from Himawari-8, the accuracy of the cloud detection model was 86.8%.
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Figure 8. Cloud detection results for 12December 2018.

4.2. Results of 1D-VAR Retrieval

Taking 11 December 2018 as an example, the orbit of the satellite that passed over Beijing was
first selected and the observed brightness temperature of the HIRAS sensor was obtained after data
pre-processing and quality control. The initial field for the WRF model was the reanalysis data at 00:00
on 11 December 2018. In the next step, the WRF was simulated for six hours to obtain the background
field. Since the selected satellite orbits were from around 05:00 UTC, the simulation result of 05:00
was extracted as the background field of 1D-VAR to become the iterative initial value of minimization
process. At the same time, the background field was also selected as input into the RTTOV radiative
transfer model to simulate the brightness temperature and obtain the K matrix. These data were
input into the established one-dimensional variational retrieval algorithm; the final temperature and
humidity profile retrieval results are shown in Figure 9.
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To obtain a sufficient sample size to evaluate the retrieval accuracy, 10 days of satellite observation
data in July, August, and December 2018 were randomly selected for the retrieval. The samples affected
by cloud, rain, and ground elevation were excluded, and the total number of samples left was 294.
The accuracies of the retrieved atmospheric profiles were firstly quantified statistically through a
comparison with the 06:00 ERA-Interim data, which had a time resolution of 6 h and spatial resolution
of 0.125◦ × 0.125◦. Figure 10 shows the difference between retrieval profiles, background field profiles,
and ERA-Interim profiles. The input parameter describing the water vapor in the radiation transfer
mode is the water vapor mixing ratio (kg·kg−1). To facilitate the comparison of water vapor retrieval
results, the water vapor mixing ratio was converted to a relative humidity, and the conversion equation
is shown as follows:

e = p
r

0.622 + r
, (20)

es = 6.1078 exp
[

17.2693882(T − 273.16)
T − 38

]
, (21)

RH =
e
es
× 100%. (22)Remote Sens. 2019, 11, x FOR PEER REVIEW 14 of 20 
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In Equation (20), e represents the vapor pressure, r represents the water vapor mixing ratio, and p
is the pressure. In Equation (21), es represents the saturation vapor pressure, while T represents the
temperature. In Equation (22), RH is the relative humidity. As can be seen from Figure 10, both the
temperature retrieval results and the background field profile were consistent with the profiles from
ERA-Interim; however, the retrieval results were improved compared with the background field near
the boundary layer. Regarding other layers, the retrievals were more dependent on the first guess.
After the inclusion of satellite observation data, the improvement of the relative humidity profile
retrieval was more obvious than that of the temperature profile, and the whole retrieval was relatively
close to the standard profile.

The statistical metrics used to evaluate the agreement between the compared datasets included
the mean bias (MB), root mean square error (RMSE), mean absolute error (MAE), and the correlation
coefficient (R) [39–42], which are expressed using the following formulas:

MB =

∑n
i=1(y i − yi

′)

n
, (23)

MAE =

∑n
i=1

∣∣∣(yi − yi
′)
∣∣∣

n
, (24)

RMSE =

√∑n
i=1 (y i − y′i

)2

n
, (25)

where n represents the number of samples, y is the true value, and y’ is the retrieval value.
MB, MAE, and RMSE were used to evaluate the accuracy of each layer of the retrieval parameters,

while the correlation coefficient shows the degree of correlation between the value of all layers of the
retrieval profiles and the corresponding reanalysis data. The results are shown in Figure 11. As can
be observed, the MB of the temperature profile was −0.03 K, while the RMSE was 0.95 K, and the
correlation coefficient was 0.99. During the temperature retrieval, the bias of the temperature profile
fluctuated between −0.8 K and 0.9 K, the MAE was from 0.35 K to 2.27 K, and the RMSE varied between
0.5 K and 2.6 K. The MB, MAE, and RMSE values were reasonable, with a maximum at about 5 hPa.
This error possibly resulted from extrapolation for reanalysis data before inputting into the WRF model
as it was only up to 100 hPa. Compared with the first guess, the retrieval results were greatly improved
near the ground, with an RMSE of 0.88 K, which was a decrease of 1.64 K compared with the first guess,
but the retrieval biases at 650–900 hPa were larger. The RMSE of the temperature retrieval profiles was
smaller than that of the initial field profiles, which indicates that the profiles were stable after retrieval
using a one-dimensional variational algorithm. Meanwhile, the MB of relative humidity profiles was
0.32%, the RMSE was 3.41%, and the correlation coefficient was 0.98. The retrieval deviation of relative
humidity in the whole atmosphere was within 6%. The MB of the retrieval results for 150–800 hPa was
close to 0, but the value at 900 hPa was larger than the first guess. The RMSE of the whole atmosphere
was smaller than the initial field profiles, but the RMSE at 775 hPa was the largest, nearly 10%.
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Figure 11. (a,b) The MB and RMSE of the temperature profile, respectively. (c,d) The MB and RMSE of
the humidity profile, respectively. The red solid line represents the comparison between the inversion
results and the ERA-Interim data, while the blue dotted line represents the comparison between the
background field profile and the ERA-Interim data.

There is a suite of temperature and humidity products generated from infrared hyperspectral
sensors, such as AIRS and the Infrared Atmospheric Sounding Interferometer (IASI). The time of
IASI passing over Beijing was more than three hours different from the time of HIRAS. Therefore,
the time between these two sensors was difficult to match. For this reason, the temperature and
humidity profiles obtained from AIRS were employed for further comparisons with retrieval profiles
from HIRAS. In this part, HIRAS data were collocated with AIRS for the same period for comparison
with the ERA-Interim data with collection criteria of ±1 h in time and ±0.2◦ in space. The number of
collections used to compute the statistics was 109. Regarding temperature, the correlation coefficients of
all layers showed in Figure 12a were all above 0.8. These results suggest a consistency of the algorithm
results with AIRS’ products, with slight differences above 200 hPa. The temperature consistency was
also excellent under 200 hPa, where r was close to 1. As can also be observed, the relative humidity
comparisons showed an inconsistency existed near the ground at 400–500 hPa and the tropopause,
especially near the surface. Assuming the atmospheric profiles from AIRS to be the standard profiles,
as displayed in Figure 12c,d, it can be seen that the MB of the temperature profile was between −2.13 K
and 2.93 K, and the MB of all layers was −0.06 K. Notably, the maximum deviation occurred around 1
hPa, and the deviation for 900–10 hPa was within 1 K. The RMSE varied between 0.59 K and 3.70 K,
and the maximum RMSE value was also recorded at around 1 hPa. The RMSE value between 900 and
100 hPa was reported to be within 1.5 K. Similarly, the MB of the humidity profile was between −8.31%
and 11.57%, and the MB of all layers was 1.70%, with the maximum deviation found at approximately
1000 hPa. The RMSE was between 1.17% and 18.05%, and at the same time, the maximum value was
also around 1000 hPa.
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Figure 12. (a) The correlation coefficient between the temperature profiles retrieved from HIRAS and
the temperature products from AIRS, (b) the correlation coefficient between the relative humidity
profiles retrieved from HIRAS and the relative humidity products from AIRS, (c,d) the bias and RMSE
for temperature and humidity, respectively. AIRS products are denoted as the standard profiles.

In addition, our results were compared against the AIRS atmospheric profiles and the ERA-Interim
data. The ERA-Interim data was assumed to provide the standard profiles, and the results are illustrated
in Figure 13. As can be observed, both the temperature and humidity profiles retrieved from HIRAS
were close to the ERA-Interim data. The maximum and minimum temperature biases for AIRS were
both around 5 hPa, with values of 3.07 K and −1.99 K, respectively. On the other hand, for HIRAS, the
maximum and minimum temperature biases were 1.67 K and −0.57 K, respectively. The RMSE of the
temperature profile for AIRS varied from 0.58 K to 3.50 K, with the maximum value still near 5 hPa,
whereas for HIRAS, the RMSE was from 0.37 K to 2.70 K, and <1.5 K in the troposphere. Comparisons
of the relative humidity showed more variable results, but the average biases were all within 10%,
which was acceptable. AIRS had a negative humidity bias above 700 hPa. The minimum bias occurred
at 550 hPa and near the surface. HIRAS biases among the total atmosphere column were reported to
be within 6%. The RMSE for RH was almost the same above the tropopause because little vapor exists
there. However, RMSE under 400 hPa varied significantly.
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Figure 13. (a,b) The MB and RMSE of the temperature profile, respectively. (c,d) are the MB and RMSE
of the humidity profile, respectively. The red solid line represents the comparison between the AIRS
products and the ERA-Interim data, while the blue dotted line represents the comparison between
retrieval profiles and the ERA-Interim data.

5. Conclusions

This study proposed a one-dimensional variational (1D-VAR) retrieval system to simultaneously
retrieve the temperature and humidity profiles under clear-sky conditions. Our technique requires
observations acquired from the Fengyun-3D Hyperspectral Infrared Radiation Atmospheric Sounding
(HIRAS) satellite and utilizes the Weather Research and Forecast (WRF) model. The accuracy of the
proposed technique was evaluated by comparing the temperature profile predictions against the
ERA-Interim data using the region of Beijing in China as a case study. Compared with the ERA-Interim
0.125◦ × 0.125◦ resolution reanalysis data, the FY-3D/HIRAS temperature and humidity profile products
retrieved using this algorithm showed a reasonable consistency, with an RMSE of the temperature
within 1 K and humidity within 10%. Compared with the AIRS product, temperature showed a great
consistency from 200–1000 hPa, while for relative humidity, the bias and RMSE were larger in the
boundary layer. The retrieval results from our system were more consistent with ERA-Interim data
than with AIRS’ products. It is worth noting that the background error covariance and observation
error covariance established in this algorithm were only applicable to the Beijing region; therefore, the
use of this algorithm has certain spatial limitations. Furthermore, it should also be noted that potential
error sources in the retrieval process could come from:
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1. Time matching: When establishing the observation error covariance matrix, the input of the
forward operator adopted the 05:00 simulation results of the WRF, and the corresponding satellite
orbit transit time had a deviation of 0–1.5 h.

2. Space matching: In the inversion algorithm, the satellite pixel and the spatial grid point of the
simulated background field from the WRF were not completely spatially matched. The method
of spatial matching introduced herein found the closest grid point of the background field within
the range of 0.1◦ with the satellite pixel as the center of longitude and latitude.

3. The forward operator (RTTOV) simulation was not accurate, and there were some errors in
the radiation transmission mode. Although some errors were corrected to ensure the Gaussian
distribution of the errors in the establishment of the inversion system, such errors could not
completely eliminate the effects of simulation errors.

4. The cloud detection model was not accurate. Cloud detection is the premise of temperature and
humidity profile inversion. In this inversion system, the accuracy of the cloud detection model
was 86.8%, and the clear-sky pixels could not be completely detected.

All in all, our results showed that our proposed technique can be used to obtain retrievals of those
parameters in real-time conditions and has a very promising potential for operational implementation
in the future. One of its key characteristics is that of expandability. Indeed, different instruments can be
added to one-dimensional variational assimilation system if their forward observation operators and
error estimates are available. Future work may focus on extending the 1D-VAR method to multi-source
sensor integration, such as active and passive remote sensing, ground- based and sky-based remote
sensing, etc. This remains to be seen.
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