Estimation of Hourly Sea Surface Salinity in the East China Sea Using Geostationary Ocean Color Imager Measurements
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Abstract: Sea surface salinity (SSS) is an important tracer for monitoring the Changjiang Diluted Water (CDW) extension into Korean coastal regions; however, observing the SSS distribution in near real time is a difficult task. In this study, SSS detection algorithm was developed based on the ocean color measurements by Geostationary Ocean Color Imager (GOCI) in high spatial and temporal resolution using multilayer perceptron neural network (MPNN). Among the various combinations of input parameters, combinations with three to six bands of GOCI remote sensing reflectance (Rrs), sea surface temperature (SST), longitude, and latitude were most appropriate for estimating the SSS. According to model validations with the Soil Moisture Active Passive (SMAP) and Ieodo Ocean Research Station (I-ORS) SSS measurements, the coefficient of determination (R²) were 0.81 and 0.92 and the root mean square errors (RMSEs) were 1.30 psu and 0.30 psu, respectively. In addition, a sensitivity analysis revealed the importance of SST and the red-wavelength spectral signal for estimating the SSS. Finally, hourly estimated SSS images were used to illustrate the hourly CDW distribution. With the model developed in this study, the near real-time SSS distribution in the East China Sea (ECS) can be monitored using GOCI and SST data.

Keywords: sea surface salinity estimation; Changjiang diluted water; neural network; GOCI application; ocean color

1. Introduction

The Changjiang Diluted Water (CDW) discharge influences the maritime environment, not only in the East China Sea (ECS), but also in Korean coastal regions including the Jeju Island coastal regions (Figure 1) [1–9]. Especially, the CDW is strengthened by high precipitation in the East China region in the summer season [10–12]. During summer season, high solar radiation heats the surface water and enhances the upper ocean stratification via high sea surface temperature (SST) and low sea surface salinity (SSS) [9]; this can damage aquaculture via anomalous marine environmental conditions. For example, in the summer of 2016, an anomalously large CDW caused approximately $9 million in economic damage to Korean aquaculture by enhancing the stratification via low SSS and high SST [13] (pp. 1–2). In the ECS, regular SSS observation has been consistently conducted at stationary points, the Ieodo Ocean Research Station (I-ORS) (Figure 1), and the shipboard observation by Korean National Institute of Fisheries Science serial oceanographic observation. However, such spatio-temporally limited surveys make it difficult to determine the exact spatial and temporal CDW distribution and its paths.

Accordingly, satellite sensor measurements are useful to understand the features of the CDW and its extension into the surrounding regions. The space borne SSS datasets are currently available...
through the Soil Moisture and Ocean Salinity (SMOS) and Soil Moisture Active Passive (SMAP) missions, which have global coverage. However, these two sensors have limitations for observing near-real time SSS variations in coastal regions because those microwave measurements have coarse spatial resolutions (30–100 km), low revisit frequencies (three days or longer), and experience land contamination [14–19]. Moreover, SMAP product has the issues of radio-frequency interference (RFI) in the ECS [20]. Therefore, an accurate investigation of the SSS near coastal regions is needed to understand the variations and distribution of the CDW [21].

To continuously monitor the SSS distribution along coastal regions, ocean color measurements have been used in various coastal regions [22–28]. Some studies have primarily applied the relationship between the SSS and the colored dissolved organic matter (CDOM) in different regions, such as the Clyde Sea [23], the ECS [6,25,26], and Osaka Bay in Japan [21]. A large portion of the CDOM is caused by river plumes originating from terrestrial sources and is associated with fresh water. The freshwater from river plumes has a low reflectance for blue wavelengths due to the absorption of blue wavelengths by the CDOM; this feature allows for the detection of CDOM using optical sensors. The relationship between the CDOM and the salinity indicates that low salinity conditions are expected when the CDOM concentration is high. However, the relationships between the CDOM optical properties and the SSS reported in previous studies have varied in space and time due to local river characteristics and their seasonalities [6,29]. In addition, the relationship between the CDOM optical properties and the salinity can be different even in the same region because the CDOM can be changed, not only by salinity, but also by other factors, such as the chlorophyll concentration and suspended sediment type differences [18,22,24].

To overcome such limitations, Geiger et al. [18] used a neural network (NN) approach to estimate the SSS in the coastal Mid-Atlantic region using marine environmental variables and ocean color measurements. The strengths of a NN approach are that the assumptions made by calculating the CDOM from optical signals are not required, and that the inclusion of other parameters, such as SST, is possible. Indeed, they demonstrated that the SST is an essential parameter to estimate the SSS in four different coastal regions (the coastal Mid-Atlantic region, the Chesapeake and Delaware bays, and the Hudson Estuary). In addition, Chen and Hu [19] estimated the SSS from ocean color and SST measurements using a multilayer perceptron neural network (MPNN) in the northern Gulf of Mexico after extensive evaluations testing many other empirical approaches (i.e., principle component analysis, multi-nonlinear regression, decision tree, random forest, and supporting vector machines). They demonstrated the robustness of their MPNN model for estimating the SSS using the input errors. Because the CDW is highly correlated with the SST in the ECS in the summer season [9], an MPNN approach was used in this study instead of a CDOM approach in order to use the SST measurement. The importance of SST is discussed via an evaluation of the model performance in this study.

The highest spatial and temporal resolution ocean color sensor measurements available in the ECS are those of the Geostationary Ocean Color Imager (GOCI) with spatial and temporal resolutions of 500 m × 500 m and eight times per day, respectively [30,31]. Compared to polar orbiting satellite ocean color products, GOCI has an advantage for monitoring the CDW distribution because it observes the same area eight times per day with high spatial resolution. Therefore, GOCI data were used to develop the SSS estimation model and produce SSS images in the ECS. Liu et al. [27], Nakada et al. [21], and Sun et al. [28] attempted to analyze the SSS using GOCI remote sensing reflectance (Rrs) measurements in the Bohai Sea, the Osaka Bay, and the Southern Yellow Sea (SYS), respectively. Liu et al. [27] developed a simple multi-linear statistical regression model to estimate the SSS using GOCI data. Their study demonstrated the ability of GOCI to observe the hourly SSS variability validated by the buoy measured SSS. Nakada et al. [21] estimated the SSS using a CDOM optical absorption coefficient from GOCI. Using a time series of in-situ SSS data from an automated observation system, they improved their satellite-derived SSS accuracy. Their study also compared a plume area before and after a typhoon period. Sun et al. [28] estimated the SSS for the month of August from 2011 to 2018 in the SYS and achieved a root mean square error (RMSE) of 0.29 psu. Nevertheless, the algorithms discussed in these studies were specific to each study region and require
further validations to apply to other regions. Moreover, the three studies described above analyzed the same ocean color satellite data (GOCI) to develop their algorithms with different wavelength GOCI bands (i.e., Liu et al. [27] used Rrs490, Rrs555, and Rrs660; Nakada et al. [21] used Rrs412 and Rrs555; and Sun et al. [28] used Rrs490 and Rrs555).

Regardless of the method and sensor, previous studies used different wavelengths either in different regions or in the same region. Therefore, this study aims to test various combinations of wavelengths to develop a new model for estimating SSS using the GOCI data in the ECS. Accordingly, eight combinations of input parameters using GOCI Rrs bands 1–6, three band ratios (band 1/band 4, band 2/band 4, and band 2/band 4), and the SST were analyzed. In addition, the SMAP-derived SSS products were used as an output parameter due to the lack of available in-situ data. The accuracy of the SMAP SSS products in the ECS was evaluated using the I-ORS SSS measurements (the result is described in Section 2.1.2). Moreover, a sensitivity analysis to evaluate the importance of the input parameters was conducted to determine the relationship between each input parameter and the predicted SSS, as shown in Section 3.3. Finally, hourly SSS images generated by the proposed model are discussed in Section 4.

2. Materials and Methods

2.1. Materials

2.1.1. GOCI Rrs Data

Ocean color data from GOCI can be downloaded from the Korea Ocean Satellite Center website (http://kosc.kiost.ac.kr/). GOCI has six visible bands (412 nm, 443 nm, 490 nm, 555 nm, 660 nm, and 680 nm) and two near-infrared bands (745 nm and 865 nm). Because the two near-infrared bands are primarily used for atmospheric correction to GOCI, the six visible Rrs bands were used in this study. According to previous studies, not only the visible bands but also the GOCI band ratios (412 nm/555 nm (R1), 443 nm/555 nm (R2), and 490 nm/555 nm (R3)) can be used to estimate the SSS using ocean color measurements [18,26,32]. Three band ratios are used representing for the spectral shape in the blue–green portion of the spectrum, which varies with CDOM concentration [18,26,33]. GOCI L1B image covers Korea, Japan, the eastern coast of China, and parts of the northern coast of Taiwan (2500 km × 2500 km) and is composed of 16 subimages called slots [34]. A part of GOCI images, slot number 9 and 10 covering ECS, Chanjiang River mouth, Jeju Island, and the south coast of Korea are used in this study.

2.1.2. I-ORS Data

The I-ORS is located at the boundary between the Yellow Sea and the ECS (125.18° E 32.12° N), and the CDW frequently passes through this location (Figure 1). Due to the favorable geographical location of the I-ORS, various oceanic, metrological, and coastal studies have been conducted using measurements at I-ORS [35,36]. The I-ORS salinity data used in this study were measured at various depths (3 m, 5 m, 10 m, 15 m, 20 m, 30 m, and 40 m) with sampling intervals of 1 min. To match the SMAP data, 3-m depth salinity data were used after daily averaging (or sampling). During the study period (the year of 2016), 141 days of SSS data were available (April–October). These data were used to evaluate the accuracy of the SSS data from SMAP and the performance of the developed algorithm.

2.1.3. Group for High Resolution Sea Surface Temperature (GHRSSST) SST Data

In addition to the GOCI Rrs data, SST data were also used as input variables for the algorithm to estimate the SSS. SST data have been used in previous studies to estimate the SSS using the NN approach [18,19]; however, the influence of the SST on the SSS is not clearly understood. Therefore, algorithms trained with or without SST were compared to evaluate the impact of the SST on the SSS. In this study, the GHRSSST level 4 data were used to train the NN model. This measurement produces a 0.01° × 0.01° spatial resolution and a daily temporal resolution. The GHRSSST data are available on the GHRSSST website (https://www.ghrsst.org/). The GHRSSST level 4 gridded products are generated
by combining complementary satellite and in-situ observations within optimal interpolation systems. The differences in the validation results when training with or without SST are discussed in this paper.

![Figure 1. Soil Moisture Active Passive (SMAP) standard deviation (SD) of sea surface salinity (SSS) in 2016. Black arrows indicate typical ocean currents during summer season from 2002 to 2005 in this region (provided by Korea Hydrographic and Oceanographic Agency). Location of Ieodo Ocean Research Station (I-ORS) is marked with a solid red circle. Regions of more than 1 psu of SD were chosen to train multilayer perceptron neural network (MPNN) algorithm.](image)

2.1.4. SMAP Data

Even though the primary mission of SMAP is to measure the soil moisture, the L-band radiometer of the SMAP platform can be used to measure the SSS in the global ocean. In this study, the version 4.0 of SMAP level 3 was used (http://www.remss.com/missions/smap/salinity/). The RFI was filtered in the version 4.0 of SMAP product. The SMAP level 3 product is provided with a 25-km spatial resolution and a daily temporal resolution (8-day running average). The near-polar orbits of SMAP cover the global oceans in 3 days with a repeat cycle of 8 days. To verify the SMAP performance, a validation with 8-day running averaged I-ORS data was conducted (Figure 2). The scatter diagram in Figure 2 shows the relationship between the SSS from I-ORS and that from SMAP with a coefficient of determination ($R^2$) of 0.71 and an RMSE of 1.02 psu. The SSS from SMAP agreed well with the I-ORS measurement compared to previous results (RMSE of approximately 3 psu near the Changjiang River mouth) obtained by Wu et al. [37]. Using this relationship, the SMAP SSS in the ECS could be correlated to the output parameter of the MPNN model despite it not being an in-situ measurement.
2.2. Methods

2.2.1. GOCI Data Preprocessing

To reduce the noise contamination of the GOCI Rrs data, two analyses were conducted. First, Lee et al.’s [38] suspended particulate matter (SPM) speckle removing method was applied. This methodology effectively eliminated unexpected noise and some extremely high or low SPM values. Second, a novel quality assurance (QA) system was included [39]. The QA system was applied by measuring the Rrs data quality as a score between 0 and 1, with 1 indicating a perfect Rrs spectrum and 0 indicating an unusable Rrs spectrum. In this study, a QA score under 0.5 was treated as an error and removed. Following these two steps, the GOCI error was significantly decreased for the GOCI SSS images compared to the error obtained before preprocessing the SSS images.

2.2.2. MPNN

When developing the MPNN, a back-propagation learning technique with adaptive moment estimation (Adam) optimization and Rectified Linear Unit (ReLU) activation function were implemented in TensorFlow [40]. Figure 3 shows an example of an MPNN schematic diagram, which is composed of the inputs and the hidden and output layers. The training process was conducted 5000 times to improve the accuracy by adjusting the weights and biases of connections by changing the numbers of neurons and hidden layers. Table 1 shows detailed information concerning the training of the MPNN. All datasets were randomly divided into training (80%) and validation (20%) datasets in the training period. $R^2$ and RMSE were calculated using the validation dataset, which was independent from the training dataset. All input parameters were normalized before train.

Since detection of low salinity water mass is important, the network was trained and validated with as many relatively low salinity conditions as possible. In the summer of 2016, a large amount of freshwater from the Changjiang River plume was observed [9,13,41]. Therefore, the year 2016 was selected as a study period when relatively low SSS covered wide regions in the ECS. The first attempt to train the MPNN was made using all pixels of slots 9 and 10 of the GOCI products. However, the training result showed a bias toward relatively high SSS ranges (33–35 psu), which are normal salinity conditions. Therefore, the training datasets were re-chosen, where the standard deviation (SD) of the SMAP SSS was more than 1 psu to prevent the MPNN from biasing relatively high SSS. Figure 1 shows the SD of the SMAP SSS in 2016 and reveals the frequently CDW-affected regions.
Figure 3. An example of a schematic diagram of the MPNN using D3 (longitude, latitude, Rrs490, Rrs555, Rrs660, Rrs680, and SST), consisting of input, hidden, and output layers. The number of neurons were different with dataset (Table 1).

Table 1. Detail training information of optimized multi-layer perceptron neural network (MPNN).

<table>
<thead>
<tr>
<th>Input dataset</th>
<th>Train R²</th>
<th>Train RMSE (psu)</th>
<th>Validation R²</th>
<th>Validation RMSE (psu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bands 3 to 6 (D1)</td>
<td>0.75</td>
<td>1.73</td>
<td>0.68</td>
<td>1.73</td>
</tr>
<tr>
<td>Bands 3 to 6 and R3 (D2)</td>
<td>0.87</td>
<td>1.10</td>
<td>0.67</td>
<td>1.73</td>
</tr>
<tr>
<td>Bands 3 to 6 and SST (D3)</td>
<td>0.85</td>
<td>1.15</td>
<td>0.81</td>
<td>1.30</td>
</tr>
<tr>
<td>Bands 3 to 6, R3, and SST (D4)</td>
<td>0.87</td>
<td>1.10</td>
<td>0.76</td>
<td>1.51</td>
</tr>
<tr>
<td>Bands 1 to 6 (D5)</td>
<td>0.81</td>
<td>1.44</td>
<td>0.67</td>
<td>1.74</td>
</tr>
<tr>
<td>Bands 1 to 6, R1, R2, and R3 (D6)</td>
<td>0.79</td>
<td>1.50</td>
<td>0.63</td>
<td>1.92</td>
</tr>
<tr>
<td>Bands 1 to 6 and SST (D7)</td>
<td>0.85</td>
<td>1.28</td>
<td>0.79</td>
<td>1.39</td>
</tr>
<tr>
<td>Bands 1 to 6, R1, R2, R3, and SST (D8)</td>
<td>0.85</td>
<td>1.15</td>
<td>0.81</td>
<td>1.33</td>
</tr>
</tbody>
</table>

In this study, eight different combinations of input parameters (longitude, latitude, Rrs bands 1 (412 nm)–6 (680 nm), R1, R2, R3, and SST) were used to develop the MPNN model, and schematic diagram of one example network is illustrated in Figure 3. The eight input datasets D1–D8 are defined as follows: D1 consists of Rrs bands 3–6; D2 consists of Rrs bands 3–6 and R3; D3 consists of Rrs bands 3–6 and SST; D4 consists of Rrs bands 3–6, R3, and SST; D5 consists of Rrs bands 1–6; D6 consists of Rrs bands 1–6, R1, R2, and R3; D7 consists of Rrs bands 1–6 and SST; and D8 consists of Rrs bands 1–6, R1, R2, R3, and SST, and all datasets include the longitude and latitude (Table 1). Out of daily SMAP SSS images from January 1, 2016, to December 31, 2016, every four-day images (92 images) are used for training and the remaining 274 images were used to validate the output of the MPNN.

3. Results

3.1. Model Performance Compared to SMAP SSS

Figure 4 shows scatter diagrams between the MPNN results and the SMAP SSS for validation data with the eight different input datasets (D1–D8). Noticeable differences are observed with and without SST in the input datasets. In the case of input datasets without SST (Figure 4a, 4b, 4e, and 4f), R² is lower and RMSE is larger than for input datasets with SST (Figure 4c, 4d, 4g, and 4h) by approximately 0.13 and 0.40 psu, respectively. Conversely, the inclusion of band ratios (Figure 4b, 4d, 4f, and 4h) did not improve the model performance compared to the inclusion of SST. It appears that the SST is significantly related to the SSS in this region. A comparison between the four-band group (Figure 4a–4d) and the six-band group (Figure 4e–4h) performances reveal no significant
differences. This result indicates that the blue-wavelength (bands 1 and 2 of GOCI) spectral signals are not important parameters for estimating the SSS. Of the eight different scatter diagrams in Figure 4, the D3 dataset result shows the best performance ($R^2$ of 0.81 and RMSE of 1.30 psu).

In addition, Figures 5 and 6 show maps of $R^2$ and RMSE between the predicted SSS and the SMAP SSS. Notably, in these two figures, the overall performance increased when including SST; this is shown clearly in Figure 5. Without SST (D1, D2, D5, and D6), the $R^2$ values in the western and eastern areas were under 0.8 and 0.4, respectively. However, including SST, the $R^2$ values of the overall region were approximately 0.8, except near the Sheyang River mouth region (in the northwestern part of the study area, see Figure 1). The eastern part of the study area includes the Kuroshio Current, which has high SST and SSS. Moreover, the Kuroshio Current system is known to have a high SST and SSS water type. Therefore, including the SST could improve the model for the SSS estimation in the overall region, especially in the eastern part of the study area.

![Figure 4](image)

*Figure 4.* Density scatter diagram between SMAP and Geostationary Ocean Color Imager (GOCI) SSS estimated by (a) D1, (b) D2, (c) D3, (d) D4, (e) D5, (f) D6, (g) D7, and (h) D8 input dataset. Color indicates scatter density.
More detailed differences are found in Figure 6. Every panel in Figure 6 has relatively high RMSE values between the SMAP and predicted SSS near the Changjiang River mouth region. However, the areas near the Sheyang River mouth region, the southwestern area of Jeju Island, and the Kuroshio Current region (the southeastern part of the study area) show different RMSE features in the eight RMSE maps. In the cases that do not include the SST in the input datasets (Figure 6a, 6b, 6e, and 6f), relatively high RMSE values are seen in the southwestern area of Jeju Island and the Kuroshio Current region. Conversely, the RMSE is decreased when including the SST as an input parameter in this area (Figure 6c, 6d, 6g, and 6h). Of the four RMSE maps including SST (Figure 6c, 6d, 6g, and 6h), the D3 dataset result shows the relatively good RMSE distribution (Figure 6c). Near the Sheyang River mouth region, the four-band group (Figure 6a, 6b, 6c, and 6d) and six-band group (Figure 6e, 6f, 6g, and 6h) show opposite features when including the band ratios and SST. The four-band group shows small changes in the RMSE due to the inclusion of just the band ratio (R3) or the SST (Figure 6b and 6c, respectively); however, when including both the band ratio and the SST, the RMSE is increased notably in this region (Figure 6d). Conversely, the inclusion of the three band ratios and the SST decreased the RMSE of the six-band group (Figure 6h), while the individual parameters (the band ratios or SST) increased the RMSE in this region (Figure 6f and 6g, respectively). Similar to the spatial pattern changes of the R² image caused by different input datasets (Figure 5), the RMSE decreased overall in the study area when using the SST as an input parameter. The decrease in the RMSE was remarkable west of the Jeju Island area and the Kuroshio Current region. The RMSE results when including the SST and band ratios show an opposite effect for the four-band group (Figure 6c and 6d) and the six-band group (Figure 6g and 6h). In Figure 6d, RMSE increased compared to Figure 6c near the Sheyang River mouth and in the eastern parts of the study regions. Conversely, the SST and the three band ratios improve the MPNN performance in the six-band group (Figure 6g and 6h) near the Sheyang River mouth and around the 124° E 32.5° N area. By including SST in the input dataset, the MPNN performances (R² and RMSE) improved significantly in the overall study region (Figures 4–6). Therefore, SST is an important parameter for estimating the SSS in this study.
Figure 5. Coefficient of determination ($R^2$) maps between SMAP and GOCI SSS estimated by (a) D1, (b) D2, (c) D3, (d) D4, (e) D5, (f) D6, (g) D7, and (h) D8 input dataset.
Figure 6. Root mean square error (RMSE) maps between SMAP and GOCI SSS estimated by (a) D1, (b) D2, (c) D3, (d) D4, (e) D5, (f) D6, (g) D7, and (h) D8 input dataset.

3.2. Model Performance Compared to I-ORS SSS

Figure 7 shows scatter plots of the validation with the I-ORS SSS measurements in 2016. Of the 141 days from April 30 to October 1, 8 days were validated due to the GOCI data availability over the I-ORS during this period. Even though only 8 days were validated, the performance of the MPNN varied with the eight different input datasets. The ranges of $R^2$ and RMSE were 0.58–0.94 and 0.25–0.88 psu, respectively. Of the eight datasets, D3, D4, and D7 had $R^2$ values of more than 0.90 and RMSE values of less than 0.35 psu (Figure 7c, 7d, and 7g). Even though the D7 dataset results show the best performance for I-ORS (Figure 7g), the $R^2$ and RMSE distributions of the overall study area indicate that the MPNN model with D3 performs better than that with D7. The developed MPNN model has an impressive performance compared to previous studies that estimated the SSS using
GOCI. R² value of the SSS estimation model from Liu et al. [27] was 0.795. Nakada et al. [21] estimated the SSS using GOCI in Osaka Bay and achieved R² of 0.57 and RMSE of 1.5 psu. Even though the SSS estimation model developed by Sun et al. [28] had a relatively low RMSE (0.29 psu), its R² value was 0.62. In comparison to these three studies, the performance of the MPNN model with D3 has a relatively high R² (0.92) and low RMSE (0.30 psu). Therefore, the MPNN model using the GOCI and SST data successfully estimated the SSS near the I-ORS regions.

![Figure 7](image)

Figure 7. Scatter diagrams between I-ORS and GOCI SSS estimated by (a) D1, (b) D2, (c) D3, (d) D4, (e) D5, (f) D6, (g) D7, and (h) D8 input dataset.

3.3. Importance of Input Parameters

The MPNN validation results were described using four different approaches (validation with SMAP, R² and RMSE maps, and validation with I-ORS). Consequently, the MPNN training with the D3 dataset (longitude, latitude, Rs490, Rs555, Rs660, Rs680, and SST) was used to determine the
SSS estimation model. Even though the D7 result was better than the D3 result for the validation with I-ORS (Figure 7), the D7 result had a relatively high RMSE near the Sheyang River mouth and the ECS (around 124° E 32.3° N) compared to the D3 result in Figure 6. To understand the importance of the input parameters for the SSS estimation, a sensitivity analysis was conducted. Instead of analyzing the sensitivity analysis for the entire region, the location of I-ORS was chosen because the CDW passes through this location frequently. Figure 8 shows the sensitivity analysis results for the five input parameters at the I-ORS location. The analysis was conducted by changing one parameter from the minimum to the maximum of its real value while fixing the other four parameters at their mean values. For example, the blue line indicates the sensitivity of Rrs490 for the SSS estimation when the other parameters were constant (at their mean values at the I-ORS, i.e., Rrs490: 0.0110, Rrs555: 0.0107, Rrs660: 0.0046, Rrs680: 0.0043, and SST: 19.97°C). According to Figure 8, a relatively high SSS (>34 psu) was associated with high Rrs660 values (orange line) and a relatively low SSS (<28 psu) was associated with high Rrs680 (red line); the middle range of the SSS (28–34 psu) was adjusted using all of the input parameters. The SSS variability shows positive relationships with Rrs490 and Rrs660 and negative relationships with Rrs555, Rrs680, and SST. The sensitivity analysis results show the significance of the red-wavelength spectral signal at I-ORS. This result is different from those of other previous studies that did not include red-wavelength signals in their algorithms [6,21,23,25–28]. In addition to the significance of SST, the importance of the red-wavelength spectrum signal for the SSS estimation is implied from this result.

Figure 8. Sensitivity analysis results at the I-ORS location. Each line reveal the influence of input parameter on SSS variability with fixing the other parameters as mean value of real data (Rrs490: 0.0110, Rrs555: 0.0107, Rrs660: 0.0046, Rrs680: 0.0043, and SST: 19.97°C).

3.4. Validation of the GOCI SSS

The model developed in this study enables the SSS distribution to be monitored with high spatial and temporal resolution using GOCI and SST measurements in the ECS. Figure 9 shows the monthly distribution of the SSS in 2016 as estimated by SMAP. The monthly SMAP SSS map shows that the SSS distribution in the ECS and the adjacent seas around the Korean Peninsula are primarily affected by the CDW in the summer season. However, SMAP SSS has coarse spatial scale (25 km) SSS distribution despite CDW extension revealed more detail shape and pattern in the past studies [26,42]. Conversely, the monthly GOCI SSS maps represent the SSS variability at small scales (500 m) as well (Figure 10). In this figure, intricate relatively low SSS features are observed even in the
monthly averaged SSS images. In addition, Figure 11 shows a time series of three different SSS measurements at the I-ORS location. The SMAP and I-ORS SSS represent relatively low SSS conditions during the summer season. Even though the GOCI SSS did not observe this location during July and August, the overall pattern reveals a good agreement with the SMAP and I-ORS SSS. In addition, the model shows a reasonably good performance at the I-ORS location and is capable of detecting and monitoring the SSS in the ECS.

**Figure 9.** Monthly SSS map of SMAP in (a) January, (b) February, (c) March, (d) April, (e) May, (f) June, (g) July, (h) August, (i) September, (j) October, (k) November, and (l) December 2016. The Changjiang Diluted Water (CDW) was extended to Jeju Island in the summer season.

**Figure 10.** Monthly SSS map of GOCI in (a) January, (b) February, (c) March, (d) April, (e) May, (f) June, (g) July, (h) August, (i) September, (j) October, (k) November, and (l) December. General SSS patterns are similar to those of monthly SMAP images, but more specific features are revealed due to high spatial resolution.
Remote Sens. 2020, 12, 755

Figure 11. Time series of three different SSS measurement at I-ORS location. Overall patterns of three measurement are very similar.

4. Discussion

Eight different MPNN models were trained and validated in this study. The model developed using the D3 dataset showed the optimum performance. The overall model performances were an $R^2$ of 0.81 and an RMSE of 1.30 psu for SSS ranges between 1 psu and 36 psu ($N = 21,269,124$). In comparison to other studies, the MPNN model developed in this study shows a similar performance to the results from Chen and Hu [19] ($R^2$ of 0.86 and RMSE of 1.2 psu in the northern Gulf of Mexico) and a better performance than that of Geiger et al. [18] (RMSE of 1.40–2.29 psu). In Figure 5c, the $R^2$ values demonstrates the good agreement of the model with the SMAP SSS, except in the northwestern part of the study region (the Sheyang River mouth region). The relatively low $R^2$ in this region was caused by the lack of available GOCI data (less than 20 days in one year). Moreover, relatively fewer observations (approximately five days) were used for training in this region. In addition, Figure 5c–5h revealed anomalously high or low values of $R^2$ in the southeastern part of the study region (the northwest Pacific region). The northwest Pacific region is known to have heavily clouded areas; unsurprisingly, these cloudy conditions led to a lack of observations in this region. The RMSE distribution also shows good agreement of the MPNN model in the ECS (Figure 6c). The reason for the relatively high RMSE near the Changjiang River mouth is that the SSS fluctuated widely over this region (from approximately 1 psu to 35 psu).

Finally, the validation with the I-ORS SSS measurement yielded an $R^2$ of 0.92 and an RMSE of 0.30 psu. Because the I-ORS is located between the Changjiang River mouth and Jeju Island, the SSS estimation model accuracy in this area is important to monitor the CDW extension to the Korean coastal region, including Jeju Island. The predicted SSS shows good agreement with the I-ORS data and supports the model accuracy near the I-ORS region. In addition, a sensitivity analysis was conducted to understand the importance of the input parameters for estimating the SSS at the I-ORS site (Figure 8). Each input parameter played a role in the MPNN model. Of these parameters, $R_{rs660}$ was associated with relatively high SSS (>34 psu) and $R_{rs680}$ was associated with relatively low SSS (<28 psu). The red wavelengths of $R_{rs}$ are important in this model. This is an important result because many previous studies have estimated the SSS in the coastal region without using the red spectral signal but rather using the blue and green spectral signals [6,21,23,25–28]. The relationship between the optical features and the SSS differs near the Changjiang River mouth region and Jeju Island.
because the CDOM or suspended particles can settle with distance from the river mouth. Even if the same CDOM signal is observed at different locations, the SSS is not necessarily the same. Therefore, SSS estimations using simple equations, primarily derived from a CDOM approach, are likely inappropriate for estimating the SSS over wide areas. Red-wavelength signals have been found to be highly related to turbid water in various studies [43–49]. In addition, the chlorophyll concentration (Chl) has been found to be highly linked to the CDW summer distributions during the period of 1998–2007 [4]. Moreover, the red wavelength of the spectrum (675 nm) is the second peak of the Chl absorption spectra [50]. Therefore, the relationship between Chl in turbid and fresh water might facilitate the SSS estimation in the MPNN model. However, it is difficult to determine the influence of Chl using only one wavelength signal (680 nm). Therefore, the importance of Chl for estimating SSS needs to be verified in a future study. In addition, the relationship between the SSS and the red-wavelength signal is not clear. The influence of Chl in the CDW, and its effect on the SSS requires further study. Figure 12 shows the hourly SSS distribution near the Changjiang River mouth region on April 30, 2016.

**Figure 12.** Hourly GOCI SSS distribution in April 30, 2016 at the local time of (a) 09:16, (b) 10:16, (c) 11:16, (d) 12:16, (e) 13:16, (f) 14:16, (g) 15:16, and (h) 16:16. Such hourly GOCI SSS measurements permit the SSS monitoring with high spatial and temporal resolutions.
In order to estimate hourly GOCI SSS using neural network, SST has to be observed at the same time as the important input as demonstrated in this study. However, such SST measurement from satellite sensor is not available during this study period. For the future hourly SSS estimation using GOCI and SST, hourly SST in the ECS can be used, which has been observed by the Advanced Meteorological Imager (AMI) sensor on Geostationary Earth Orbit (GEO)-Korea Multi-Purpose Satellite (KOMPSAT)-2A. Therefore, hourly SSS can be achieved based on the similar method suggested in this study using the hourly SST data from GEO-KOMPSAT-2A (GK-2A) and ocean color measurements from the GEO-KOMPSAT-2B (GK-2B). The former was launched on December 5, 2018, and the latter was launched February 19, 2020.

5. Conclusions

This study is the first attempt to estimate the SSS using GOCI with NN in the ECS. Since CDW volume is large during the summer season, the ocean upper layer in ECS is very stably stratified by low SSS and high SST. The previous studies for estimating SSS in the ECS using CDOM approach, did not consider the relationship between SSS and SST [6,25,26]. In this study, SST was used as one of input parameter, and the results indicated that the SST was crucial factor to obtain better SSS estimations. Therefore, the utilization of SST is highly recommended for estimating the coastal salinity using satellite ocean color measurements. Finally, hourly SSS distributions can be estimated using the MPNN model. Figure 12 shows the hourly SSS distribution near the Changjiang River mouth region on April 30, 2016. The eight panels show the continuous SSS distribution over eight hours. Hourly GOCI SSS data can be used for various fields. For example, hourly SSS values will be very useful information are needed to avoid the influence of low SSS at aquaculture sites. Atypical aquaculture site is approximately 2 km long and coastal water typically moves at approximately 10 cm s$^{-1}$. At this rate, low SSS water would expand an aquaculture site within approximately 5.6 h. With that, aqua farmers may know its spatial trajectories and time to reach their site. In addition, SSS is an important parameter for not only marine physical conditions (e.g., density), but also the marine biogeochemical environment. Therefore, longer time series in the high resolution of SSS data would be useful for understanding CDW itself and its effect on physical-biogeochemical interactions in the ECS.
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