Neural Network Training for the Detection and Classification of Oceanic Mesoscale Eddies

Oliverio J. Santana 1,*, Daniel Hernández-Sosa 2, Jeffrey Martz 3 and Ryan N. Smith 3,4

1 Department of Computer Science and Systems, University of Las Palmas de Gran Canaria, 35001 Las Palmas de Gran Canaria, Spain
2 Institute of Intelligent Systems and Numeric Applications in Engineering, University of Las Palmas de Gran Canaria, 35001 Las Palmas de Gran Canaria, Spain; daniel.hernandez@ulpgc.es
3 Department of Physics & Engineering, Fort Lewis College, Durango, CO 81301, USA; jhmartz@fortlewis.edu (J.M.); rysmith@fiu.edu (R.N.S.)
4 Institute of Environment, Florida International University, Miami, FL 33199, USA
* Correspondence: oliverio.santana@ulpgc.es

Received: 9 July 2020; Accepted: 11 August 2020; Published: 14 August 2020

Abstract: Recent advances in deep learning have made it possible to use neural networks for the detection and classification of oceanic mesoscale eddies from satellite altimetry data. Various neural network models have been proposed in recent years to address this challenge, but they have been trained using different types of input data and evaluated using different performance metrics, making a comparison between them impossible. In this article, we examine the most common dataset and metric choices, by analyzing the reasons for the divergences between them and pointing out the most appropriate choice to obtain a fair evaluation in this scenario. Based on this comparative study, we have developed several neural network models to detect and classify oceanic eddies from satellite images, showing that our most advanced models perform better than the models previously proposed in the literature.
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1. Introduction

Mesoscale eddies are rotating oceanic structures ranging in size from 50 to 500 km and lasting between 10 and 100 days [1]. These structures play a crucial role in determining the strength and direction of ocean currents, since they are responsible for most of the kinetic energy of the ocean’s circulatory flow [2]. Additionally, the vortices within an eddy provide mechanisms for transport of heat, salt and carbon throughout the ocean. As a consequence, they have a great influence in biochemical and primary production processes [3]. Specifically, eddies play a major role in the transport of nutrients to the ocean surface and coastal zones, resulting in plankton blooms, which form the base of the ocean food supply.

The occurrence of eddies is associated with complex atmosphere–ocean interactions [4] involving temperature gradients, wind-island effects or ocean circulation patterns, to name a few. Eddy systems constitute ocean regions wherein consistent and repetitive eddy activity takes place. Some remarkable examples are the Kuroshio and the California Coastal systems in the North Pacific [5], and the Canary Islands eddy corridor in the North Atlantic [6]. In addition, eddies are the primary process for oceanic poleward heat transport across the Antarctic Circumpolar Current in the Southern Ocean.

According to the direction of their rotation, eddies can be classified as cyclonic or anticyclonic. In the Northern Hemisphere, cyclonic eddies rotate counterclockwise and anticyclonic eddies rotate...
clockwise; their behavior is the opposite in the Southern Hemisphere. Cyclonic eddies cause a reduction in the ocean surface’s height and elevations in the subsurface currents, while anticyclonic eddies cause an increase in the ocean surface’s height and depressions in the subsurface currents. These patterns make it possible to detect and classify eddies by using satellite altimetry data [7].

1.1. Eddy Detection and Remote Sensing

Satellite altimetry products have provided a vast amount of high-resolution data over the last two decades [1], facilitating the development of a plethora of methods for automated eddy identification and classification according to certain physical or geometric features. The earliest known methods for eddy detection are based on selecting specific physical properties to characterize vortex-type structures. Most of these methods rely on the Okubo–Weiss parameter [8,9], which is a measure of rotation and deformation in fluids. The main drawbacks of these methods are that the Okubo–Weiss parameter is sensitive to noise and depends on a threshold that has to be set by human experts [10]. These problems can be avoided by using methods based on geometric features [7,11–13] to detect local minima/maxima in ocean current maps and contours around them that could be identified as eddies in a systematic approach.

As an alternative to satellite imagery or other remotely-sensed data, effective observations and analyses of eddies require simultaneously measuring multiple water parameters at a high enough frequency to capture the spatial and temporal variability of potentially multiple, complex atmosphere-ocean interactions [4]. Such sampling is ineffective when approached via traditional oceanographic methods: infrequent and sparse measurements from ships, buoys and drifters. To address the undersampling problem, previous research has examined the utility of teams of robotic assets (autonomous underwater and surface vehicles, AUVs and ASVs) to plug substantial gaps in our understanding of dynamic oceanic processes. Example studies include the dynamics of physical phenomena, e.g., ocean fronts [14] and algal assemblages [15]; temperature and salinity profiles [16]; and the onset of harmful algae blooms [17]. Given their stochastic nature, and the large (>50 km²) spatial and temporal extents of eddies and similar processes, even robotic sampling is sparse at best. A synoptic view and predictive models are necessary to augment decision making for informative sampling. However, there exists no single model that provides a synoptic and/or informed view of eddies or any other ocean feature that effectively enables intelligent sampling in a principled manner. Thus, forecasting and planning for robot sampling, along with the coordination of multiple assets, currently presents a challenging task that spans multiple research domains. This begs investigation into alternative, augmentative methods for sensing and analysis of eddies and spatiotemporally dynamic ocean features.

Historically, the use of satellite (overhead/remote) imagery to provide information about eddies and other oceanic phenomenon has been paramount in viewing and analysis from a synoptic viewpoint. There has been research into utilizing sea-surface temperature images to detect and characterize different types of ocean fronts [18,19]. The MODIS-Aqua near-infrared bands have been used to identify and characterize algal blooms [20]. Dynamic features, e.g., divergence and flux, assist in the detection of ocean structure [21,22]. By utilizing sea-surface height measurements from satellites, eddies have been detected and tracked [23,24]. These encouraging research outcomes led us to investigate the further utility of remote sensing (satellite imagery) avenues for investigation and the further understanding of eddies.

1.2. Neural Networks and Satellite Imagery

Over the past few years, following the popular deep learning mainstream, a number of the wide variety of deep neural networks proposed in the computer vision literature have been used for eddy detection and classification by adapting image processing methods to satellite altimetry data. Synthetic-aperture radar (SAR) images can be processed by deep neural networks in the same way as any other type of image. The DeepEddy architecture [25], based on principal component analysis,
can detect eddies in SAR images with high performance. The main disadvantage of using SAR images is that, in order to train the model, they must be tagged by experts, which is a labor-intensive and time-consuming process that hinders future developments.

Applying convolutional neural networks (CNNs) to satellite altimetry data overcomes this limitation, since the images can be automatically tagged using any of the aforementioned eddy detection procedures, preventing the neural network training process from being dependent on human experts. Franz et al. [26] have shown that using a simple CNN can provide good results for identifying eddies in datasets with a relatively low number of eddies, but more advanced architectures are needed to cope with datasets having higher eddy density, and to classify eddies into cyclonic and anticyclonic.

Lguensat et al. introduced EddyNet [27], a CNN based on the U-net architecture [28] than can detect and classify eddies according to a training dataset labeled using the py-eddy-tracker algorithm [12]. EddyNet's performance has been further improved [29] through the adoption of more advanced architectural designs: EddyResNet, based on the advances in residual neural network architectures [30], and EddyVNet, which incorporates eddy evolution over time in the detection process by using a similar architecture to V-net [31].

The complexity of the proposed CNN architectures has continued to increase in recent times. Fan et al. [32] proposed a symmetrical CNN that follows the same architectural principles as EddyNet while taking into account additional information, such as the sea surface temperature, to further improve performance. In addition, they introduced dilated convolution layers [33] as part of the design to obtain multi-scale contextual information without losing resolution. Xu et al. [34] applied an even more complex architecture, PSPNet [35], which is designed to parse scenes, that is, to detect all kinds of elements in complex landscapes.

A major problem with this tendency to propose increasingly complex CNN architectures is that it is not possible to compare them with each other, because some authors opt to train their CNN models using sea surface height (SSH) datasets, while others use sea level anomaly (SLA) datasets. In addition, there is no consensus on which metric to use in order to evaluate CNN performance in this research field, which further complicates the comparison between previous proposals.

1.3. Main Contributions and Paper Structure

The main contributions of this study are the design and implementation of several CNN models for eddy identification and classification, along with the comparative analysis of these proposals using different input data alternatives. We evaluated our CNN models using both SSH and SLA datasets, proving that CNN training is highly sensitive to this choice. In addition, we show that special care should be taken when choosing performance metrics, since even simple CNN models are capable of easily identifying non-eddy regions, something that must be carefully pondered when analyzing CNN performance results to avoid misleading conclusions. Our results demonstrate that, once the appropriate data and metrics are chosen, our CNN models trained for eddy detection and classification are able to outperform any of the CNN models previously proposed in the literature. We consider these findings will have a positive impact on remote sensing utility and derived applications, e.g., planning for robotic sampling; providing a more precise structure location; or in oceanography, facilitating a better understanding of these dynamic features.

The remainder of this paper is organized as follows. Section 2 presents our experimental setup, reviews the possible performance metrics and describes our CNN models. Section 3 analyzes the input dataset features and presents our evaluation results. Section 4 discusses the results obtained for our CNN models. Finally, Section 5 presents our concluding remarks and the most promising directions for future work.

2. Methods

In order for a CNN to learn how to detect and classify eddies, satellite images must be labeled accordingly. Figure 1 shows our processing pipeline. The CNN was trained to maximize a particular
performance metric using two datasets: a satellite image dataset and a segmentation mask dataset that, for each image, indicates which pixels correspond to eddies. Once trained, the CNN can take the images of a separate test image dataset and propose a segmentation map output for each of them. The selected performance metric is computed to compare the proposed segmentation with the ground truth segmentation of the test dataset, leading to our evaluation results.

![Diagram](image)

**Figure 1.** Processing pipeline for the CNN architectures proposed in this article.

### 2.1. Experimental Setup

Our study included two different input image datasets distributed by AVISO+ (Archiving, Validation and Interpretation of Satellite Oceanographic Data). The first one was a SSH dataset, which represents the satellite to surface altitude measured with respect to the reference ellipsoid. The second one was a SLA dataset, which was calculated by subtracting the geoid value and the mean dynamic topography from SSH, that is, a permanent stationary component of the ocean dynamic topography measured over several years.

To train the proposed CNN architectures, we implemented procedures based on two different segmentation datasets. The first one was a SSH-based dataset generated by Redouane Lguensat using the py-eddy-tracker algorithm [12]. The second segmentation input was a SLA-based dataset generated by James Faghmous using the OpenEddy algorithm [7]. The data provided for both segmentation algorithms only coincide in a region of the Southern Atlantic Ocean close to the coast of South America (see Figure 2), which we identified as the region of interest to conduct our study. Despite being a forced choice, the area exhibits a significant presence of structures per day, with a great variety of eddy shapes, sizes, orientations and intensities. The structure stability is not as remarkable as in other regions, but this can also be considered a positive characteristic, making detection and classification more demanding tasks for CNN architectures.

![Map](image)

**Figure 2.** Region of the Southern Atlantic Ocean corresponding to our satellite altimetry data.
As a result, the images used to train our CNN models have a height of 48°, a width of 64° and a horizontal resolution of 0.25°, giving a total size of 192 pixels high and 256 pixels wide. The training dataset contains 4018 images, one for each day from 2000 to 2010 years, split into 80% for training and 20% for validation. The test dataset has 365 images corresponding to each day of the 2011 year.

We implemented our CNN models using TensorFlow 1.15.0 and Python 3.6.9 on the Google Colab platform. The training phase of our model is based on the Adam algorithm [36] and the He initialization method [37]. The optimization algorithm is configured to use 16-sample batches and a learning rate of 0.001. The learning rate is halved after 20 epochs with no additional improvement in the validation dataset loss function. The stopping criteria checks for the occurrence of 50 successive epochs without any improvement in the loss function; once this condition is met, we assume the optimal value has been reached and stop the process.

2.2. Performance Metrics

Choosing a performance metric should be done with great care, especially when the classes to be categorized are as unbalanced, as they are in this scenario. Although categorical accuracy is a common metric choice, it would be inappropriate for this context because it measures both hits identifying which pixels belong to a particular class and hits identifying which pixels do not belong to it.

\[
\text{accuracy} = \frac{\text{true positive} + \text{true negative}}{\text{true positive} + \text{false positive} + \text{true negative} + \text{false negative}}
\]  

(1)

Eddy identification is a problem targeted at the minority class, since the majority of the pixels in satellite altimetry images correspond to non-eddy areas. This fact distorts the meaning of accuracy as a metric, since the most important factor for its calculation is the number of true negatives, that is, those pixels correctly identified as not belonging to an eddy, which are the very pixels we are not interested in.

To overcome this problem we need a metric that does not take the true negatives into account and focuses on the true positives, that is, those pixels classified as eddy that actually belong to an eddy. For this reason, we chose the Sørensen–Dice coefficient as a metric [38,39]. Let \( G \) be the ground truth set consisting of the pixels that correspond to an eddy, and let \( P \) be the prediction set comprising all the pixels that a CNN identifies as belonging to an eddy. The Sørensen–Dice coefficient is calculated as twice the number of elements common to both sets divided by the sum of all elements in both sets.

To properly interpret this metric, it must be taken into account that its value is always between zero and one. Zero means that there is no match between the two sets and one means that both sets are equal; that is, the closer the value is to 1, the better.

\[
\text{Sørensen-Dice coefficient} = \frac{2 \times |P \cap G|}{|P| + |G|}
\]  

(2)

The Sørensen–Dice coefficient is an ideal metric for our purposes because it is equivalent to the \( F_1 \) score, a popular metric used for CNN evaluation. The \( F_1 \) score metric (F-measures [40]) is calculated from accuracy and recall. In this case, accuracy indicates how many of the pixels identified by the CNN model as eddies are actually eddies, while recall indicates how many of the pixels which are eddies are correctly identified as eddies by the CNN model.

\[
\text{precision} = \frac{\text{true positive}}{\text{true positive} + \text{false positive}}
\]  

(3)

\[
\text{recall} = \frac{\text{true positive}}{\text{true positive} + \text{false negative}}
\]  

(4)
\[ F_1 \text{ score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \] \hspace{1cm} (5)

By working out the formula for the F1 score we get the following:

\[ F_1 \text{ score} = \frac{2 \times \frac{tp}{tp+fp} \times \frac{tp}{tp+fn}}{\frac{tp+fp}{(tp+fp) + (tp+fn)}} = \frac{2 \times tp}{(tp + fn) + (tp + fp)} \] \hspace{1cm} (6)

The expression in (6) proves that the F1 score metric is equivalent to the Sørensen–Dice coefficient (2).

In the numerator, the cardinal of the P and G intersection is equal to the number of true positives, that is, the pixels identified as eddies that are actually eddies. In the denominator, the cardinal of the P set is equal to the sum of the true positives and the false positives, i.e., the pixels identified as eddies; and the cardinal of the G set is equal to the sum of the true positives and the false negatives, i.e., the pixels that are eddies. Therefore, we considered that the performance of a CNN designed for eddy detection and classification should be fully defined by the Sørensen–Dice coefficient, and so we used this metric to train and compare our different CNN models.

2.3. CNN Architectures

We proposed and evaluated several CNN architectures to study the effect that using different network designs has on performance. The first one is a plain CNN structured in blocks of convolution, activation, and batch normalization layers. We have found that placing each batch normalization layer after the corresponding activation layer provides a slight performance improvement over placing them before, as stated in the original proposal [41].

Our plain model follows an encoder–decoder pattern. The encoder section uses max pooling to reduce the image dimensions, capturing context, and the decoder section inverts the image to its original size through upsampling, enabling feature localization. Our plain model is analogous to the one proposed by Franz et al. [26] but adapted to distinguish between cyclonic and anticyclonic eddies. We experimented with numerous alternatives for this architecture and found that the more max pooling and upsampling layers we added, the harder the CNN became to optimize. Consequently, we reduced the number of these layers and regrouped the others. The best version of our plain model, shown in Figure 3, has 21,248 trainable parameters, just 10% less than the architecture proposed by Franz et al.

![Figure 3. Architectural design of our plain CNN model.](image-url)
The U-net architecture [28] makes it possible to optimize deeper networks through the implementation of a more advanced encoder–decoder pattern. This architecture introduces links between the encoding and decoding stages, allowing the decoding stage to combine the available information with high resolution features provided by the encoding stage, thereby generating more precise outputs. As an additional benefit, the propagation of information from the initial layers to the later ones helps to train deeper networks.

We tested numerous variants of our U-net model and verified that this design is able to successfully train deeper networks than the plain model allows. However, beyond a certain depth, the performance improvements were negligible. The best version of our U-net neural network, shown in Figure 4, has 25,856 trainable parameters, which is 22% more than our plain model. Overall, our U-net model is analogous to the EddyNet architecture [27] proposed by Lguensat et al. Nevertheless, our model has a max pooling level less than EddyNet, which implies a 31% reduction in the total number of trainable parameters.

The low number of max pooling layers used by the best version of our U-net network illustrates an essential difference between the detection of eddies and the typical real-life scene parsing scenario. The objective of max pooling layers is to reduce the image resolution such that the model learns to detect the general structure of objects, omitting an excessive level of detail that would not provide useful information. In this case, the structure of an eddy in satellite imagery is simpler than the structure of the objects frequently found by the CNN models used for computer vision. As a consequence, excessively reducing the resolution of the image is not a benefit; actually we have found that it can even harm the performance of the model.

Residual architectures [30] make it possible to train even deeper neural networks. These architectures reorganize the convolution layers to directly fit a residual mapping with reference to the input layers. A residual neural network follows an encoder–decoder pattern in the same way that the U-net architecture does, setting links between the encoding and decoding stages that provide the model representation with its characteristic u-shape. The main difference from other alternatives is that the residual design introduces feedback points within each stage, which allow the model to revisit information from previous layers.

We tested several alternatives proposed in the literature for the design of our residual model [29,42,43] and subsequently concluded in the elaboration of our own mapping, shown in
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Figure 5. As with previous models, we found that the best performance was obtained by only applying max pooling twice. However, this more advanced design allows the inclusion of further layers between two levels of max pooling, significantly increasing the model size with respect to the rest of our models. Our residual model has 50,752 trainable parameters, 139% more than our plain model and 96% more than our U-net model. The number of trainable parameters of our residual model is very close to the number of parameters of the EddyResNet architecture [29] proposed by Lguensat et al, under 1% less, although the layer organization of both architectures is significantly different.

![Architectural design of our residual CNN model.](image)

Figure 5. Architectural design of our residual CNN model.

3. Results

Understanding the behavior of a CNN requires more than just inspecting its evaluation results; it requires examining all the elements involved in the training and testing processes. Therefore, we begin by analyzing the features of the satellite altimetry images and the segmentation masks used to classify the pixels of these images. Next, we present the evaluation results obtained using the two metrics under study: accuracy and the Sørensen–Dice coefficient.

3.1. Satellite Altimetry Data

To illustrate the differences between the SSH input data and the SLA input data, Figure 6 shows the first day of our test dataset: 1st January 2011. These figures allow one to visually verify that the altimetry values are more widely spread in the case of the SSH data than in the case of the SLA data.

![Satellite altimetry data for 1st January 2011.](image)

(a) SSH  (b) SLA

Figure 6. Satellite altimetry data for 1st January 2011.
Figure 7 shows the variation of the average altimetry value for each day in our datasets, and the minimum and maximum values. There are a total of 4383 days, 4018 for the training dataset and 365 for the testing dataset. The mean value does not show a great difference between both data sources. Overall, the mean value of the SSH data is 0.053, while the mean value of the SLA data is 0.031.

![Graph showing variation of average altimetry value](image)

**Figure 7.** Mean, minimum and maximum satellite altimetry values on each day of the 12 years covered. The standard deviation is marked along the mean using dashed lines.

The key difference between the two data sets, however, is the standard deviation. Dashed lines in Figure 7 plot the evolution of the standard deviation for each day in our datasets. Clearly, the standard deviation is much higher for the SSH data than for the SLA data. The value of the standard deviation for the entire SSH data series is 0.589, but it is just 0.086 for the SLA data series; that is, the SLA standard deviation is an order of magnitude lower than the SSH standard deviation.

### 3.2. Eddy Segmentation Masks

The images of the satellite altimetry dataset were segmented by assigning each pixel to one of three categories: cyclonic eddies, anticyclonic eddies and background. The latter category includes any pixel that does not belong to an eddy, whether it is part of the ocean or land. We have found that dividing the background pixels in those two separate categories does not provide any significant variation in CNN performance.

Figure 8 shows the segmentation masks for the first day of our test dataset, 1st January 2011, thereby facilitating a visual comparison with the altimetry data for the same day shown in Figure 6.
It became clear that there is a huge difference between the two algorithms: OpenEddy identifies substantially more pixels as belonging to an eddy than py-eddy-tracker.

![Figure 8](image1.png) ![Figure 8](image2.png)

**Figure 8.** Eddy segmentation masks for 1st January 2011. Cyclonic eddies are shown in blue and anticyclonic eddies are shown in red.

Table 1 shows the percentage of pixels for each category. These percentages were calculated from the complete set of images corresponding to the 12 years covered by our study. The py-eddy-tracker algorithm barely identified 9% of the pixels as eddies, while the OpenEddy algorithm identified as eddies over 31% of the pixels. Another relevant aspect is that the OpenEddy algorithm identified a similar amount of pixels as cyclonic and anticyclonic eddies, whereas the py-eddy-tracker algorithm identified about 70% more anticyclonic eddies than cyclonic ones.

<table>
<thead>
<tr>
<th>Category</th>
<th>py-eddy-tracker</th>
<th>OpenEddy</th>
</tr>
</thead>
<tbody>
<tr>
<td>background</td>
<td>91.118%</td>
<td>68.738%</td>
</tr>
<tr>
<td>cyclonic eddy</td>
<td>3.288%</td>
<td>15.506%</td>
</tr>
<tr>
<td>anticyclonic eddy</td>
<td>5.594%</td>
<td>15.756%</td>
</tr>
</tbody>
</table>

Table 1. Percentage of pixels per category in the whole datasets.

It would be interesting to analyze the reasons for these discrepancies. Both algorithms are based on similar geometrical principles, although they were applied to different input data: py-eddy-tracker to SSH images and OpenEddy to SLA images. Further research is required to determine whether the causes of these substantial differences lay in the input data or in the algorithms themselves, but this topic goes beyond the scope of this paper.

### 3.3. Evaluation Results

Since the three classes in our segmentation datasets were greatly unbalanced, we trained our CNN models to maximize a weighted average of the *Sørensen–Dice coefficient*. To ensure balance, each class was given a weight that was inversely proportional to its frequency of occurrence. We had two different segmentation datasets, which means that we needed to train two different versions of each CNN architecture using different weights, one to classify eddies according to the py-eddy-tracker algorithm and another to classify them according to the OpenEddy algorithm. As we also had two different image datasets, SSH and SLA images, we generated a total of four different variants for each CNN model.

Table 2 shows the accuracies of our three CNN models for each of the four possible dataset combinations. According to these results, all the models would provide excellent performance and the dataset selection would make very little difference. However, these data are misleading, since, as previously discussed, accuracy is not an appropriate metric in this context.
Table 2. Accuracy for our three CNN models using the four different dataset combinations. Results are shown separately for each of the three classes under study: background pixels (bgd), cyclonic eddy pixels (cyc) and anticyclonic eddy pixels (ant).

<table>
<thead>
<tr>
<th></th>
<th>Plain Model</th>
<th>U-Net Model</th>
<th>Residual Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>py-eddy-tracker</td>
<td>bgd: 0.914</td>
<td>bgd: 0.915</td>
<td>bgd: 0.916</td>
</tr>
<tr>
<td>OpenEddy</td>
<td>cyc: 0.967</td>
<td>cyc: 0.967</td>
<td>cyc: 0.967</td>
</tr>
<tr>
<td></td>
<td>ant: 0.947</td>
<td>ant: 0.948</td>
<td>ant: 0.949</td>
</tr>
<tr>
<td>SSH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>py-eddy-tracker</td>
<td>bgd: 0.901</td>
<td>bgd: 0.821</td>
<td>bgd: 0.842</td>
</tr>
<tr>
<td>OpenEddy</td>
<td>cyc: 0.901</td>
<td>cyc: 0.911</td>
<td>cyc: 0.921</td>
</tr>
<tr>
<td></td>
<td>ant: 0.899</td>
<td>ant: 0.910</td>
<td>ant: 0.921</td>
</tr>
<tr>
<td>SSH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>py-eddy-tracker</td>
<td>bgd: 0.917</td>
<td>bgd: 0.944</td>
<td>bgd: 0.933</td>
</tr>
<tr>
<td>OpenEddy</td>
<td>cyc: 0.955</td>
<td>cyc: 0.972</td>
<td>cyc: 0.974</td>
</tr>
<tr>
<td></td>
<td>ant: 0.958</td>
<td>ant: 0.972</td>
<td>ant: 0.959</td>
</tr>
<tr>
<td>SLA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>py-eddy-tracker</td>
<td>bgd: 0.928</td>
<td>bgd: 0.932</td>
<td>bgd: 0.933</td>
</tr>
<tr>
<td>OpenEddy</td>
<td>cyc: 0.955</td>
<td>cyc: 0.972</td>
<td>cyc: 0.978</td>
</tr>
<tr>
<td></td>
<td>ant: 0.956</td>
<td>ant: 0.972</td>
<td>ant: 0.978</td>
</tr>
<tr>
<td>SLA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>py-eddy-tracker</td>
<td>bgd: 0.853</td>
<td>bgd: 0.867</td>
<td>bgd: 0.883</td>
</tr>
<tr>
<td>OpenEddy</td>
<td>cyc: 0.692</td>
<td>cyc: 0.724</td>
<td>cyc: 0.755</td>
</tr>
<tr>
<td></td>
<td>ant: 0.694</td>
<td>ant: 0.726</td>
<td>ant: 0.757</td>
</tr>
<tr>
<td>SLA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>py-eddy-tracker</td>
<td>bgd: 0.953</td>
<td>bgd: 0.959</td>
<td>bgd: 0.963</td>
</tr>
<tr>
<td>OpenEddy</td>
<td>cyc: 0.558</td>
<td>cyc: 0.910</td>
<td>cyc: 0.961</td>
</tr>
<tr>
<td></td>
<td>ant: 0.564</td>
<td>ant: 0.911</td>
<td>ant: 0.680</td>
</tr>
<tr>
<td>SLA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>py-eddy-tracker</td>
<td>bgd: 0.938</td>
<td>bgd: 0.959</td>
<td>bgd: 0.968</td>
</tr>
<tr>
<td>OpenEddy</td>
<td>cyc: 0.858</td>
<td>cyc: 0.910</td>
<td>cyc: 0.930</td>
</tr>
<tr>
<td></td>
<td>ant: 0.861</td>
<td>ant: 0.911</td>
<td>ant: 0.933</td>
</tr>
</tbody>
</table>

For example, the plain model provided an accuracy of 0.967 when identifying cyclonic eddies using SSH images and the py-eddy-tracker segmentation masks. This value did not allow us to know whether the model was correctly identifying cyclonic eddies, since it was calculated by merging the identification of pixels that corresponded to cyclonic eddies, which was what we are interested in, with the identification of pixels that did not correspond to cyclonic eddies, mostly background pixels.

Table 3 shows the value of the Sørensen–Dice coefficient corresponding to our three CNN models for each of the four possible dataset combinations. Completely different conclusions can be drawn from the study of these values. All CNN variants provide excellent performance when identifying background pixels. In contrast, eddy identification performance varies greatly between the different CNN alternatives.

Table 3. Values of the Sørensen–Dice coefficient for our three CNN models using the four different dataset combinations. Results are shown separately for each of the three classes under study: background pixels (bgd), cyclonic eddy pixels (cyc) and anticyclonic eddy pixels (ant).

<table>
<thead>
<tr>
<th></th>
<th>Plain Model</th>
<th>U-Net Model</th>
<th>Residual Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>py-eddy-tracker</td>
<td>bgd: 0.952</td>
<td>bgd: 0.953</td>
<td>bgd: 0.953</td>
</tr>
<tr>
<td>OpenEddy</td>
<td>cyc: 0.534</td>
<td>cyc: 0.558</td>
<td>cyc: 0.568</td>
</tr>
<tr>
<td></td>
<td>ant: 0.564</td>
<td>ant: 0.586</td>
<td>ant: 0.596</td>
</tr>
<tr>
<td>SSH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>py-eddy-tracker</td>
<td>bgd: 0.853</td>
<td>bgd: 0.867</td>
<td>bgd: 0.953</td>
</tr>
<tr>
<td>OpenEddy</td>
<td>cyc: 0.692</td>
<td>cyc: 0.724</td>
<td>cyc: 0.756</td>
</tr>
<tr>
<td></td>
<td>ant: 0.694</td>
<td>ant: 0.726</td>
<td>ant: 0.757</td>
</tr>
<tr>
<td>SSH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>py-eddy-tracker</td>
<td>bgd: 0.960</td>
<td>bgd: 0.962</td>
<td>bgd: 0.963</td>
</tr>
<tr>
<td>OpenEddy</td>
<td>cyc: 0.624</td>
<td>cyc: 0.910</td>
<td>cyc: 0.961</td>
</tr>
<tr>
<td></td>
<td>ant: 0.640</td>
<td>ant: 0.911</td>
<td>ant: 0.680</td>
</tr>
<tr>
<td>SLA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>py-eddy-tracker</td>
<td>bgd: 0.938</td>
<td>bgd: 0.959</td>
<td>bgd: 0.968</td>
</tr>
<tr>
<td>OpenEddy</td>
<td>cyc: 0.858</td>
<td>cyc: 0.910</td>
<td>cyc: 0.930</td>
</tr>
<tr>
<td></td>
<td>ant: 0.861</td>
<td>ant: 0.911</td>
<td>ant: 0.933</td>
</tr>
</tbody>
</table>

These results prove that the high performances of CNN architectures identifying background pixels distorted the accuracy values, invalidating accuracy as a metric to evaluate the performance of CNN models designed to identify and classify eddies. Going back to the previous example, the plain model provided a Sørensen–Dice coefficient value of just 0.534 for cyclonic eddies. This means that, although the accuracy of the CNN was really high for cyclonic eddies, it actually was only able to correctly identify half of the cyclonic eddies. In contrast, the Sørensen–Dice coefficient value was 0.952 for background pixels, which demonstrates that this particular model is very good at identifying non-eddy pixels, but makes unacceptable errors identifying eddy pixels. Therefore, to ensure a fair comparison, the analysis of the different CNN models and the respective dataset combinations must be done on the basis of the Sørensen–Dice coefficient values shown in Table 3.
3.4. Model Analysis

Using SLA images involves a performance improvement compared to using SSH images, since they have a lower standard deviation and thus favor the CNN learning process. This improvement is significant regardless the CNN architecture and the algorithm used for image segmentation. The increase in the value of the Sørensen–Dice coefficient achieved using SLA images was between 13.3% and 16.7% when using the py-eddy-tracker algorithm, and between 23.2% and 25.8% when using the OpenEddy algorithm.

These results show that, although training a CNN via use of SSH or SLA is valid for eddy structure identification, the use of SLA leads to a more precise structure detection and provides a better classification performance. The benefit in training a CNN with SLA comes from the fact that distinct eddy features are directly correlated to SLA, since eddies physically create a sea level anomaly. Extracting these eddy features is also possible from raw SSH, but doing so basically involves computing the SLA.

Using the OpenEddy algorithm leads to even greater performance improvements when compared to using the py-eddy-tracker algorithm. Once again, this improvement is substantial regardless of the CNN architecture and the image dataset choice. The increase in the value of the Sørensen–Dice coefficient achieved using the OpenEddy algorithm was between 22.9% and 32.9% when working with SSH images, and between 34.6% and 41.5% when working with SLA images.

Table 4. Number of epochs required for the training process to converge to the optimal value.

<table>
<thead>
<tr>
<th></th>
<th>Plain Model</th>
<th>U-Net Model</th>
<th>Residual Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSH/py-eddy-tracker</td>
<td>143</td>
<td>114</td>
<td>141</td>
</tr>
<tr>
<td>SLA/py-eddy-tracker</td>
<td>213</td>
<td>166</td>
<td>202</td>
</tr>
<tr>
<td>SSH/OpenEddy</td>
<td>370</td>
<td>331</td>
<td>331</td>
</tr>
<tr>
<td>SLA/OpenEddy</td>
<td>670</td>
<td>681</td>
<td>615</td>
</tr>
</tbody>
</table>

The main reason for the OpenEddy algorithm yielding better results than the py-eddy-tracker algorithm is that the former detects a higher number of eddies, and therefore, it increases the amount of information available for CNN training. Table 4 shows the number of epochs the training process of each model had to iterate through before converging to the optimal value. These data clearly show that the models using the OpenEddy algorithm require many more epochs to reach the optimal value, since they have to process more information. The use of SLA images also involves an increase in the number of epochs required, as the closer relationship between the eddy features and the SLA data allows CNN architectures to create more accurate models.

Appendix B shows the learning curves of the training process for our three CNN models. The training loss curve of the models trained using the OpenEddy algorithm are similar to their corresponding validation loss curves, which means that the models have the ability to generalize the learned knowledge well. In contrast, the training loss curves of the models trained using the py-eddy-tracker algorithm differ significantly from their corresponding validation loss curves, which is a clear sign of overfitting: the learned models do not generalize well for datasets other than the training one.

To solve this problem, we added a dropout layer [44] behind every activation layer of the CNN models trained using the py-eddy-tracker segmentation masks. The CNN models trained using the OpenEddy segmentation data did not include dropout layers because we found no performance improvement.
benefit from doing so. These dropout layers were configured to randomly select and deactivate 5% of the neurons during each epoch of the training process, preventing overfitting.

For illustration purposes, Appendix B shows two versions of the learning curves for the models using the py-eddy-tracker algorithm: with and without dropout. These figures clearly show that the models using the py-eddy-tracker algorithm without dropout converged quickly in a few epochs to an overfitted value that could not be generalized later for the validation dataset. Using dropout adjusts this behavior, allowing the loss curves of the py-eddy-tracker algorithm to be much closer to those of the OpenEddy algorithm.

4. Discussion

Our results demonstrate the importance of properly choosing the right data for CNN training. As shown in Table 3, the best performance was obtained by combining the SLA images with the segmentation generated by the OpenEddy algorithm. Once the appropriate data are chosen, increasing the complexity of the CNN model is not as beneficial. This is a natural consequence, given that the results are closer to the maximum value.

Using the SLA images and the OpenEddy segmentation masks, our U-net model improved the detection of cyclonic eddies by 6.1% and the detection of anticyclonic eddies by 5.8% compared to our plain model. This is a reasonable tradeoff, since our U-net model has only 22% more trainable parameters than our plain model. The improvement of our residual model over our U-net model was lower: 2.1% for cyclonic eddies and 2.3% for anticyclonic eddies. It should be taken into account that our residual model has almost twice the number of trainable parameters as our U-net model, so the benefit provided by this improvement should be considered in the context of the available resources for CNN training.

Overall, our residual model yielded better performance for eddy detection and classification than any of the previous proposals in the literature. It provided a value of the Sørensen–Dice coefficient of over 0.93 for both cyclonic and anticyclonic eddies, which is significantly higher than the values reported for EddyNet, EddyResNet, and EddyVNet by Lguensat et al. [27,29], who used the same metric, thereby allowing a direct comparison. Franz et al. [26] used precision and recall, metrics directly related to the Sørensen–Dice coefficient, but they did not report the obtained values, so it is not possible to make a well founded comparison; in any case, their CNN model is not able to distinguish between both eddy types.

Although we have shown that accuracy is not an appropriate metric, it permits one to compare our proposals with other works that have only reported values for this metric. The accuracy of our U-net and residual models is really close to the accuracy obtained by DeepEddy for SAR images [25]. In the context of satellite altimetry data, the accuracies of our U-net and residual models are also higher than the values reported by Fan et al. [32] for their symmetrical network. Xu et al. evaluated their PSPNet model [34] using the number of detected eddies as a metric. This hampers the model assessment because it does not allow one to distinguish whether the detected eddies are real or not. On the other hand, Fan et al. [32] also evaluated PSPNet and reported accuracy data, which makes it possible to verify that our U-net and residual models also provide better results than PSPNet.

5. Conclusions

Ocean mesoscale eddies are the terrestrial weather analog to the ocean. However, for all we know about the impacts of eddies, their formation, evolution and eventual dissipation are still poorly understood. To this end, the research in this paper aims to provide tools that facilitate the characterization of eddy dynamics, both spatially and temporally, and to deepen our understanding of these and other ocean processes.

This is the first comparative study that used both SSH and SLA images to train CNN architectures and reports the consequences of choosing one or another. According to our results, using SLA data is widely preferable and leads to CNN models with far better performances. Our results also show that
accuracy is a misleading metric for eddy detection and classification, as its value is distorted because CNN models detect non-eddy pixels easily. Therefore, it is more appropriate to use the Sørensen–Dice coefficient, a metric equivalent to the F1 score which combines precision and recall.

Based on these principles, we have proposed and evaluated three CNN architectures, proving that the most advanced models allow for the training of deeper networks, yielding better performance. Furthermore, our two most elaborate models performed better than any of the previously proposed CNN models for eddy detection and classification using satellite altimetry data.

Nevertheless, while more advanced architectures may provide better performance, our results demonstrate that most of the gain comes from choosing the appropriate input data. This conclusion points out that the most promising line of research in this field is to develop an adequate treatment of the available data instead of proposing the implementation of increasingly complex and expensive CNN architectures. In this sense, it would be of great interest to evaluate the impact of feeding CNN models not only with SLA data but also with useful complementary data for eddy characterization, such as geostrophic currents, water temperature and salinity levels.
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Appendix A. Segmentation Masks Generated by Our CNN Models for 1 January 2011

![Figure A1. Plain model.](image-url)
Figure A2. U-net model.

(a) SSH/py-eddy-tracker  (b) SLA/py-eddy-tracker  (c) py-eddy-tracker ground truth

(d) SSH/OpenEddy  (e) SLA/OpenEddy  (f) OpenEddy ground truth

Figure A3. Residual model.

(a) SSH/py-eddy-tracker  (b) SLA/py-eddy-tracker  (c) py-eddy-tracker ground truth

(d) SSH/OpenEddy  (e) SLA/OpenEddy  (f) OpenEddy ground truth
Appendix B. Learning Curves Obtained during the Training Process of Our CNN Models

Figure A4. Learning curves for our plain CNN model. The $x$-axis shows the number of optimization process epochs and the $y$-axis shows the loss function value. The blue line represents the training dataset and the orange line represents the validation dataset.
Figure A5. Learning curves for our U-net CNN model. The x-axis shows the number of optimization process epochs and the y-axis shows the loss function value. The blue line represents the training dataset and the orange line represents the validation dataset.
Figure A6. Learning curves for our residual CNN model. The $x$-axis shows the number of optimization process epochs and the $y$-axis shows the loss function value. The blue line represents the training dataset and the orange line represents the validation dataset.
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