Comparison of Harmonic Analysis of Time Series (HANTS) and Multi-Singular Spectrum Analysis (M-SSA) in Reconstruction of Long-Gap Missing Data in NDVI Time Series
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Abstract: Monitoring vegetation changes over time is very important in dry areas such as Iran, given its pronounced drought-prone agricultural system. Vegetation indices derived from remotely sensed satellite imagery are successfully used to monitor vegetation changes at various scales. Atmospheric dust as well as airborne particles, particularly gases and clouds, significantly affect the reflection of energy from the surface, especially in visible, short and infrared wavelengths. This results in imagery with missing data (gaps) and outliers while vegetation change analysis requires integrated and complete time series data. This study investigated the performance of HANTS (Harmonic Analysis of Time Series) algorithm and (M)-SSA ((Multi-channel) Singular Spectrum Analysis) algorithm in reconstruction of wide-gap of missing data. The time series of Normalized Difference Vegetation Index (NDVI) retrieved from Landsat TM in combination with 250m MODIS NDVI time image products are used to simulate and find periodic components of the NDVI time series from 1986 to 2000 and from 2000 to 2015, respectively. This paper presents the evaluation of the performance of gap filling capability of HANTS and M-SSA by filling artificially created gaps in data using Landsat and MODIS data. The results showed that the RMSEs (Root Mean Square Errors) between the original and reconstructed data in HANTS and M-SSA algorithms were 0.027 and 0.023 NDVI value, respectively. Further, RMSEs among 15 NDVI images extracted from the time series artificially and reconstructed by HANTS and M-SSA algorithms were 0.030 and 0.025 NDVI value, respectively. RMSEs of the original and reconstructed data in HANTS and M-SSA algorithms were 0.10 and 0.04 for time series 6, respectively. The findings of this study present a favorable option for solving the missing data challenge in NDVI time series.
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1. Introduction

Monitoring vegetation coverages over time is highly important and is applicable to many research fields, including management of natural, water and agricultural resources [1–4]. Nowadays, rapid and wide-area monitoring of changes in natural resources including vegetation is possible due to the development of remote sensing technologies and access to satellite images of the past decades. Many of the studies of vegetation such as long-term interactions between plants and climatic changes require integrated, gap-free and complete temporal data. However, the integrity of remote sensing data can be dramatically altered due to influences of atmospheric dust, aerosols, clouds as well as measurement sensor failure and algorithm malfunctioning, among others [5]. In this regard, clouds are one of the most important factors involved in causing missing data (gaps), outliers and noise in satellite images [6]. Missing data (gaps) imply absence of valid surface observations due to cloud coverage or failure of retrieval. On the other hand, outliers are characterized as unusual values that deviate from the normal variability in the dataset [7,8]. Clouds are often indicated in satellite images by characteristic higher reflection and lower surface temperature than other terrestrial phenomena in visible and thermal electromagnetic spectral ranges, respectively [9,10].

Vegetation changes can be studied by remote sensing using indices which are usually calculated using red and near-infrared spectral data as inputs [11]. Since most vegetation indices are calculated using red and near-infrared bands, the presence of clouds brings about missing and remote data or outliers. The amount of cloud cover-induced missing data depends on the degree of cloudiness of different regions during the year and in various seasons. Based on experiments done by Ghanaian (2015) and Jia et al. (2011) to evaluate the effect of gap size (defined as a period with continuously missing data) in reconstruction of the Land Surface Temperature (LST) and NDVI time series, the threshold gap size is correlated to the longest period in the time series. The gap size in a time series can be classified into short or long gaps. A short (long) gap is shorter (longer) than the period of time sampled by half of the observation points [12]. Different algorithms have been developed for noise reduction and filling of missing data in time series [13]. Harmonic ANalysis of Time Series (HANTS) algorithm was introduced by Verhoef in 1996 for reconstruction of outliers and missing data simultaneously in time series with periodic behavior. This algorithm has two objectives [14] which are (i) identification and removal of remote points and cloud observations and (ii) filling the remaining gap among observations by temporal interpolation.

A variety of methods have been used for filling gaps in multi-temporal spatial data. Johnson (2002) used asymmetric Gaussian functions which extracts phenological parameters and reconstruct smooth time series. The method, however, could not effectively discriminate between maxima and minima that come from seasonal variation and those from noise. The method was also unsuccessful where noise level was high or the growing season was short thus requiring input from other algorithms such as Fourier series [15]. Beck et al. (2006) developed a method based on double logistic function which describe NDVI data better than the Fourier and slightly better than the asymmetric Gaussian without overestimating the duration of the growing season [16]. Chen et al. (2004) developed another method based on the Savitzky–Golay filter to smooth out effect of cloud contamination and atmospheric variability on NDVI time series. The method was effective in obtaining high-quality NDVI time series [17]. Cao (2018) further developed the Spatial Temporal Savitzky Golay (STSG) method which performed better than the Asymmetric Gaussian, Double Logistic, Fourier based and Savitzky Golay filter methods [18]. Assessment of Fourier analysis, asymmetric Gaussian model, double logistic and the Whitaker filter by Atkinson (2012) showed that comparative performances of the methods vary with context. For example, although the Double Logistic outperformed others when simulated data were used, it performed less well on real data. For data extracted from remotely sensed images, the Whitaker approach outperformed others but underperformed when applied to noisy data. Therefore, comparative studies must identify the context under which a model perform better than others [19].

HANTS algorithm is also used to reconstruct the missing and remote NDVI time series data [14,20–22]. Zhou et al. (2015) evaluated the performance of HANTS algorithm in reconstructing global MODIS
NDVI time series [23]. Jiang et al. (2008) reconstructed the effect of cloud cover on AVHRR NVDI time series during 1981–2001 using HANTS algorithm [24]. In another study, Zare Khormizi et al. (2017) studied the capability of HANTS algorithm in reconstruction of one- and five-year MODIS NDVI time series [2]. The results of these studies showed that HANTS algorithm can be used to effectively resolve the problem of missing data in NDVI time series analysis. The advantages of HANTS algorithm are its simplicity, low computational cost and accuracy, especially when the gap size is short and it is not at the beginning or end of the time series. However, its disadvantage is that it only uses temporal correlation (compared to the methods using spatial-temporal correlation) to fill the gaps in time series. Therefore, when HANTS is applied in a temporal series with long contiguous gaps, the Fourier coefficients are less accurate because they are calculated using less temporal information. For this reason, the reconstruction of the temporal series is less precise than using a temporal series with shorter gaps.

Broomhead and King [25,26] and Broomhead et al. [27] proposed Singular Spectrum Analysis (SSA) as an advanced technique for time series analysis. Since then, the technique has attracted a lot of attention by researchers involved in technical aspects and applications [28–32]. SSA decomposes a time series into simpler, interpretable components such as a trend, various oscillatory components (periodic and quasi-periodic) and noise as the main purpose. The underlying concept in SSA properties is “separability” which describes the extent to which different components can be discriminated from each other [33]. Regular (cycles) and irregular (noise) components are often included in the temporal evolution of the observations. SSA uses Empirical Orthogonal Function (EOF) analysis to extract information from noisy and short time series without apriori knowledge of the dynamic processes influencing the underlying time series [31]. The main objective of this multivariate analysis technique is to transform a set of time-dependent (often) variables into a smaller set of variables that are uncorrelated. The first components of this multivariate analysis project the dependent variables onto the directions of largest variance [34]. The first components are those that capture most variance in the data, while the other components may be considered as noise.

In meteorological and geophysical time series data analysis, SSA has already become a standard and very successful tool [32,35–40]. In a study by Ghafarian et al. (2012), an hourly-LST time series was reconstructed using Multi-Singular Spectrum Analysis (M-SSA), i.e., an extension of SSA algorithms. The results showed a Mean Absolute Error (MAE) of 2.25 K between the original and reconstructed time series with an average of 63% of missing data caused by cloud cover [5]. In [41], the authors reconstructed the missing data in the Leaf Area Index (LAI) of the MODIS sensor using the M-SSA algorithm. They showed that spatio-temporal correlation capability of M-SSA reconstructs this index effectively. However, despite its potential, the M-SSA has rarely been used to reconstruct NDVI time series. Furthermore, while the individual performances of HANTS and M-SSA are well documented, comparative studies of the gap filling capabilities of the two methods are generally lacking especially about improving NDVI data availability for land surface characterization. As a result, there is a paucity of literature describing the scenarios under which the methods alternately outperform each other.

The present study thus aimed to evaluate and compare the performance of HANTS and (M)-SSA algorithms in reconstruction of long-gap missing data in Landsat 5 TM NDVI time series. In order to achieve this, firstly, the main periodic components of NDVI time series are extracted. As the original Landsat data has gaps and outlier, a 250-m MODIS NDVI time series product (without gaps and outliers), with the same period length of LANDSAT TM image, was utilized to find periodic components representing the dynamic of NDVI time series and also validation of the results. These parameters are then used to reconstruct the Landsat NDVI time series. The gap-filling capability of HANTS and SSA were examined by creating artificial gaps in the original MODIS NDVI time series and compared the results with them. The reconstruction capability of HANTS and SSA has been examined by comparing the original and reconstructed data at valid data points.
2. Materials and Methods

2.1. Study Area

The study region in the present research is located between latitudes 31°26′ and 31°39′N and longitudes 54°5′ and 54°29′E from prime meridian. This region is situated in Yazd province, Iran (Figure 1). The lowest elevation of the area is 1400 m and the highest elevation is 3800 m from the sea level. Average precipitation for the whole study area is 150 mm, while the amount comes to 60 mm in low elevation places and 230 mm in higher places [42–47].

The highest percentage of vegetation coverages are clustered in the regions where villages and gardens are located (brown color regions). In contrast, natural vegetation and pastures cover less than 30% of the area since the region has a dry climate. The dominant vegetative form of the study area are the shrubs such as Artemisia sieberi, Artemisia aucheri, Austragalus sp., Amygdalus scoparia.

2.2. Satellite Images Time Series

Landsat 5 TM images were used in this study. Landsat 5 TM sensor has 7 spectral bands, within which the thermal infrared band 6 has a spatial resolution of 120 m while other bands have a resolution of 30 m [48]. Totally 122 available images spanning from 1986 to 2000 were obtained from the United States Geological Survey’s website (https://earthexplorer.usgs.gov). The images were used for the
analysis and comparison of HANTS and M-SSA algorithms for reconstruction of unavailable data, assuming that the unavailable data were lost due to cloud contamination. Since the extraction of the M-SSA parameters requires gap-free and continues data, MODIS 16-day NDVI products with no gaps and spatial resolution of 250 m in the study region were used. They were also employed to validate the reconstruction results by creating artificial gaps. The extracted periodic components of NDVI changes along a pixel during 2000–2015 were used by M-SSA to reconstruct the Landsat NDVI time series. Like the NDVI time series of LandsatTM sensor, we had a similar 15-year time series of MODIS NDVI products with 345 images. The Landsat NDVI was calculated as follows [49]:

\[
\text{NDVI} = \frac{\text{NIR} - \text{RED}}{\text{NIR} + \text{RED}}
\]

where \(\text{NIR}\) is the spectral reflectance of near-infrared band (at 0.76–0.90 \(\mu\)m) and \(\text{RED}\) is the red band of TM sensor (at 0.63–0.69 \(\mu\)m).

Considering the revisiting time of Landsat 5 TM sensor, a total of 345 (~23 images per year × 15 years) NDVI images should be available from 1986 to 2000. Figure 2 illustrates the distribution and dispersion of unavailable and available images in the 15-year time series of NDVI. More than 64% of the data of this time series were temporarily unavailable. Figure 3 shows the arrangement of a part of this time series with 345 NDVI images during 1986–2000 along with NDVI changes on a pixel.

Figure 2. Distribution and dispersion of unavailable and available NDVI time series images of this study.

Figure 3. Arrangement of studied time-series images (top) and NDVI changes on a pixel along with the missing data (bottom).
2.3. HANTS Algorithm

HANTS algorithm, also known as Fourier analysis, was developed to decompose periodic time dependent data into sum of sinusoids. Therefore, HANTS limits the outliers and fills the missing or cloudy observations in time series data with periodic behavior [14] as well as models satellite data time series based on discrete Fourier transform [11,12,14,20,22,35,50]. A Fourier series can describe a sequence of \( N \) temporal acquisition \((y_i, i = 1 \rightarrow N)\) as:

\[
y_i = a_0 + \sum_{j=1}^{M} a_j \cos(\omega_j t_i - \varphi_j)
\]  

where the frequency of \( j \)th harmonic term is \( \omega_j \), \( t_i \) is the time at which the \( i \)th sample was taken, \( M \) is the number of frequencies of the Fourier series \((M \leq N)\), \( \varphi_j \) and \( a_j \) are the phase and amplitude of the \( j \)th harmonic term, respectively. The amplitude related to the zero frequency, \( a_0 \), is equal to the average of all \( N \) observations of \( y \) because the zero frequency has no phase. The harmonic frequencies are a base frequency (i.e., \( \omega_1 = \frac{2\pi}{N} \)) and all integers (i.e., \( i = 1 \rightarrow N \)) are multiples of the base frequency:

\[
\omega_i = \left(\frac{2\pi}{N}\right) \times i, \text{ where } i = 1, 2, ..., N
\]

After selecting the frequencies \((\omega_i)\) and the number of frequencies \((M)\), the phase \( \varphi_j \) and amplitudes \( a_j \) are the unknown parameters of the Fourier series in the HANTS algorithm, determined by fitting the time series of observations.

Ref. [8] describes parameters which must be defined by users in order to assign in HANTS to get a reliable signal. These parameters are valid data range (acceptable range of observations), period, Number Of Frequencies (NOF), direction of outliers (direction of outliers with reference to current time series), Fit Error Tolerance (FET, specifies the absolute maximum deviation from fitted curve) and Degree Of Determinedness (DOD, minimum number of extra data points which will be needed for curve fitting). Preliminary tests can help to get some idea about the parameters such as NOF (determined, for instance, from an earlier Fast Fourier Transform (FFT) analysis) since there is no direct way to determine them. The detailed information about the HANTS parameter estimation can be found in [8].

2.4. Singular Spectrum Analysis Algorithm

The gap-filling using SSA and smoothing algorithm follows a procedure based on [5,51]. SSA is based on Singular Value Decomposition (SVD), which is a well-known factorization matrix process. The SVD has been used in remote sensing for different applications such as feature extraction [52] or spatio-temporal analysis [53]. In the latter application, the SVD is also known as Empirical Orthogonal Functions (EOFs) in climatology science. The SVD factorizes the matrix \((X \in \mathbb{R}^{m \times k})\) in singular values and vectors as: \( X = D \times \sum E^T \), where \( D \in \mathbb{R}^{m \times m} \) is made up by right singular vectors, \( E \in \mathbb{R}^{k \times k} \) is made up by the left singular vectors and \( \sum \) is a diagonal matrix that contains the singular values of \( X \). Note that our starting point data is a time series array \( x = [x_1, x_2, \ldots, x_n] \), where \( k = n - m + 1 \), and \( n \) is the number of temporal acquisitions. Therefore, the time-delayed embedding of \( x \) is calculated using a window size of \( m \) to obtain the trajectory matrix, \( X \in \mathbb{R}^{m \times m} \):

\[
X = \begin{pmatrix}
x_{1,1} & x_{1,2} & x_{1,3} & \cdots & x_k \\
x_{2,1} & x_{2,2} & x_{2,3} & \cdots & x_{k+1} \\
x_{3,1} & x_{3,2} & x_{3,3} & \cdots & x_{k+2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
x_m & x_{m+1} & x_{m+2} & \cdots & x_{m+n}
\end{pmatrix}
\]
The complete record of patterns presented within a window of size $m$ is contained in this trajectory matrix. Selecting a large window size results in the capturing of more information about the basic pattern of the time series. A small window repeatedly captures the structure of time series which provides final results with enhanced statistical confidence [54, 55]. Once the trajectory matrix is calculated, the SVD decomposition of $X$ is calculated to obtain the singular values and singular vectors. An initial signal (represented by a steep slope) and the noise level (represented by a flat floor) can be observed when the singular values are plotted in descending order [31]. The $d$ singular vectors (with $1 \leq d \leq m$) related to $d$ singular values included in the signal initial are used to reconstruct the time series.

The principal components are obtained as: $PC = X \cdot D$ where the matrix $PC$ takes the form of a Hankel matrix -A Hankel matrix is a square matrix in which each ascending skew-diagonal from left to right- and fit the trajectory matrices consequently. Last steps to the reconstruction of the temporal series are 1) to invert the projection per each component $X'_{j} = PC_{j} \cdot D_{j}$, where $j = 1, \ldots, m$ and 2) to calculate the average along the anti-diagonals of $X'_{j}$: $x'(i,j) = \frac{1}{(# \text{ elements diagk}(X'))} \sum(\text{diagk}(X'))$, where diagk is the $k^{th}$ diagonal of the matrix, being $k = (n - m + 1) + i$.

The steps of the SSA gap filling procedure can be explained in several steps as follows: the unbiased value of the mean is computed and the missing data is set to zero in order to center the original time series for a given window width ($m$). An iterative procedure applying the SSA algorithm on the zeroed and centered set is used to obtain the first leading EOF. The reconstructed components of the current EOF are used to update the missing values. The SSA algorithm is applied again on the updated set with the missing values also updated based on this iteration and the iterations repeated until convergence. The first iteration is held fixed while the iteration for the second leading EOF is run until convergence has been achieved. The previous EOFs are kept fixed while the process is repeated for a desired number of EOFs. Cross-validation is applied to obtain the number of dominant SSA modes (EOFs) and optimal value for the window width to fill the gaps. It means that a randomly selected portion of the available data is flagged as missing and the best value for the window size and number of EOFs is found by computing the RMSE error from the reconstruction.

The generalized SSA technique (M-SSA) can be used for gap-filling and multivariate time series of missing values in those time series [56]. The SSA is proposed to be used for single channel variables (applying to segment of a single pixel time series) and Multi-channel (M-SSA) is considering segments of a time series at multi pixels simultaneously. The SSA then can be used to determine periodic components in a pixel as a representative of the whole time series and the M-SSA will be applied to reconstruct the time series using the parameters determined by SSA.

2.5. Research Method

The Landsat calculated NDVI time series was reconstructed using the HANTS and (M)-SSA algorithms. HANTS and SSA codes are accessible free of charge at https://www.mathworks.com/matlabcentral/fileexchange/38841-matlab-implementation-of-harmonic-analysis-of-time-series-hants and http://research.atmos.ucla.edu/tcd/ssa/form.html, respectively.

The algorithms and also resources limitations do not allow processing of the fifteen-year time series at the same time. The former limitation is due to HANTS code which only handles 19 frequencies (see Section 3.1) and the latter is due to the computer RAM and processor affecting the size of the original data to HANTS as well as (M)-SSA algorithms.

The limitation in the HANTS algorithm is addressed by splitting the 15 years in two. In order to get reliable results, the number of valid observations must be always being greater that the number of parameters required to describe the signal ($2 \times \text{NOF} + 1$). Therefore, more data points than the necessary minimum should be included in the curve fitting procedure. In the results section, the processing of images and determination of the parameters of the HANTS algorithm are explained in detail.
The M-SSA limitation does not allow processing of the whole time series at once (1248 columns × 800 rows × 345 images). Therefore, the limitation is addressed splitting the original time series into 24 smaller blocks (208 columns × 200 rows × 345). Each block was processed separately after which all blocks were finally put together. In order to enable reconstruction of the time series in M-SSA software the window size and number of significant components firstly need to be determined. Since the component’s calculation (SSA algorithm) requires a complete temporal series (i.e., without gaps), MODIS NDVI time series product (MOD13Q1) with the same time period as Landsat data was used. To this end, MODIS 16-day NDVI product with spatial resolution of 250 m in the study region was used to extract the NDVI changes along a pixel during period 2000–2015. The 15-year time series with 345 images of MODIS was used to identify the significant periodic components, the window size in SSA algorithm. These parameters were used to reconstruct the Landsat time series in M-SSA.

Using MODIS NDVI time series, the effect of number of components and window size on the reconstruction of this time series was investigated by SSA. Different statistical and mathematical tests in SSA software (e.g., Monte Carlo test) were then performed to determine whether a component is significant or not. After finding the window size and significant components, Landsat 5 TM NDVI time series were reconstructed by M-SSA algorithm.

Evaluation and Comparison of (M)-SSA and HANTS

Root Mean Square Error (RMSE) was used to evaluate the performance and accuracy of both algorithms for reconstruction of the images of this time series as follows:

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (x_i - y_i)^2}{n}}
\]  

In Equation (5), the original and reconstructed data were represented by \(x_i\) and \(y_i\), respectively. Three different scenarios (tests) were created to show the capability of HANTS and (M)-SSA algorithms in reconstruction of NDVI time series. As the first test (Test 1), an RMSE map was prepared using the 122 existing Landsat NDVI images and 122 corresponding reconstructed images in HANTS and M-SSA algorithms pixel by pixel. The RMSE map prepared by this method is only indicative of the reconstruction capability of both algorithms at valid data points. Therefore, the gap filling capability at points with missing data cannot be estimated in this step.

In the second test (Test 2), to evaluate the gap filling capability of HANTS and M-SSA algorithms, among 122 primary original Landsat NDVI images, 15 images were randomly selected along a time series with no cloud observations. In total, 15 original images were extracted from the time series, and they were replaced by 15 images with zero data to be reconstructed by HANTS and M-SSA algorithms. A new time series which had 69% missing data (in average) was then reconstructed by both algorithms with the same parameters obtained in the results section. Using 15 existing images extracted from the time series and 15 corresponding reconstructed images by both algorithms, an RMSE map was prepared the same as the first method.

In the third test (Test 3), eight single time series (segments of 8 pixels in time) were used to analyze the ability of both algorithms in filling the gaps due to missing data in NDVI time series. Two time series from the reconstruction results of HANTS algorithm and two time series from the results of M-SSA algorithm were selected. To get more reliable results, further, four other 250-m resolution MODIS NDVI 16-day time series were selected in the study region. Missing data or gaps were then artificially created in these eight time series with the same distribution and dispersion as the missing data in original NDVI time series. These time series were then reconstructed by HANTS and M-SSA algorithms with the same parameters obtained in the results section. RMSEs between the reconstructed and original data were calculated to compare HANTS and M-SSA algorithms gap filling capability. The procedures used in this study are summarized by the flow chart in Figure 4.
3. Results and Discussion

3.1. Most Relevant Periodic Components for HANTS Algorithm

The more completely the time series is studied, the better the results of reconstruction will be. This is due to the fact that as the number of valid data increase, the degree of freedom for curve fitting will increase. In this regard, this time series can be processed and reconstructed as a fifteen-year time series with 345 images. As recommended earlier in Section 2.5, a maximum of 19 frequencies can be considered in HANTS software. In the studied 15-year time series, the base period was 345 considering the number of all images. When the base period was divided by the number of frequencies, the re-constructible period in this time series was obtained. Therefore, given the maximum number of frequencies in HANST software (at last 19) and 345 images in this fifteen-year time series, the shortest re-constructible period was an 18-image period (345.19 ≈ 18). However, in NDVI time series, annual and six-month periods are the dominant periods of NDVI changes, and these periods in 16-day NDVI time series appear almost as 23- and 12-image periods. Thus, if we use 345 images as
the base period, the six-month periods cannot be reconstructed in this state, and the results will be unreliable. To eliminate this limitation in HANTS algorithm, this 15-year time series was processed and reconstructed as a 7- and an 8-year time series separately. As mentioned above, this is because the curve fitting procedure needs the maximum number of valid data (maximum degree of freedom) until the final result will be reliable.

Table 1 presents the parameters used in HANTS algorithm to reconstruct the 15-year NDVI time series. The valid data range was considered from -1 to 1 based on the acceptable range of NDVI. FET and DOD rates were considered to be 0.02 NDVI and 5. The base period was 169 images in the first 7-year time series and 182 images in the second 8-year time series. The number of frequencies was 12 in the first 7-year time series and 14 in the second 8-year time series. Here, the shortest period of reconstruction was 13 images, which was almost similar to a 6-year period. In Table 1, the duration of processing of each time series was compared with the SSA algorithm.

### Table 1. Parameters used in HANTS algorithm.

<table>
<thead>
<tr>
<th>Type of Time Series</th>
<th>Base Period</th>
<th>Number of Frequencies</th>
<th>Shortest Period</th>
<th>Valid Data Range</th>
<th>Orientation of Outliers</th>
<th>FET</th>
<th>DOD</th>
<th>Duration of Processing</th>
</tr>
</thead>
<tbody>
<tr>
<td>15-year time series</td>
<td>First 7-year time series</td>
<td>160</td>
<td>12</td>
<td>13 (≈6 months)</td>
<td>-1 to 1</td>
<td>low</td>
<td>0.02</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Second 8-year time series</td>
<td>182</td>
<td>14</td>
<td>13 (≈6 months)</td>
<td>-1 to 1</td>
<td>low</td>
<td>0.02</td>
<td>5</td>
</tr>
</tbody>
</table>

#### 3.2. Window Size and Number of Components of NDVI Time Series in SSA

The number of significant components and window size are two major parameters in time series reconstruction by SSA algorithm. Thus, it is first necessary to choose an optimal window size and number of components. Figure 5 (right) displays the effects of the number of components on the window size of 46 (as two years NDVI data, $23 \times 2 = 46$) in reconstruction of a time series with 345 imagery data (MODIS time series). By increasing the number of components, $R^2$ value was increased between the original data and results of signal reconstruction by SSA algorithm. Components 1, 2, 3, 4 and 5 had the highest effect on reconstruction of this time series; more than 90% correlation was obtained by using these components. Figure 5a shows the effect of window size on reconstruction of the same time series with five components in different window sizes. By increasing the window size, $R^2$ value decreased between the original and reconstructed data by SSA algorithm but the computation time increased. Using window size of 23 in signal reconstruction where long-gap missing data exists, will not make accurate results. Use of larger window size not only increased the accuracy of reconstruction, but also decreased the time of processing; hence, in the present study, the time series was processed using a window size of 46. The accurate retrieval of the main components of a time series and window size by SSA algorithm tests are explained completely in the next sections.

![Figure 5](image-url)
3.3. Most Significant Periodic Components for SSA

Eigenvalues obtained using a window size of 46 are shown in Figure 6. The eigenvalues plotted in decreasing order of variance values represent a sharp gradient for the first eigenvalues and it reduces to almost zero for the last eigenvalues. The sharp gradient shows the main components of the signal, and the low gradient (graph tail) shows the noise contained in the signal. There are 46 modes in the horizontal axis while the vertical axis shows the variance (i.e., eigenvalue). According to Figure 6, components 1, 2, 3, 4 and 5 significantly have the highest rate of variance (with 97.5% significant level). Components 1 and 2 as well as 3 and 4 are paired in the graph, so each pair effectively shows a periodic fluctuation in the time series [36]. When two components are paired equally, their empirical orthogonal functions are transferred in the quarter phase (phase difference). Therefore, these components show a similar periodic fluctuation with the phase difference. When, a component appears both significant and singular, it indicates a trend in the time series (i.e., component number 5 in Figure 6) [36].

![Figure 6. Singular values spectrum of data with window size of 46 image with five modes.](image)

Figure 7 shows the normalized eigenvalues in window sizes 23, 46, 69 and 92. As shown, with an increase in the number of windows, components 1, 2, 3, 4 and 5 are still the most important components of this time series, which have the highest variance. On the other hand, choosing different window sizes had a slight effect on increasing the reconstruction accuracy of this time series. Therefore, in the current research, the window size 46 was selected to reconstruct the time series. By choosing window size of 46, components 1 and 2 showed the highest variance in the signal so that 64% of variance was found for the components 1 and 2 (each with 32% variance). Components 3 and 4 showed 20% of variance and component 5 showed 7% of variance. In total, components 1–5, controlled 91% of variance in this time series. On the other hand, failure to choose these components to reconstruct this time series created a non-accurate signal, especially components 1, 2, 3 and 4, because, as shown, these components had the highest variance in this time series. These results were true for the window sizes 23, 69 and 92 (Figure 7).
Figure 7. Normalized singular values with 23, 46, 69 and 92 image window size.

3.4. Monte Carlo Test Results for Periodic Components

Figure 8 illustrates the results of Monte Carlo SSA test and shows the eigenvalues against their frequencies. As shown, components 1, 2, 3 and 4 are significant components (97.5%) of this time series. Components 1 and 2 as well as 3 and 4 overlap each other. The components are named by larger variance. The frequencies for components 1 and 2 as well as 3 and 4 are 0.0435 and 0.087, respectively. The reverse shows the frequency of the period. Therefore, the 23-image periods show 12 significant components of this time series.

Figure 8. Monte Carlo SSA based on data EOFs test.

Figure 9 depicts the temporal empirical orthogonal functions (T-EOFs) for the significant components of this time series based on the results of Monte Carlo test. The 23-image period in Monte Carlo test indicates the annual NDVI changes. As shown in Figure 9a, components 1 and 2 in
each 23-image are repeated periodically with a lag of approximately 6 images. These two components have a phase difference of approximately six images. Based on Figure 9b, components 3 and 4 indicate the 12-image period, which are the phase difference of three images. The 12 16-day images show approximately six-month periods.

![Figure 9. SSA T-EOFs of components 1–2 (a), and 3–4 (b).](image)

In general, the results of the Monte Carlo test showed that using window size of 46 yielded reliable results to reconstruct this time series. In the window size of 46, five significant components can be differentiated in this time series. Hence, five components and window size of 46 were used in M-SSA to reconstruct each of the 24 segments of this time series. The processing time of each segment in M-SSA algorithm was about 10 min, and the total time of processing of this time series was four hours.

3.5. Assessment of Spatial and Temporal Reconstruction Accuracy

To illustrate the spatial accuracy of reconstruction (Test 1, see Section 2.5), Figure 10 depicts the RMSE map between the original and reconstructed data by HANTS and M-SSA algorithms in Landsat TM time series. As mentioned, there were only 122 images of this time series (out of 345 images). Therefore, RMSE maps in this mode were calculated from 122 images in the time series and reconstructed images by HANTS and M-SSA algorithms.

![Figure 10. RMSE map between the original and reconstructed time series using the HANTS algorithm (a) and the M-SSA algorithm (b).](image)

Figure 11 shows the RMSE map difference between HANTS and M-SSA. Based on the results, both algorithms have almost the same reconstruction accuracy. This concurs with Atkinson (2012) that a model does not always outperform others out rightly in all context as in this mode the performances did not differ much [19]. Although, the results of HANTS in mountain area where the probability of the clouds are more, the error has a slightly higher value (brown area in Figure 11).
Figure 11. Difference between RMSE map of HANTS and M-SSA. Positive values show that the RMSE in HANTS is higher than M-SSA and vice versa.

The histograms of RMSE maps are shown in Figure 12. On average, RMSEs of the existing images and images reconstructed by HANTS and M-SSA algorithms were 0.027 and 0.023 NDVI, respectively. Figure 13 shows a time series along one pixel in the studied area and its reconstruction using HANTS and M-SSA algorithms. As shown, the signal fitted to the time series by the M-SSA algorithm is superior to the HANTS algorithm.

Figure 12. RMSE histogram using the HANTS algorithm (a) and the M-SSA algorithm (b).

Figure 13. Original and reconstructed data signal using HANTS and M-SSA algorithms on NDVI time series for one pixel.
3.6. Assessment of Spatial and Temporal Gap-Filling Accuracy

Figure 14 shows the temporal gap-filling capability of HANTS and M-SSA based on Test 2 described in Section 2.5. The RMSE was mostly below 0.02 for reconstruction using M-SSA (right) algorithm while errors were largely higher using the HANTS algorithm (left). As indicated, the reconstruction error in M-SSA algorithm, the same as Figure 13, is less than that of the HANTS algorithm.

![Figure 14](image1.png)

**Figure 14.** RMSE map of 15 original images extracted from the time series and reconstructed by HANTS algorithm (a) and M-SSA algorithm (b).

Figure 15 shows the RMSE difference map between HANTS and M-SSA. The results of HANTS in mountain area where the probability of the clouds is more, and the number of gaps are more, the error was a little higher than M-SSA (brown area in Fig15).

![Figure 15](image2.png)

**Figure 15.** Difference between RMSE map of HANTS and M-SSA. Positive values show that the RMSE in HANTS is higher than M-SSA and vis versa.

Figure 16 indicates the histogram of RMSE maps of 15 original images and 15 reconstructed images by HANTS and M-SSA algorithms. On average, the RMSEs of original NDVI images and images reconstructed by HANTS and M-SSA algorithms in this mode are 0.030 and 0.025.
Table 2 shows the dates, RMSE and $R^2$ between 15 random images extracted and reconstructed by the HANTS and M-SSA algorithms. According to Table 2, the M-SSA algorithm has a higher ability to fill the gaps than the HANTS algorithm. High $R^2$ indicate the closeness of the filled images to the observations. This is because, according to Table 2, on average, it has a smaller RMSE error and a higher correlation than the HANTS algorithm.

Table 2. RMSE and $R^2$ between 15 random images extracted and reconstructed by the HANTS and M-SSA algorithms.

<table>
<thead>
<tr>
<th>Date</th>
<th>HANTS</th>
<th>M-SSA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>$R^2$</td>
</tr>
<tr>
<td>1986/04/17</td>
<td>0.034</td>
<td>0.742</td>
</tr>
<tr>
<td>1987/09/11</td>
<td>0.020</td>
<td>0.962</td>
</tr>
<tr>
<td>1987/10/13</td>
<td>0.022</td>
<td>0.928</td>
</tr>
<tr>
<td>1988/03/21</td>
<td>0.083</td>
<td>0.181</td>
</tr>
<tr>
<td>1989/05/11</td>
<td>0.047</td>
<td>0.768</td>
</tr>
<tr>
<td>1990/08/18</td>
<td>0.030</td>
<td>0.866</td>
</tr>
<tr>
<td>1991/09/22</td>
<td>0.030</td>
<td>0.923</td>
</tr>
<tr>
<td>1992/07/06</td>
<td>0.026</td>
<td>0.928</td>
</tr>
<tr>
<td>1993/11/30</td>
<td>0.029</td>
<td>0.683</td>
</tr>
<tr>
<td>1994/07/28</td>
<td>0.022</td>
<td>0.949</td>
</tr>
<tr>
<td>1995/01/20</td>
<td>0.035</td>
<td>0.706</td>
</tr>
<tr>
<td>1996/08/18</td>
<td>0.040</td>
<td>0.887</td>
</tr>
<tr>
<td>1998/05/20</td>
<td>0.027</td>
<td>0.923</td>
</tr>
<tr>
<td>1998/10/27</td>
<td>0.020</td>
<td>0.906</td>
</tr>
<tr>
<td>2000/03/06</td>
<td>0.070</td>
<td>0.295</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td>0.036</td>
<td>0.775</td>
</tr>
</tbody>
</table>

To indicate more about the accuracy of gap-filling spatially and temporally (Test 2), Figure 17 shows an example of 15 images extracted from the time series along with the image substituted with
NaN (or zero) value (image 1987/09/11). The resulted obtained from HANTS and M-SSA algorithms for the image are shown in Figure 18. According to Figure 18 and spatial dispersion of NDVI classes, the reconstructed image by M-SSA algorithm is more compatible with the original image. Figure 19 indicates the results of correlation between the original images (Figure 17) and corresponding reconstructed images by HANTS and M-SSA algorithms (Figure 18, left and right, respectively). According to Figure 19, there is a high correlation in both algorithms so that $R^2$ value of the original and reconstructed images in both algorithms equals 0.96. However, the results of the M-SSA algorithm are more reliable because the gradient of the obtained equation is much close to 1. Although the RMSE has limitation of being easily driven to zero with sufficient parameters, in this case it indicated that M-SSA outperformed HANTS algorithm. The inclusion of other indicators of performance such as the Akaike Information Criterion (AIC) could further enhance the comparison [19].

Table 3 presents RMSE values of reconstruction of eight different time series (single pixels) with artificial gaps (Test 3, see Section 2.5). As shown, in four time series made from the results, RMSEs mean in M-SSA and HANTS algorithms are 0.07 and 0.05. This presents a case where HANTS was superior to M-SSA in accuracy. In the four MODIS NDVI time series, the reconstruction error is significantly lower in the M-SSA algorithm than HANTS algorithm, 0.04 and 0.1, respectively. As an example, original MODIS NDVI time series 6, together with deleted data and the results of both algorithms are shown in Figure 20. As indicated, the signal fitted by M-SSA algorithm has produced acceptable results at points with missing data compared to HANTS algorithm. However, in the HANTS algorithm, the fitted signal has yielded unacceptable results in the missing data in the time series in general.
Figure 19. Correlation of original image with reconstructed image in HANTS algorithm (a) and M-SSA algorithm (b).

Table 3. RMSE between original and reconstructed time series by M-SSA and HANTS using Landsat (Time series 1 to 4) and MODIS (Time series 5 to 8).

<table>
<thead>
<tr>
<th></th>
<th>RMSE of Landsat Data</th>
<th>RMSE of MODIS Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M-SSA</td>
<td>HANTS</td>
</tr>
<tr>
<td>Time series_1</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td>Time series_2</td>
<td>0.048</td>
<td>0.12</td>
</tr>
<tr>
<td>Time series_3</td>
<td>0.102</td>
<td>0.023</td>
</tr>
<tr>
<td>Time series_4</td>
<td>0.112</td>
<td>0.017</td>
</tr>
<tr>
<td>Mean of RMSEs</td>
<td>0.071</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Figure 20. Original MODIS NDVI time series along with deleted data and reconstruction using HANTS (red line) and M-SSA (black line) algorithms.
Overall, the M-SSA algorithm which fills gaps using both the spatial and temporal components largely outperformed the HANTS which uses the temporal component alone. Other studies have also indicated the superiority of algorithms which use both the spatial and temporal components in reconstruction [16,18,19,57]. The findings showed that the M-SSA algorithm can effectively solve the problem of long-gap of missing data (more than 50% time series) in NDVI time series which was also confirmed by other studies [5,8,38,41]. Another limitation of HANTS algorithm is that signal reconstruction error is high when the gaps are at the beginning and end of the time series, especially when there is a long-term increasing or decreasing regular trend in a time series. This is because the HANTS algorithm reconstructs a time series based on periodic behavior. Further, the user should have adequate information about the periodic behavior of the time series under processing in HANTS algorithm, while the periodic behaviors and trends can be recognized in M-SSA algorithm.

4. Conclusions

In the present study, HANTS and M-SSA algorithms were comparatively used to fill in missing data of NDVI time series derived from the Landsat 5 TM and MODIS data. MODIS NDVI data were also used to extract periodic components and validate the results. The results showed that the M-SSA accuracy in filling the gaps of missing data was higher than that of the HANTS algorithm. HANTS has limitations in reconstruction of long-gap time series because a maximum of 19 frequencies can be considered in this software, whereas M-SSA software has no limitation in this regard. Trends can be considered in reconstruction of a time series in M-SSA algorithm. In general, M-SSA algorithm, in addition to reconstructing the remote-sensing time series, can be used to reconstruct other temporal time series in various scientific fields. In climatology it can be used to reconstruct the time series of daily temperature at meteorological stations and to extract the periods and climatic trends. In general, the findings showed that when the missing data in NDVI time series and other periodic time series are less than half of longer period (i.e., the main problems of time series are small gaps and outliers) HANTS algorithm can be used to reconstruct these time series. The higher the amount of missing data in a time series, the lower the accuracy of HANTS algorithm. Certainly, this algorithm can be used to reconstruct the time series with missing data less than 50%. Based on the type of time series and given the objectives and accuracy, each of these algorithms may have their own specific advantages. Furthermore, the results of the M-SSA algorithm can be used to solve the problem of missing data in Landsat 5 TM NDVI time series.
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