A Pseudo-Label Guided Artificial Bee Colony Algorithm for Hyperspectral Band Selection
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Abstract: Hyperspectral remote sensing images have characteristics such as high dimensionality and high redundancy. This paper proposes a pseudo-label guided artificial bee colony band selection algorithm with hypergraph clustering (HC-ABC) to remove redundant and noise bands. Firstly, replacing traditional pixel points by super-pixel centers, a hypergraph evolutionary clustering method with low computational cost is developed to generate high-quality pseudo-labels; Then, on the basis of these pseudo-labels, taking classification accuracy as the optimized objective, a supervised band selection algorithm based on artificial bee colony is proposed. Moreover, a noise filtering mechanism based on grid division is designed to ensure the accuracy of pseudo-labels. Finally, the proposed algorithm is applied in 3 real datasets and compared with 6 classical band selection algorithms. Experimental results show that the proposed algorithm can obtain a band subset with high classification accuracy for all the three classifiers, KNN, Random Forest, and SVM.
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1. Introduction

Due to including rich spectral information on various land-cover types, hyperspectral remote sensing imaging has been widely used in many fields [1,2]. However, rapid growth of image data not only bring the difficulty to data storage and transmission, but also include a large number of redundant or noise bands which seriously affect the accuracy of traditional image processing methods [3,4]. In the case of limited training samples, high-dimensional hyperspectral data have the problem of ‘dimensional curse’ [5]. Therefore, it is necessary to reduce the dimensionality of hyperspectral data.

At present, many dimension reduction methods have been applied to hyperspectral data [6]. According to the preservation degree on the physical meaning of original data, existing methods can be divided into two groups: feature extraction [7] and feature selection [8] (or band selection). Feature extraction completes the conversion of original data from high-dimensional space to low-dimensional space by merging multiple original features into a new feature. As we all know, feature extraction performs well in dimensionality reduction, but it cannot retain the physical meaning of each band due to the destruction of spectrum structure [9]. The purpose of band selection is to select a band subset from the original band set to optimize given performance indexes. Compared with feature extraction, band selection can obtain a band subset which expresses the original information of land-cover types better.

According to the use of priori-label information, existing band selection methods mainly include two categories: supervised band selection [10–13] and unsupervised band selection [14–16]. Supervised band selection usually requires a lot of label information, but it is very difficult to obtain labels of hyperspectral data in most cases. Therefore, most of existing work belongs to unsupervised
band selection. Specifically, existing unsupervised band selection methods can be divided into three categories: ranking-based, clustering-based, and heuristic search-based.

Ranking-based methods firstly evaluate the importance of bands by an indicator, such as mutual information, correlation coefficient and structural similarity, and then rank those bands by their importance. Rade et al. [17] proposed a band ranking method based on the matching degree with reference images, and Wang et al. [18] proposed a ranking method based on manifold. Although ranking-based methods can quickly generate a band subset, their results usually contain a large number of redundant bands. In order to reduce the redundancy of selected bands, scholars have applied clustering technologies to band selection. This kind of method cluster similar bands into one category, and use a representative among each category to form a band subset. Part methods include the low-rank subspace clustering method [19], the deep subspace clustering method [20] and the clustering method based on shared neighbors [21]. Although this type of method can effectively delete redundant bands, its clustering performance is sensitive to the choice of distance paradigms adopted.

Heuristic search-based methods construct band selection problems into a kind of combination optimization problem, and then use heuristic search strategies to optimize this kind of problem [22]. Due to good global search capabilities, evolutionary algorithms have been used in band selection problems in recent years. Ding et al. [23] used Pearson correlation coefficient as the objective function and proposed a band selection method based on improved ant colony algorithm. Zhang et al. [24] used the average entropy and the band similarity as two evaluation indicators, and gave a multi-objective solving method based on artificial immune. Xu et al. [25] used the maximum-maximum-ratio as the objective function, and gave a band selection method based on dual-population particle swarm optimization. The above methods improve the performance of band selection from different aspects. However, since without considering the influence of band subset on the classifier in the process of selecting/sorting bands, the classification performance of selected bands is not ideal in many cases.

If we can generate pseudo-labels close to the true land-cover types for all hyperspectral data, an unsupervised band selection problem can be turn into a supervised band selection one by using label information. Furthermore, existing excellent supervised feature selection methods can be directly used. For traditional image classification problems, scholars have proposed a variety of methods for generating pseudo-labels, such as pseudo-label generation based on domain gaps [26], pseudo-label generation based on deep neural networks [27], etc. However, for hyperspectral images with high spatial complexity, those methods still have disadvantages such as high computational cost or unsatisfactory annotation accuracy.

In view of this, this paper proposes first a new pseudo-label generation method based on hypergraph evolutionary clustering. On the basis of generated pseudo-labels, then a supervised band selection algorithm based on artificial bee colony (ABC) is proposed. The main contributions of this paper are as follows:

1. Designing a noise filtering mechanism based on grid division. By deleting those noise bands, this method can ensure the accuracy of generated pseudo-labels.
2. Proposing a hypergraph evolutionary clustering to generate pseudo-labels. By replacing traditional pixels by the centers of super-pixels, this technology significantly reduces the computational cost of generating pseudo-labels, and the designed multi-population ABC obviously improves the quality of clustering.
3. Developing a supervised band selection algorithm based on artificial bee colony optimization, which significantly improves the classification accuracy of selected bands.

The remainder of this paper is structured as follows: Section 2 introduces related work including super-pixel segmentation, hypergraph clustering, and artificial bee colony; Section 3 presents the proposed pseudo-label generation method and the supervised band selection algorithm based on ABC; subsequently, Section 4 verifies the effectiveness of the proposed method by experiments; the conclusion is presented in Section 5.
2. Related Work

2.1. Super-Pixel Segmentation

Super-pixel segmentation is proposed and developed in 2003. It refers to irregular pixel blocks with certain visual significance, which are composed of adjacent pixels with similar texture and color characteristics. This technology clusters pixels by using the similarity between them, and replaces a large number of pixels by a small number of super-pixels to express image features. Commonly used super-pixel segmentation algorithms include Graph-based method (Graph-based) [28], fast segmentation algorithm based on geometric flow (Turbo Pixels) [29], simple linear iterative clustering (SLIC) [30], etc.

Compared with other algorithms, SLIC has the advantages of good compatibility for gray-scale images, fast running speed, and compact super-pixels. It first transforms each pixel in the image into Lab space, then combines the three feature components \((l, a, b)\) and the space coordinates \((m, n)\) of Lab space into a five-dimensional vector \((l, a, b, m, n)\). Subsequently, a specified number of initial cluster centers are randomly generated within the five-dimensional vector space, and all pixels are clustered by K-means-like methods. All pixels in the same cluster constitute to a super-pixel. During the execution of SLIC, the distance from a pixel to the cluster center consists of two parts: the pixel distance \((D_c)\) and the spatial distance \((D_s)\):

\[
D = D_c + \lambda D_s, \lambda \in [0, 1]
\]  

where, the parameter \(\lambda\) is the distance weight. The larger the \(\lambda\) value, the larger the proportion of spatial distance, and the closer those pixels in the same super-pixel.

2.2. Hypergraph Clustering

The concept of hypergraph was first proposed by Claude Berg [31]. Compared with traditional graphs, hypergraphs can better reflect the complexity of spatial relationships between data. At present, hypergraph theory has been used in biology [32,33], image processing [34], pattern recognition [35,36], and so on.

A hypergraph is composed of vertices and hyperedges. Suppose the vertex set is a finite set \(V = \{v_1, v_2, \ldots, v_n\}\), and \(E = \{v'_1, v'_2, \ldots, v'_m\}\) is a subset cluster of \(V\) (or hypergraph), the hypergraph can be expressed as \(G = (V, E)\). Figure 1 shows an example with 8 vertices and 3 hypergraphs. Here, two ellipses and one line segment are hyperedges used to divide vertices. These hyperedges constitute three hypergraphs, namely, \(E_1 = \{v_1, v_2, v_3, v_5\}\), \(E_2 = \{v_3, v_5, v_6, v_8\}\), and \(E_3 = \{v_4, v_7\}\).

![Figure 1. An example of hypergraph.](image)

In addition to the above graphic representation, hypergraph can be represented by an incidence matrix. For a hypergraph containing \(n\) vertices and \(m\) hyperedges, the incidence matrix is an \(m \times n\)
matrix. Here, the rows correspond to the vertices of hypergraph, and the columns correspond to the hyperedges of hypergraph. The value of each element in the incidence matrix, \( A = (a_{ij}) \), is:

\[
a_{ij} = \begin{cases} 
1, & \text{if } v_i \in E_j \\
0, & \text{otherwise}
\end{cases}
\]  

Hypergraph clustering is similar to traditional graph clustering. Its basic idea is to divide the hypergraph repeatedly for reducing the correlation between subgraphs and improving the similarity between vertices within the same subgraph. Figure 2 shows the result of clustering the hypergraph in Figure 1, where the solid line is the result of the redivision, and the dotted line is the result of the original division. It can be seen that after redivision, the similarity between vertices in each subgraph becomes higher.

2.3. Artificial Bee Colony

ABC was proposed by Karaboga [37] by imitating the foraging behavior of bees. Compared with traditional evolutionary optimization techniques such as genetic algorithm, it has the advantages of fast convergence and easy implementation [38].

In ABC, a food source is abstracted as a solution of the optimized problem, and bees searching for food sources are divided into three parts: employed bees, onlooker bees, and scout bees. Employed bees search in the neighborhood of each food source. When a good food source is found, the food source will be used to replace the old one. When all employed bees have completed the search, they fly back to the hive, and some unemployed bees in the hive will turn into onlooker bees. Each onlooker bee selects a good food source with a certain probability, and searches in its neighborhood. If a food source has not been updated for a long time, its position will be initialized by a scout bee.

(1) Employed bee phase: The updated formula of employed bees is as follows:

\[
C_{x_{i,d}} = x_{i,d} + \varphi(x_{i,d} - x_{j,d})
\]  

where, \( i \) is the index value of the \( i \)-th food source, \( j (j \neq i) \) is the index value of a food source selected randomly; \( d \) is the \( d \)-th decision variable, \( \varphi \) is a random number within \([-1, 1]\), and \( C_{x_{i,d}} \) is the new position generated by the \( i \)-th employed bee.
(2) Onlooker bee phase: Each onlooker bee selects a good food source to search its neighborhood. Taking the \( i \)-th food source as an example, the probability that it is selected is:

\[
Pr_i = \frac{fit_i}{\sum_{j=1}^{N} fit_j}
\]  

(4)

\[
fit_i = \begin{cases} 
1 & f (x_i) + 1, \ f (x_i) \geq 0 \\
1 + |f (x_i)| & f (x_i) < 0 
\end{cases}
\]  

(5)

where, \( f() \) is the objective function, and \( N \) is the number of food sources. After selecting a food source by formula (4), an onlooker bee will search its neighborhood by using formula (3).

(3) Scout bee phase: If the fitness value of a food source has not been improved for \( \text{limit} \) iterations, it will be reinitialized as follows:

\[
x_{\text{new},d} = x_{\text{min},d} + \text{rand}(0, 1)(x_{\text{max},d} - x_{\text{min},d})
\]  

(6)

where, \( x_{\text{max},d} \) and \( x_{\text{min},d} \) are the upper and lower bounds of the \( d \)-th decision variable.

3. The Proposed Band Selection Algorithm

3.1. Framework of The Algorithm

In this paper, an unsupervised band selection problem is first transformed into a supervised band selection one by generating pseudo-labels. Figure 3 shows the framework of the proposed algorithm. Firstly, for the input original hyperspectral data, the noise filtering strategy based on grid division is used to delete irrelevant/noise bands. Secondly, the hypergraph evolutionary clustering method with less computational cost is introduced to classify similar pixels into the same category, and label all pixels. On the basis of these pseudo labels, the classification accuracy of a band subset can be calculated. Taking the classification accuracy as the objective function or performance indicator, finally, an evolutionary algorithm is used to optimize the function to find optimal band subset.

![Figure 3. The framework of the proposed algorithm.](image)

3.2. Noise Band Filtering Strategy Based on Grid Division

When labeling hyperspectral data, irrelevant or noise bands in the data seriously affect the accuracy of pseudo-labels. Figure 4 shows the grayscale images of the 120-th and 200-th bands in the data, Indian pines. It can be seen that the image in the 120-th band is clearer, while the noise of the 200-th band is serious. When labeling pseudo-labels, it is clear that the 200-th band will mislead labeling information. In view of this, this paper proposes grid division-based strategy to filter noise bands.
Figure 4. Grayscale image of Indian pines: (a) Grayscale image of the 120-th band; (b) grayscale image of the 200-th band.

In the proposed filtering strategy, firstly, the hyperspectral image is divided into $n \times n$ grids, and each grid is regarded as a sub-image. Following that, the value of sharpness $C_d$ of each band is calculated:

$$C_d(x_i) = \sum_{a=1}^{n \times n} \sum_{b=1, b \neq a}^{n \times n} A_{tra}(a, b)$$

subject to:

$$A_{tra}(a, b) = \text{mean}(|x_{i}^{a, \text{row}} - x_{i}^{b, \text{row}}|) + \text{mean}(|x_{i}^{a, \text{col}} - x_{i}^{b, \text{col}}|)$$

(7)

where, $x_i$ represents the $i$-th band, $x_{i}^{a, \text{row}}$ and $x_{i}^{a, \text{col}}$ represent the row vector and the column vector of gray values of the $a$-th sub-image after dividing the $i$-th band, respectively; mean is used to get the average of selected vector; $A_{tra}(a, b)$ reflects the difference in grayscale between the sub-images $a$ and $b$. Finally, according to the value of $C_d$, sort all the bands, and delete the last 10% of bands with lower sharpness.

Generally, the larger the value of $C_d$ of a band, the clearer the land-cover types represented by it. Taking Indian pines in Figure 4 as example, Figure 5 shows the grayscale images of the two bands after dividing 10 $\times$ 10 grids. It can be seen that the grayscale difference between the sub-images in the 112-th band is clearer after division. Furthermore, we select a band in every 60 bands after ranking all bands, Figure 6 shows the grayscale image of these selected bands for the data, Indian pines. We can see that as the values of $C_d$ decreases, the sharpness of the gray image decreases gradually.

Figure 5. Part band images of Indian pines after grid division: (a) Grid image of the 120-th band; (b) grid image of the 200-th band.
3.3. Pseudo-Label Generation with Hypergraph Evolutionary Clustering

Hypergraph clustering shows good performance in processing data with high-space complexity [39]. However, affected by the quality of initial hypergraph and the weight update method, traditional methods may divide the two vertices belonging to the same class but far apart into two classes. In view of this, this paper studies a hypergraph evolutionary clustering method to label pseudo-labels. Firstly, in order to reduce the computational cost of the clustering algorithm, a super-pixel segmentation method is introduced to select representative pixels. Then, taking these representative pixels as the vertices of the hypergraph, a multi-population ABC with global search capability is proposed to find the optimal combination of hyperedge, and then complete the clustering to hyperspectral pixels. Finally, based on the clustering results, the category of each pixel is labeled.

3.3.1. Super-Pixel Segmentation

Hyperspectral images contain a large number of pixels. If all pixels are used as hypergraph vertices, it will greatly increase the computational cost of the algorithm. In view of this, this paper uses the super-pixel segmentation method to select representative pixels to participate in the subsequent clustering method.

Generally, the SLIC algorithm needs to convert the RGB space of the original image into the Lab space. It has to use three band images to represent the image in the RGB space [30]. However, the number of bands in the hyperspectral image is far more than that of ordinary images. Therefore, three representative bands need to be selected from a large number of bands to generate Lab space images. For more accurate segmentation, the selected representative bands should describe the land-cover types of hyperspectral data to the greatest extent, so we choose the three most informative bands as representatives. The specific method is as follows:

Firstly, calculate the information entropy of all bands, and select the three bands with the largest information entropy to form the Lab image for super-pixel segmentation. Specifically, the information entropy of the \(i\)-th band is calculated as follows:

\[
H(x_i) = -\sum p(x_i) \log p(x_i)
\]

\[s.t. \quad p(x_i) = \frac{h(x_i)}{num} \quad (8)\]

where, \(H(x_i)\) is the grayscale histogram of the \(i\)-th band, and \(num\) is the total number of pixels in the band.

Following that, the Lab image is segmented using SLIC super-pixel segmentation method. Taking the data “Pavia University” as example, the segmented image is shown in Figure 7. It can be seen that after super-pixel segmentation, the number of super-pixel blocks is significantly smaller than that of original pixels. The super-pixel segmentation is mapped to all the band, and the center of each super-pixel block is selected as its representative pixel. The hypergraph clustering obviously reduces the number of pixels used, thereby significantly reduce the calculation cost.
3.3.2. ABC-Based Hypergraph Evolutionary Clustering

This section proposes a new hypergraph evolutionary clustering method. This method uses multiple populations to collaboratively search for multiple hypergraphs, where one population is responsible to search for one hypergraph. The hypergraph information is obtained through interaction between these populations. The purpose of interaction is to reduce the number of common vertices and isolated vertices, and guide different populations to search for different hypergraphs. Firstly, the encoding strategy and the optimization index used in the clustering method are given.

(1) Encoding strategy and optimization index

This paper uses a multi-population ABC algorithm to optimize hypergraphs, where the number of populations \( N \) is equal to or bigger than the number of hypergraphs to be optimized. The dimension of each individual or food source in all populations is equal to the number of vertices, and the binary encoding is used to describe the position of each food source, where “0” means that the current vertex is not selected, and “1” means that it is selected.

Hypergraph clustering usually uses an affinity matrix to calculate the weights of hyperedges. Common indicators used to describe the affinity of data include Euclidean distance, cosine distance, etc. However, it is difficult for these indicators to accurately judge the similarity between data when dealing with high-dimension data. Focused on this, the reference [40] gives a correlation index to measure the similarity between selected bands. Considering the \( i \)-th and \( j \)-th vertices, \( a_i \) and \( a_j \), in the hypergraph, their affinity value is as follows:

\[
R(a_i, a_j) = \frac{\text{mean}(a_i \cdot a_j) - \text{mean}(a_i) \times \text{mean}(a_j)}{\sqrt{\text{mean}(a_i \cdot a_i) - \text{mean}^2(a_i)} \sqrt{\text{mean}(a_j \cdot a_j) - \text{mean}^2(a_j)}}
\]  

where, \( a \cdot b \) represents the dot product between \( a \) and \( b \).

For a hypergraph containing \( l \) vertices, the affinity values between all vertices are calculated in turn. On the basis of their mean value, the hyperedge weight of the hypergraph \( w \) can be determined. Since the hypergraph clustering method needs to maximize the weight of the hyperedge of each hypergraph, the weight of the hyperedge of the \( k \)-th hypergraph is used as the objective function, which is optimized by the \( k \)-th population:

\[
\max f_k = w_k = \frac{1}{l(l-1)} \sum_{i=1}^{l} \sum_{j=i+1}^{l} R(a_i, a_j)
\]

(2) Multi-population coordination strategy

In the proposed algorithm, one population is only used to search one hypergraph. To prevent multiple populations from searching for the same hypergraph, this section proposes a multi-population coordination strategy to remove common vertices and isolated vertices. After each iteration of
ABC, each population selects the optimal solution obtained so far, noted by $p_i, \best, i = 1, 2, \cdots, N$. This optimal solution is the optimal hypergraph obtained by the population so far. Based on this, the $N$ populations can get $N$ hypergraphs. Then, common vertices and isolated vertices are identified from all $N$ hypergraphs, and are re-assigned to a unique hypergraph. The specific strategy is as follows:

**Case 1**: Isolated vertices

An isolated vertex is the one not included in any existing hypergraphs. The strategy of dealing with an isolated vertex is as follows: firstly, calculate the hyperedge weight of each existing hypergraph, and record the hyperedge weight of the $i$-th hypergraph as $w_i(0)$. Secondly, allocate the isolated vertex to all hypergraphs respectively, and re-calculate their hyperedge weights. The new hyperedge weight of the $i$-th hypergraph is recorded as $w_i(1)$. Then, compare the difference, $\Delta w_i = w_i(1) - w_i(0)$, $i = 1, 2, \cdots, N$, and determine the hypergraph with the maximum difference, note the maximum difference by $\Delta w_{\max}$. When $\Delta w_{\max} > 0$, allocate the isolated vertex into the hypergraph with the largest difference.

Taking the case of 4 populations as the example, Figure 8 illustrates the process of dealing with isolated vertices. Figure 8a shows the hypergraph obtained by the 4 populations after iterations, namely, $p_i, \best, i = 1, 2, 3, 4$. We can see that the second and fourth vertices are not selected by any hypergraph (their corresponding values are all 0), so they are isolated vertices. Supposing that the hyperedge weight of $p_{2, \best}$ achieves the most improvement when adding the isolated vertex $v_2$, then $v_2$ is only inserted into $p_{2, \best}$, that is, $p_{2, \best}(v_2) = 1$. However, the weights of all hyperedges are not improved by adding $v_4$, so we do not do anything about it.

![Figure 8](image_url)

**Case 2**: Common vertices existing in multiple hypergraphs

A common vertex is the one that appears in multiple hypergraphs at the same time. For each common vertex found, firstly, find all the hypergraphs containing it, and calculate their hyperedge weights, denoted by $w_i(0), i = 1, 2, \cdots, N$. Secondly, remove the common vertex from these hypergraphs, and re-calculate the hyperedge weights of these hypergraphs, denoted by $w_i(1), i = 1, 2, \cdots, N$. Next, calculate the attenuation degree of each hypergraph before and after removing the common vertex, $\Delta w_i = w_i(0) - w_i(1), i = 1, 2, \cdots, N$; following that, find the hypergraph with the greatest attenuation, denoted by the $k$-th hypergraph. When $\Delta w_k > 0$, put the common vertex back to the $k$-th hypergraph; Otherwise, it is completely removed from all the hypergraphs, and becomes an isolated vertex.

Figure 9a shows the hypergraphs obtained by the 4 populations. It can be seen that the vertex $v_1$ is selected by three hypergraphs at the same time, the vertex $v_3$ is selected by two hypergraphs at the same time, so they are common vertices. Supposing that the hyperedge weight of $p_{1, \best}$ gets the maximum attenuation after the vertex $v_1$ is deleted, the vertex remains in $p_{1, \best}$, but is deleted...
from $p_{2,\text{best}}$ and $p_{4,\text{best}}$. After deleting the vertex $v_3$ from $p_{3,\text{best}}$ and $p_{4,\text{best}}$, their hyperedge weights all become better; that is, their attenuation values are all less than 0. Therefore, the vertex $v_3$ needs to be completely deleted from the two hypergraphs, and becomes an isolated vertex.

![Hypergraph](image)

**Figure 9.** The processing method of common vertices: (a) Hypergraph obtained at the current iteration; (b) hypergraph after processing common vertices.

After the above operations, if the optimal hypergraph of a population ($p_{i,\text{best}}$) is updated, and the hyperedge weight of the updated hypergraph ($p'_{i,\text{best}}$) becomes big, $p'_{i,\text{best}}$ will be used to replace the worst food source in the population; otherwise, delete $p'_{i,\text{best}}$.

(3) Steps of the proposed hypergraph evolutionary clustering algorithm

Based on the above work, Algorithm 1 gives the detailed steps of the proposed hypergraph evolutionary clustering based on ABC. Firstly, initialize the parameters of SLIC, and normalize the data to 0-255 (Line 1); secondly, use the method proposed in Section 3.2 to remove noise and irrelevant bands (Line 2); next, use the super-pixel segmentation technology to divide the image into multiple super-pixel blocks, and select the center of each super-pixel block as its representative (Line 3); then, using selected super-pixel centers as the super-vertices, and the proposed multi-population ABC is implemented to search the $N$ optimal hypergraphs (Lines 6–13). Here, iter0 represents the current iterations, and maxiter0 represents the maximum iterations of the algorithm.

Furthermore, inspired by the idea of particle swarm optimization, an optimal solution guided update strategy is proposed to improve the search speed of employed bee:

$$p_{i,\text{new}} = p_{i,\text{best}} + \varphi_1 (p_{i,r1} - p_{i,r2})$$

(11)

where, $p_{i,\text{new}}$ is the position of a food source in the $i$-th population, $p_{i,\text{best}}$ is the optimal food source in the population, $p_{i,r1}$ and $p_{i,r2}$ are two random food sources in the $i$-th population, $r1 \neq r2$. In the phases of onlooker bees and scout bees, traditional methods are still used to update the positions of food sources.
Algorithm 1: The proposed hypergraph evolutionary clustering based on ABC, HC-ABC.

**Input:** Hyperspectral image data, \( X \);

**Output:** Optimal solution set, \( \{ p_{i, \text{best}} | i = 1, 2, \ldots, N \} \);

1. Initialize the parameters of SLIC, and normalize the \( X \) to 0-255;
2. Filter out irrelevant or noise bands by the method in Section 3.2;
3. Execute the method in Section 3.3.1 to get the super-pixel centers;
4. Initialize the parameters of ABC, and randomly initialize the \( N \) populations;
5. **While** (\( \text{iter} < \text{max}_{\text{iter}} \))
6. **For** \( i = 1 : N \)
   - Simultaneously update the food sources in the \( N \) populations.
7. Calculate the fitness value of each food source in the population by formula (10), and find the optimal solution, \( p_{i, \text{best}} \);
8. Employed bee phase: Update all the food sources by formula (11);
9. Onlooker bee phase: Update the selected food sources by formula (3);
10. Scout bee phase: Reinitialize the stagnant food sources by formula (6);
11. **End for**
12. Execute the multi-population coordination strategy, update the \( p_{i, \text{best}} \) of each population;
13. \( \text{iter} = \text{iter} + 1; \)
14. **End while**
15. Output the \( p_{i, \text{best}}, i = 1, 2, \ldots, N \) obtained by every population.

### 3.3.3. Generation of The Pseudo-Labels

By Algorithm 1, all super-pixel vertices can be divided into \( h \) optimal hypergraphs. Here, a hypergraph is recorded as one category, so we can obtain \( h \) categories. Since each vertex used in hypergraph clustering is the pixel center of a super-pixel, all pixels in the same super-pixel have the same class label with its pixel center.

### 3.4. ABC-Based Supervised Band Selection Algorithm

After generating pseudo-labels using Section 3.3, an unsupervised band selection problem is transformed into a supervised one. According to the generated pseudo-labels, this paper takes the classification accuracy of band subset as the objective function to be optimized, and ABC is used to find the optimal band subset. The expression of the objective function is as follows:

\[
\max F = OA(V) + AA(V) \tag{12}
\]

where, \( V \) is a band subset, \( OA \) represents the ratio of correct classification pixels to all pixels under the current band subset, \( AA \) represents the average of the ratio of correct classification pixels in each category under the current band subset. Now scholars have proposed many typical classifiers, such as SVM, KNN, Bayes, etc. Since this paper focuses mainly on the process of band selection, without loss of generality, this paper uses the most commonly used KNN to predict the category of a pixel.

When using ABC to optimize the problem (12), the binary encoding is used to represent the position of food source. A food source corresponds to a subset of bands. For the \( j \)-th element of a food source, "1" means the \( j \)-th band is selected; otherwise, not selected. The employed bees use the formula (11) to update the position of food source, and the onlooker bees and scout bees still use the formulas in Algorithm 1. The final optimal food source obtained by ABC is the best band subset, \( \text{Best} \).

After obtaining \( \text{Best} \), furthermore, this paper uses the max-relevance and min-redundancy (mRMR) to generate a band subset of specified size from \( \text{Best} \):

\[
mRMR = \max_{b_j \in B/S_{m-1}} \left[ I(b_j; Y) - \frac{1}{m-1} \sum_{b_i \in S_{m-1}} I(b_j; b_i) \right] \tag{13}
\]

where, \( I(b_j; Y) \) represents the mutual information between the band \( b_j \) and the pseudo-labels \( Y \), \( I(b_j; b_i) \) represents the mutual information between the bands \( b_j \) and \( b_i \); \( S_{m-1} \) represents the set of selected bands, and \( B/S_{m-1} \) represents the set of unselected bands.
In order to express the proposed band selection algorithm clearly, its detailed implement steps are described as follows:

**Step 1**: Input and normalize the hyperspectral data to be processed; initialize related parameters including the population size, the maximum number of iterations, the number of super-pixel blocks, the proportion of spatial distance, the threshold of segmentation image gradient, and so on.

**Step 2**: Implement the noise band filtering strategy based on grid division in Section 3.2 to delete those noise bands.

**Step 3**: Generate pseudo-labels for all the remaining bands by using the proposed hypergraph evolutionary clustering method in Section 3.3.

**Step 4**: Implement the supervised band selection algorithm based on ABC to find the optimal band subsets, as follows:

**Step 4.1**: Initialization. Randomly generate the positions of \( FN \) food sources within the search space. This paper uses the binary encoding to represent the position of a food source. Taking a food source as example, its expression is as follows.

\[
X = (x_1, x_2, ..., x_D), \quad x_i \in \{0, 1\}
\]  

where \( x_i = 1 \) indicates the \( i-th \) band is selected into the band subset; otherwise, it is not.

**Step 4.2**: Calculate the fitness value of each food source by formula (12), and determine the best optimal solution \( p_{best} \) from the current population.

**Step 4.3**: Employed bee phase: Use formula (11) to update employed bees; calculate the fitness values of each new position by formula (12). If the new position of an employed bee is superior to its corresponding food source, the food source is replaced by the new position.

**Step 4.4**: Onlooker bee phase: Calculate the follow probability of each food source; select a food source for each onlooker bee according to these probability values, then update the positions of onlooker bees according to formula (3). Next, calculate the fitness values of each new position by formula (12). If the new position of an onlooker bee is superior to its corresponding food source, the food source is replaced by the new position.

**Step 4.5**: Scout bee phase: If a food source cannot be improved after the \( Limit \) iterations, its associated onlooker bee becomes a scout bee. The position of scout bee is randomly initialized.

**Step 4.6**: Determine the best optimal solution \( p_{best} \) from the current population.

**Step 4.7**: Whether the maximum iteration time is satisfied. If yes, stop and output \( p_{best} \); otherwise, return to Step 4.3.

### 3.5. Algorithm Complexity

The computational complexity of the proposed HC-ABC algorithm mainly consists of three phases, i.e., the super-pixel segmentation, the hypergraph evolutionary clustering, and the band selection based on ABC.

In the phase of super-pixel segmentation, the clustering algorithm runs the basic operator \( O(\text{Iter} \times NL \times S) \) times, where \( NL \) is the number of super-pixel blocks, \( \text{Iter} \) is the iteration times, and \( S \) is the neighborhood scale of each class of SLIC.

In the phase of hypergraph evolutionary clustering, the calculation complexity mainly focuses on the evaluation of candidate solutions. Here, the complexity of evaluating a single solution is \( O(NL^2) \). Therefore, the complexity of this operator is \( O(3C \times NC \times D^2) \), where \( C \) is the number of land-cover types in a dataset, \( NC \) is the number of candidate solutions to be evaluated.

In the phase of band selection, the calculation cost mainly focuses on implementing the classifier. We evaluate each individual through the classifier KNN in this paper. The complexity of KNN is \( O(D \times Tr \times Ts) \), where \( D \) is the dimension of data, \( Tr \) is the number of training samples, and \( Ts \) is the number of test samples. Therefore, the computational complexity of this phase is \( O(NP \times D \times Tr \times Ts) \), where \( NP \) is the population size.
For hyperspectral image data, $Tr$ and $Ts$ are much larger than other parameters. Therefore, the computational complexity of HC-ABC is $O(NP \times D \times Tr \times Ts)$.

4. Experiment and Analysis

This section analyzes the effectiveness of the proposed HC-ABC algorithm through experiments.

4.1. Experiment Preparation

The experiments are divided into two parts. The first part is to verify the effectiveness of the proposed hypergraph evolutionary clustering method by comparing it with two typical clustering algorithms. In the second part, the proposed HC-ABC algorithm is compared with six existing band selection algorithms to verify its effectiveness. The selected comparison algorithms include two cluster-based algorithms (Waludi [41] and SNNCA [42]), two rank-based algorithms (ER [43] and MVPCA [44]), and two evolutionary optimization-based algorithms (MI-DGSA [45] and ISD-ABC [46]).

Waludi uses a layer-by-layer clustering strategy to group bands, and uses the divergence as a criterion to measure the correlation between bands. SNNCA introduces a clustering strategy based on Shared Near Neighbors, and combines the information entropy and correlation to select representative bands from clustering results. ER calculates the information entropy of each band, and selects a number of bands with the largest information entropy to form the band subset. MVPCA estimates the priority of each band through the load factor, and sorts all the bands according to the priority. MI-DGSA uses Maximum Information and Minimum Redundancy (MIMR) as an indicator to search for optimal band subset by a discrete gravitational search algorithm. ISD-ABC is an artificial bee colony algorithm based on subspace decomposition.

Three important indexes are used to evaluate the performance of an algorithm. They are overall accuracy (OA), average accuracy (AA), and Kappa coefficient (KC). Formula (12) shows the definitions of OA and AA, where OA can describe the global classification performance of an algorithm, while AA can reflect the classification performance of each category. KC is used to describe the consistency between the classification result obtained by an algorithm and the real categories.

In order to reduce the evaluation bias of classifier on the performance of algorithm, three widely used classifiers are selected, i.e., Random Forest (RAF), SVM, and KNN. In Random Forest, the number of trees is set to be 50, and other parameters are set to be their default values. In SVM, we use a pair of all-in-one methods to deal with the multi-classification problem, and chose the radial basis as the kernel function, whose corresponding parameters are determined by the 50% cross validation method. In KNN, the number of nearest neighbors is set to be 3. In all experiments, 20% samples of each category are randomly selected as training samples, and the remaining samples are used as test samples.

4.2. Data Description

The first dataset is Indian Pines. The dataset contains 220 bands, with wavelengths ranging from 400 to 2500 nanometers, and each band image is made up of 145 pixels. The dataset contains 16 types of land-cover, and the grayscale image is shown in Figure 10. The white part in the figure is the land-cover type that has been marked.

The second dataset is Pavia University, belonging to the urban environment. The dataset is composed of 115 bands, each band image is made up of 610 pixels. It includes 9 land-cover types, and the grayscale image is shown in Figure 11. The white part in the figure is the land-cover type that has been marked.

The third dataset is Salinas, captured from the sky above Salinas Valley. It is made up of 224 bands, each band image is made up of 512 pixels. It includes 16 land-cover types, and the grayscale image is shown in Figure 12. The white part in the figure is the land-cover type that has been marked.
4.3. Analysis of Parameters

The proposed algorithm includes three parts, i.e., the super-pixel segmentation, the hypergraph evolutionary clustering, and the band selection.

In phase of super-pixel segmentation, there are three key parameters in SLIC, i.e., the number of super-pixel blocks, the proportion of spatial distance, and the threshold of segmentation image gradient $\theta$. We set different values for the three parameters, and run the proposed band selection algorithm on the Indian Pines dataset. According to the results of classification experiment, we found that the proposed algorithm is less sensitive to the spatial distance proportion. Therefore, this paper still uses the value suggested in [47].

For the other two parameters, Figures 13 and 14 show the classification accuracy curves obtained by the proposed algorithm with different parameter values. From Figure 13, we can see that the classification accuracy gradually improves when the number of super-pixel blocks increases from 50 to 100. However, when the number of super-pixel blocks is greater than 100, the rising speed of the OA value decreases significantly. On the other hand, the running time of the algorithm will increase as the number of super-pixel blocks increases. In order to compromise the above two points, we set the number of super pixel blocks to 100 in the experiments.
From Figure 14, we can see that the OA value obtained by the algorithm is the largest when the segmentation image gradient threshold $\theta = 0.01$. This conclusion is the same as the recommended value in [47]. Therefore, we still use the value of $\theta = 0.01$.

The key parameters used in the other two parts include the size of population used by evolutionary clustering, $NC$, and the size of population used by band selection, $NP$. Tables 1 and 2 show the classification accuracy curves obtained by the proposed algorithm with different $NC$ and $NP$ values, respectively. From Table 1, we can see that the OA value of the proposed algorithm increases as the population size $NC$ increases. When the value of $NC$ is greater than 20, the OA value has no obvious change. Therefore, we set $NC = 20$ in the proposed algorithm. From Table 2, we can see that similar to $NC$, the evolutionary algorithm can find the global optimal solution when $NP = 50$. Therefore, we set $NP = 50$ in the proposed algorithm.

In addition, for a fair comparison, the proposed algorithm and the two comparison algorithms (MI-DGSA and ISD-ABC) all set the same maximum iteration times, 200.

<table>
<thead>
<tr>
<th>Number of $NC$</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>OA %</td>
<td>73.374</td>
<td>74.465</td>
<td>75.132</td>
<td>75.653</td>
<td>75.680</td>
<td>75.700</td>
<td>75.665</td>
<td>75.662</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of $NP$</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>b</th>
<th>60</th>
<th>70</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>OA %</td>
<td>72.992</td>
<td>73.742</td>
<td>74.563</td>
<td>75.3463</td>
<td>75.678</td>
<td>75.669</td>
<td>75.672</td>
<td>75.681</td>
</tr>
</tbody>
</table>
4.4. Analysis on the Hypergraph Evolutionary Clustering

In order to verify the effectiveness of the proposed hypergraph evolutionary clustering method, this section selects two different types of clustering algorithms as the comparison method. K-mean is a very representative method in decentralized clustering technologies, and it has a wide range of applications in many fields. The layer-by-layer clustering is the most commonly used one in structural clustering technologies. Due to its strong universality and good clustering performance, we choose it as another comparison algorithm. In addition, they are both suitable for processing large-scale data such as hyperspectral data.

For convenience, the HC-ABC using K-mean clustering called K-mean-ABC, and the HC-ABC using layer-by-layer clustering called LBL-ABC. Figures 15–17 show the OA values of band subsets obtained by the three algorithms with the three classifiers.

For the Indian Pines, it can be seen from Figure 15 that the results of HC-ABC all are significantly better than that of LBL-ABC and K-mean-ABC under the three classifiers. Specifically: (1) For the classifiers KNN and SVM, when the number of selected bands is less than 11, the OA value of HC-ABC is about 5% higher than that of LBL-ABC and K-mean-ABC. With the increase of the number of selected bands, the difference in the OA value between HC-ABC and the two comparison algorithms gradually decreases, but HC-ABC is still about 2% higher than the two comparison algorithms. (2) For the classifier RAF, when the number of selected bands is less than 9, the OA value of HC-ABC is significantly higher than that of LBL-ABC and K-mean-ABC; with the increase of the number of selected bands, the difference in the OA value between HC-ABC and LBL-ABC decreases. The OA value of HC-ABC is still about 2% higher than that of K-mean-ABC. (3) Considering the three classifiers comprehensively, the fluctuation degree of the OA values obtained by HC-ABC is significantly smaller than that of LBL-ABC and K-mean-ABC, as the number of selected bands increases.

For the Pavia University, it can be seen from Figure 16 that: (1) When the number of selected bands is low, the OA value of HC-ABC is slightly smaller than that of LBL-ABC; however, when the number of selected bands is greater than 30, the OA values of HC-ABC on the three classifiers are about 4% higher than those of LBL-ABC and K-mean-ABC. In addition, when the number of selected bands is between [7, 30], for the classifiers KNN and SVM, the OA values of HC-ABC are about 1% higher than that of LBL-ABC, and about 2% higher than that of K-mean-ABC; for the classifier RAF, HC-ABC, and LBL-ABC get similar OA values, and their values are about 2% higher than that of K-mean-ABC.

For the Salinas, it can be seen from Figure 17 that for the three classifiers, the OA values of HC-ABC all are significantly higher than that of LBL-ABC and K-mean-ABC. Specifically: (1) When the classifiers KNN and RAF are used, the OA values of HC-ABC are about 2% higher than that of K-mean-ABC and about 4% higher than that of LBL-ABC. (2) When using the classifier SVM, the OA value of HC-ABC is higher than that of K-mean-ABC. When the number of selected bands is greater than 30, the OA value of LBL-ABC has been greatly improved; in particular, when the numbers of selected bands are 34 and 35, the OA values of LBL-ABC are slightly higher than that of HC-ABC.

**Figure 15.** The OA values obtained by K-mean-ABC, HC-ABC, and LBL-ABC on Indian Pines.
Overall, compared with the two existing clustering methods, the proposed hypergraph clustering can help the proposed band selection algorithm to obtain better results, so it is an effective strategy to generate pseudo-label for hyperspectral images.

4.5. Comparison Results

4.5.1. Comparison on the Classification Performance

This experiment compares HC-ABC with 6 existing band selection algorithms, i.e., Waludi, SNNCA, ER, MVPCA, ISD-ABC, and MI-DGSA. Figures 18–20 show the average OA and AA values obtained by the seven algorithms. For fairness, the number of bands when all the algorithms are relatively stable is used to calculate their AA values. Specifically, the number of bands is set to be 30 in this paper.

For the Indian Pines, it can be seen from Figure 18 that HC-ABC achieved better OA and AA values when using 3 classifiers. Specifically: (1) For the classifier KNN, when the number of selected bands is between 3–9, the OA values of HC-ABC are slightly lower than that SNNCA, but significantly higher than that of the other 5 comparison algorithms; with the increase of the number of selected bands, the OA values of HC-ABC are significantly higher than that of all the comparison algorithms. (2) For the classifiers RAF and SVM, HC-ABC, and SNNCA have similar OA values, which are significantly better than the other 5 comparison algorithms; when the number of selected bands is 17–30, the OA values of HC-ABC are significantly better than that of SNNCA. (3) When using the classifiers KNN and RAF, the AA values of HC-ABC are significantly higher than that of the six comparison algorithms; when using the classifier SVM, HC-ABC and Waludi achieved similar AA values. Th reason may be that the band subset of 30 bands is not the best result of HC-ABC.
Figure 18. The results obtained by HC-ABC and the 6 comparison algorithms on Indian Pines.

Figure 19. The results obtained by HC-ABC and the 6 comparison algorithms on Pavia University.

For the Pavia University, it can be seen from Figure 19 that the OA values of HC-ABC show the same trend when the three classifiers are used, which is better than the six comparison algorithms in most cases. Specifically: (1) When using the KNN classifier, the OA value of HC-ABC is significantly better than that of the 6 comparison algorithms, except for part special number of bands. (2) For the
classifier RAF, when the number of selected bands is less than 6, the OA values of HC-ABC are slightly lower than that of SNNCA and MVPCA, but still higher than that of the other four comparison algorithms; when the number of selected bands is greater than 6, the OA values of HC-ABC have been significantly improved compared with other comparison algorithms. (3) When using the classifier SVM, the OA value of HC-ABC is slightly lower than that of SNNCA or MVPCA for part special numbers of band; however, for other cases, the results of HC-ABC are better than that of all the 6 comparison algorithms. (4) In addition, the AA values of HC-ABC on the three classifiers are higher than that of all the 6 comparison algorithms.

For the Salinas, it can be seen from Figure 20: (1) In most cases, the OA values of HC-ABC are significantly higher than that of the other comparison algorithms. Specifically, when the number of selected bands is small, the OA values of HC-ABC are lower than that of SNNCA or MVPCA; however, with the increase of the number of bands, the OA values of HC-ABC are significantly better than that of the other 6 comparison algorithms. (2) When using the classifiers KNN and RAF, the AA values of HC-ABC are significantly higher than that of the other 6 comparison algorithms. When using the classifier SVM, the AA values of HC-ABC and Waludi are very close, but their OA values are significantly better than that of Waludi. The possible reason is that the band subset selected by HC-ABC has a high classification accuracy for land-cover types with more samples, but has a low classification accuracy for land-cover types with small samples.

In order to compare the classification performance of each algorithm better, Table 3 lists the average and variance of classification accuracy of all band subsets obtained by each algorithm. In addition to the OA and AA indexes, the KC indicator has also been used. It can be seen from Table 3 that HC-ABC obtained the best average classification accuracy on all datasets. Taking Indian Pines as example, when the KNN classifier is used, the average values of HC-ABC on the three indexes are 0.7302, 0.6520, and 0.6908, respectively, while the maximum values obtained by the other six algorithms are 0.7084, 0.6394, and 0.6669, respectively.
Table 3. The average performance values of the 7 algorithms on all the three data sets.

<table>
<thead>
<tr>
<th>Data</th>
<th>Algorithms</th>
<th>KNN</th>
<th>MAF</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OA</td>
<td>AA</td>
<td>KC</td>
<td>OA</td>
</tr>
<tr>
<td>Waludi</td>
<td>0.7679</td>
<td>0.6232</td>
<td>0.6297</td>
<td>0.7057</td>
</tr>
<tr>
<td></td>
<td>±0.0096</td>
<td>±0.0679</td>
<td>±0.0684</td>
<td>±0.0435</td>
</tr>
<tr>
<td>ER</td>
<td>±0.0656</td>
<td>±0.0678</td>
<td>±0.0761</td>
<td>±0.0668</td>
</tr>
<tr>
<td>MI-DGSA</td>
<td>±0.0273</td>
<td>±0.0283</td>
<td>±0.0313</td>
<td>±0.0303</td>
</tr>
<tr>
<td>ISD-ABC</td>
<td>±0.6215</td>
<td>±0.5657</td>
<td>±0.5666</td>
<td>±0.6563</td>
</tr>
<tr>
<td>MVPCA</td>
<td>±0.6916</td>
<td>±0.6415</td>
<td>±0.6467</td>
<td>±0.7098</td>
</tr>
<tr>
<td>SNNCA</td>
<td>±0.7084</td>
<td>±0.6394</td>
<td>±0.6669</td>
<td>±0.7198</td>
</tr>
<tr>
<td>HC-ABC</td>
<td>±0.7062</td>
<td>±0.6520</td>
<td>±0.6908</td>
<td>±0.7275</td>
</tr>
</tbody>
</table>

Table 4. The results of t-test on the seven algorithms.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Waludi</th>
<th>ER</th>
<th>MI-DGSA</th>
<th>ISD-ABC</th>
<th>MVPCA</th>
<th>SNNCA</th>
<th>HC-ABC</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>RAF</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>≈</td>
<td>+</td>
</tr>
<tr>
<td>SVM</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>≈</td>
<td>+</td>
</tr>
</tbody>
</table>
It can be seen that, in most cases, the results obtained by HC-ABC are significantly better than that of the other six comparison algorithms. When using the classifiers RAF and SVM, the t-test test results show that there is no significant difference between SNNCA and HC-ABC; when using the classifier SVM, the Post-hoc test results show that the performance of SNNCA are significantly better than that of HC-ABC. All these results indicate that the proposed HC-ABC is a highly competitive algorithm to deal with hyperspectral band selection problems.

Table 5. The results of Post-hoc on the seven algorithms.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Waludi</th>
<th>ER</th>
<th>MI-DGSA</th>
<th>ISD-ABC</th>
<th>MVPCA</th>
<th>SNNCA</th>
<th>HC-ABC</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>\</td>
</tr>
<tr>
<td>RAF</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>≈</td>
<td>+</td>
<td>\</td>
</tr>
<tr>
<td>SVM</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>\</td>
</tr>
</tbody>
</table>

5. Conclusions

For the problem of unsupervised band selection, this paper studied a pseudo-label guided artificial bee colony algorithm. Both the proposed noise filtering mechanism with grid division and the proposed hypergraph evolutionary clustering method obviously improve the quality of generated pseudo-labels. The introduced ABC-based supervised band selection algorithm significantly improves the classification accuracy of selected bands. The proposed band selection algorithm was compared with 6 existing algorithms (Waludi, SNNCA, ER, MVPCA, MI-DGSA, and ISD-ABC), and experimental results showed that it is superior to these comparison algorithms in term of three classification indicators in most cases.

Since needing to use the classification accuracy to evaluate new solutions repeatedly, the proposed algorithm in this paper has a relatively high computation cost. How to use marching learning technologies to reduce its computation cost is a key issue for our future research. In addition, how to design a more effective supervised band selection algorithm is another key issue to be studied.
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