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1. Introduction

The aim of this paper is to derive closed-form expressions for the joint Laplace transform of the running maximum and minimum of a diffusion-type process stopped at the first time at which the associated drawdown or drawup process hits a constant level before an independent exponential random time. It is assumed that the coefficients of the diffusion-type process are regular functions of the current values of its running maximum and minimum. The proof is based on the solution to the equivalent inhomogeneous ordinary differential boundary-value problem and the application of the normal-reflection conditions for the value function at the edges of the state space of the resulting three-dimensional Markov process. The result is related to the computation of probability characteristics of the take-profit and stop-loss values of a market trader during a given time period.
The joint Laplace transform of the first time at which a Brownian motion with linear drift hits a given drawdown value and the running maximum stopped at the same time was computed by Taylor (1975). The joint distribution of the same random variables was obtained by Lehoczky (1977). The mean value and the density of the maximum drawdown of a Brownian motion with linear drift were explicitly derived by (Douady et al. 2000; Magdon-Ismail et al. 2004), respectively. More recently, Pospisil et al. (2009) computed the probability of the event that the drawdown of a one-dimensional diffusion reaches a fixed value occurs before the drawup of the same process reaches another fixed value. Mijatović and Pistorius (2012) obtained the distribution laws of the first-passage times of spectrally positive and negative Lévy processes over constant levels and derived explicit expressions for several related characteristics for the drawdowns and drawups in those models. An extensive overview of various probabilistic and practically applied aspects of drawdowns such as the speed of market crashes and others was recently provided in the monograph of Zhang (2018).

The diffusion-type processes can be considered as immediate generalisations of the diffusion processes particularly arising in the so-called local volatility models introduced by Dupire (1997), where the local drift and diffusion coefficients depend only on the running value of the original process. Other generalisations of the original processes with diffusion coefficients depending on the running values of the initial processes and their running minima were constructed by Forde (2011) for given joint laws of the terminal level and supremum at an independent exponential time (see also Forde et al. 2013; Zhang 2014) for other important probability characteristics of processes of such type. The valuation functional equations for general functional path-dependent volatility models were derived in (Cont and Fournié 2013; Fournié 2010), who also considered the sensitivity analysis of path-dependent financial derivative securities. Henry-Labordère (2009) and Ren et al. (2007), among others, considered the option pricing and calibration problems in models of stochastic interest rates and volatility based on diffusion-type processes with tractable path-dependent coefficients.

Optimal stopping problems for running maxima of some diffusion processes were studied by (Jacka 1991; Dubins et al. 1993; Peskir 1998; Peskir and Shiryaev 2006, chp. V) among others. Discounted optimal stopping problems for certain payoff functions depending on the current values of the running maxima of geometric Brownian motions were initiated by (Shepp and Shiryaev 1993, 1994) and then taken further by (Pedersen 2000; Guo and Shepp 2001; Guo and Zervos 2010, Glover et al. 2013; Rodosthenous and Zervos 2017) among others. Moreover, Peskir (2012, 2014) studied optimal stopping problems for three-dimensional Markov processes having the initial diffusion process as well as its maximum and minimum as state space components. Other three-dimensional optimal stopping problems for continuous Markov processes of such type were studied in (Gapeev and Rodosthenous 2014, 2016) among others. The main feature of the resulting optimal stopping problems and their equivalent free-boundary problems was the application of the normal-reflection conditions for the value functions at the edges of the multi-dimensional state spaces to derive systems of first-order nonlinear ordinary differential equations for the optimal stopping boundaries depending on the current values of the running extremal processes. Optimal stopping problems for diffusion and spectrally negative Lévy processes on random time intervals were considered in (Carr 1998; Avram et al. 2004; Agarwal et al. 2016) among others. It turned out that the resulting value functions and optimal stopping boundaries in models with exponentially distributed time horizons independent of the underlying processes are analytically more tractable than those obtained in models with fixed time horizons. Other optimal stopping problems for exponentially distributed time horizons which are dependent of the underlying Lévy process were recently considered in Rodosthenous and Zhang (2018).

Glattfelder et al. (2011) suggested a new paradigm, the directional changes, that summarises the price dynamics in the financial market. Unlike interval based summary along the physical time, the new paradigm summarizes the price movements along the intrinsic time scale of the market that is driven by the events in the market. The events in the market are identified by the a priori defined significant percentage of price moves known as thresholds. For a given threshold, the price movements are summarised by identifying the local price extremes from where there has been a percentage drop
(or rise) in price that accedes the threshold. The process of price drop (or rise) from a local price extreme to the point where the price is dropped (risen) by the threshold is defined as directional change event. The price movement that continues after directional change event in the same direction beyond the threshold is considered as overshoot. Roughly speaking, directional changes and overshoots summarise the upward or downward trends in the market according to the prescribed thresholds. It is obvious that the summary of the directional changes is depending on the selected threshold. Using the high frequency foreign exchange data, in Glattfelder et al. (2011) scaling laws were demonstrated in intrinsic times for the variables like average times that are taken for directional changes, event thresholds, average overshoots, etc. The authors of Glattfelder et al. (2011) have identified 12 scaling laws across 13 currency pairs that are consistent over varying time intervals. The scaling laws throw light on market physics of moving prices. Each scaling law encapsulates certain stylised facts of the market. The scaling law that describes the relationship between the directional change and overshoot sections of the total price move has drawn quite a lot of attention. Even though the empirical evidence of the scaling laws is demonstrated in the literature (see, e.g., Bakhach et al. 2018; Bakhach et al. 2018; Tsang et al. 2017), the required theoretical framework is not developed yet. We believe that the present work on first hitting times for drawdowns and drawups on diffusion-type processes on random time horizons throws light on the underlying theoretical aspects of the scaling laws that are presented in financial data.

The paper is organised as follows. In Section 2, we introduce the setting and notation of the model with a three-dimensional continuous Markov process, whose state space components are the original process and its running maximum and minimum processes. We define the value function of the joint Laplace transform of the first time to a fixed drawdown occurring before the first time of a fixed drawup and an independent exponential time together with the running maximum and minimum processes stopped at the earliest of those times. In Section 3, we obtain a closed-form solution to the associated inhomogeneous ordinary differential boundary-value problem and show that the value function represents a linear combination of the solutions to the systems of first-order partial differential equations which arise from the application of the normal-reflection conditions for this function at the edges of the three-dimensional state space. We also illustrate the results on several examples of the original processes representing locally a Brownian motion with drift, or a mean-reverting Ornstein-Uhlenbeck process, or the logarithm of a Feller square root process. In Section 4, we formulate the result of the paper and prove that the solution to the boundary-value problem provides the required joint Laplace transform.

2. Preliminaries

In this section, we give a precise formulation of the model and the three-dimensional stopping problem as well as its equivalent boundary-value problem.

2.1. Formulation of the Problem

Let us consider a probability space \((\Omega, \mathcal{F}, P)\) with a standard Brownian motion \(B = (B_t)_{t \geq 0}\) and a positive random time \(\eta\) such that \(P(\eta > t) = e^{-\alpha t}\), for all \(t \geq 0\) and some \(\alpha > 0\) fixed (\(B\) and \(\eta\) are supposed to be independent). Assume that there exists a process \(X = (X_t)_{t \geq 0}\) solving the stochastic differential equation

\[
\mathrm{d}X_t = \mu(X_t, S_t, Q_t) \, \mathrm{d}t + \sigma(X_t, S_t, Q_t) \, \mathrm{d}B_t \quad (X_0 = x)
\]

where \(x \in \mathbb{R}\) is fixed, and \(\mu(x, s, q)\) and \(\sigma(x, s, q) > 0\) are continuously differentiable functions on \([-\infty, \infty]^3\) which are of at most linear growth in \(x\) and uniformly bounded in \(s\) and \(q\).
Here, the associated with $X$ running maximum process $S = (S_t)_{t \geq 0}$ and the running minimum process $Q = (Q_t)_{t \geq 0}$ are defined by
\[ S_t = s \vee \max_{0 \leq u \leq t} X_u \quad \text{and} \quad Q_t = q \wedge \min_{0 \leq u \leq t} X_u \tag{2} \]
for arbitrary $q \leq x \leq s$. It follows from the result of (Liptser and Shiryaev [1977], chp. IV, Theorem 4.8) that the equation in (1) admits a pathwise unique (strong) solution. We also define the associated first hitting (stopping) times
\[ \tau_a = \inf\{t \geq 0 \mid S_t - X_t \geq a\} \quad \text{and} \quad \zeta_b = \inf\{t \geq 0 \mid X_t - Q_t \geq b\} \tag{3} \]
for some $a, b > 0$ fixed.

The purpose of the present paper is to derive closed-form expressions for the joint Laplace transform of the random time $\tau_a \wedge \zeta_b \wedge \eta$ and the random variables $S_{\tau_a \wedge \zeta_b \wedge \eta}$ and $Q_{\tau_a \wedge \zeta_b \wedge \eta}$. We therefore need to compute the value function of the following stopping problem for the (time-homogeneous strong) Markov process $(X, S, Q) = (X_t, S_t, Q_t)_{t \geq 0}$ given by
\[ V_\ast(x,s,q) = E_{x,s,q}[e^{-\lambda(\tau_a \wedge \eta)} - \delta_{S_{\tau_a \wedge \eta}} - \kappa_{Q_{\tau_a \wedge \eta}} I(\tau_a < \zeta_b)] \tag{4} \]
for any $(x,s,q) \in E^3$ and some $\lambda, \theta, \kappa > 0$ fixed, where $I(\cdot)$ denotes the indicator function. Here, $E_{x,s,q}$ denotes the expectation under the assumption that the (three-dimensional) Markov process $(X, S, Q)$ defined in (1)-(2) starts at $(x, s, q) \in E^3$, where we assume that the state space of $(X, S, Q)$ is essentially $E^3 = \{(x,s,q) \in \mathbb{R}^3 \mid q \leq x \leq s\}$ with its border planes $d_1^3 = \{(x,s,q) \in \mathbb{R}^3 \mid x = s\}$ and $d_2^3 = \{(x,s,q) \in \mathbb{R}^3 \mid x = q\}$.

It follows from the independence of the process $X$ and the random time $\eta$ that the value function in (4) admits the representation
\[ V_\ast(x,s,q) = \int_0^{\infty} W_\ast(T; x, s, q) \theta e^{-\theta T} d\theta \tag{5} \]
where we set
\[ W_\ast(T; x, s, q) = E_{x,s,q}[e^{-\lambda(T \wedge \eta)} - \delta_{S_{T \wedge \eta}} - \kappa_{Q_{T \wedge \eta}} I(\tau_a < \zeta_b)] \tag{6} \]
for any $(x, s, q) \in E^3$, and each $T > 0$ fixed.

2.2. The Boundary-Value Problems

By means of standard arguments based on the application of Itô’s formula (see, e.g., Karatzas and Shreve [1991], chp. V, sect. 5.1), it is shown that the infinitesimal operator $\mathbb{L}$ of the process $(X, S, Q)$ acts on a function $F(x,s,q)$ from the class $C^{2,1,1}$ on the interior of $E^3$ according to the rule
\[ (LF)(x,s,q) = \mu(x,s,q) \partial_x F(x,s,q) + \frac{\sigma^2(x,s,q)}{2} \partial_{xx} F(x,s,q) \tag{7} \]
for all $q < x < s$. It follows from the results of general theory of Markov processes (see, e.g., Dynkin [1965], chp. V) that the value function $W_\ast(T; x, s, q)$ in (6) solves the equivalent parabolic-type boundary-value problem.
(LW − λW − ∂TW)(T; x, s, q) = 0 \quad \text{for} \quad (s−a) \land q < x < s \land (q+b) \quad (8)

W(T; x, s, q)\big|_{x=(s−a)+} = e^{−ds−sq} \quad \text{for} \quad s−q ≥ a \quad (9)

W(T; x, s, q)\big|_{x=(q+b)−} = 0 \quad \text{for} \quad s−q ≥ b \quad (10)

∂qW(T; x, s, q)\big|_{x=q+} = 0 \quad \text{for} \quad 0 < s−q < a \quad (11)

∂sW(T; x, s, q)\big|_{x=s−} = 0 \quad \text{for} \quad 0 < s−q < b \quad (12)

for all T > 0. In this case, using the integration-by-parts formula, and taking into account the assumption that the value function in (6) is bounded, we have

\[ \int_0^∞ \partial_TW(T; x, s, q) \alpha e^{−αT} dT \]

\[ = \left[ W(T; x, s, q) \alpha e^{−αT} \right]_0^∞ + \int_0^∞ W(T; x, s, q) \alpha^2 e^{−αT} dT \]

\[ = −α e^{−ds−sq} + \int_0^∞ W(T; x, s, q) \alpha^2 e^{−αT} dT = −α e^{−ds−sq} + α V(x, s, q) \]

\[ \int_0^∞ \partial_sW(T; x, s, q) \alpha e^{−αT} dT = \partial_sV(x, s, q) \]

\[ \int_0^∞ \partial_xW(T; x, s, q) \alpha e^{−αT} dT = \partial_xV(x, s, q) \]

\[ \int_0^∞ \partial_qW(T; x, s, q) \alpha e^{−αT} dT = \partial_qV(x, s, q) \]

and

\[ \int_0^∞ \partial_sW(T; x, s, q) \alpha e^{−αT} dT = \partial_sV(x, s, q) \]

for all (x, s, q) ∈ E^3. Hence, it follows from the boundary-value problem in (8)–(12), that the value function V∗(x, s, q) in (6) solves the equivalent inhomogeneous ordinary boundary-value problem

\[ (\mathbb{L}V − (α + λ) V)(x, s, q) = −α e^{−ds−sq} \quad \text{for} \quad (s−a) \land q < x < s \land (q+b) \]

\[ V(x, s, q)\big|_{x=(s−a)+} = e^{−ds−sq} \quad \text{for} \quad s−q ≥ a \]

\[ V(x, s, q)\big|_{x=(q+b)−} = 0 \quad \text{for} \quad s−q ≥ b \]

\[ \partial_qV(x, s, q)\big|_{x=q+} = 0 \quad \text{for} \quad 0 < s−q < a \]

\[ \partial_sV(x, s, q)\big|_{x=s−} = 0 \quad \text{for} \quad 0 < s−q < b \]

for a, b > 0 fixed. Note that the homogeneous version of the ordinary differential boundary-value problem in (18)–(22) in a model with more general diffusion-type processes X was explicitly solved in (Gapeev and Rodosthenous 2015, sct. 3).

3. Solutions to the Boundary-Value Problem

In this section, we obtain closed-form solutions to the boundary-value problem in (18)–(22) under various relations on the parameters of the model.
3.1. The General Solution of the Ordinary Differential Equation

We first observe that the general solution of the equation in (18) has the form

\[ V(x, s, q) = C_1(s, q) \Psi_1(x, s, q) + C_2(s, q) \Psi_2(x, s, q) + \frac{\alpha}{\alpha + \lambda} e^{-\theta s - \kappa q} \]  

(23)

where \( C_i(s, q), i = 1, 2, \) are some arbitrary continuously differentiable functions, and \( \Psi_i(x, s, q), i = 1, 2, \) are the two fundamental positive solutions (i.e., nontrivial linearly independent particular solutions) of the homogeneous version of the second-order ordinary differential equation in (18). Without loss of generality, we may assume that \( \Psi_1(x, s, q) \) and \( \Psi_2(x, s, q) \) are the (strictly) increasing and decreasing (convex) functions, respectively. Note that these solutions should satisfy the properties (see, e.g., Rogers and Williams 1987, chp. V, sct. 50 for further details).

\[
\begin{align*}
\Psi_1(x, s, q) & = \begin{cases} E_{x,s,q}[e^{-\lambda_1^x I(\lambda_1^x < \infty)}], & \text{if } x \leq x' \\ 1/E_{x',s,q}[e^{-\lambda_2^x I(\lambda_2^x < \infty)}], & \text{if } x \geq x' \end{cases} \\
\Psi_2(x, s, q) & = \begin{cases} 1/E_{x,s,q}[e^{-\lambda_1^x I(\lambda_1^x < \infty)}], & \text{if } x \leq x' \\ E_{x,s,q}[e^{-\lambda_2^x I(\lambda_2^x < \infty)}], & \text{if } x \geq x' \end{cases}
\end{align*}
\]

(24, 25)

of the first hitting times \( \xi = \inf\{t \geq 0 \mid X_t = x\} \) and \( \xi' = \inf\{t \geq 0 \mid X_t = x'\} \) of the process \( X \) solving the stochastic differential equation in (1) and started at \( x \) and \( x' \) such that \( (x, s, q), (x', s, q) \in E^3 \), respectively (see, e.g., Rogers and Williams 1987, chp. V, sct. 50 for further details).

Hence, by applying the conditions of (19)–(22) to the function in (23), we obtain the equalities

\[ C_1(s, q) \Psi_1(s-a, s, q) + C_2(s, q) \Psi_2(s-a, s, q) = \frac{\lambda}{\alpha + \lambda} e^{-\theta s - \kappa q} \]  

(26)

for \( s - q \geq a, \)

\[ C_1(s, q) \Psi_1(q+b, s, q) + C_2(s, q) \Psi_2(q+b, s, q) = -\frac{\alpha}{\alpha + \lambda} e^{-\theta s - \kappa q} \]  

(27)

for \( s - q \geq b, \)

\[ \sum_{i=1}^{2} \left( \partial_q C_i(s, q) \Psi_i(q, s, q) + C_i(s, q) \partial_q \Psi_i(x, s, q) \right) \bigg|_{x=q} = \frac{\lambda \kappa}{\alpha + \lambda} e^{-\theta s - \kappa q} \]  

(28)

for \( 0 < s - q < a, \)

\[ \sum_{i=1}^{2} \left( \partial_q C_i(s, q) \Psi_i(s, s, q) + C_i(s, q) \partial_q \partial_s \Psi_i(x, s, q) \right) \bigg|_{x=s} = \frac{\alpha \theta}{\alpha + \lambda} e^{-\theta s - \kappa q} \]  

(29)

for \( 0 < s - q < b. \)

3.2. The Solution to the Boundary-Value Problem

We now derive the solution of the boundary-value problem in (18)–(22). For this purpose, we recall that the second and third components of the process \( (X, S, Q) \) can increase and decrease only at the planes \( \bar{d}_1^q \) and \( \bar{d}_2^q \), that is, when \( X_t = S_t \) and \( X_t = Q_t \) for \( t \geq 0 \), respectively.
(i) Let us first consider the domain \( a \lor b \leq s - q \leq a + b \). In this case, solving the system of equations in (26) and (27), we conclude that the candidate value function admits the representation
\[
V(x, s, q; \infty) = C_1(s, q; \infty) \Psi_1(x, s, q) + C_2(s, q; \infty) \Psi_2(x, s, q) + \frac{\alpha}{\alpha + \lambda} e^{-\theta s - \kappa q}
\] (30)
in the region \( R^3(\infty) = \{(x, s, q) \in E^3 \mid q \leq s - a \leq x \leq q + b \leq s\} \), with
\[
C_1(s, q; \infty) = \frac{e^{-\theta s - \kappa q} (\lambda \Psi_2(q + b, s, q) + a \Psi_2(s - a, s, q)) / (\alpha + \lambda)}{\Psi_1(s - a, s, q) \Psi_2(q + b, s, q) - \Psi_1(q + b, s, q) \Psi_2(s - a, s, q)}
\] (31)
and
\[
C_2(s, q; \infty) = \frac{e^{-\theta s - \kappa q} (\lambda \Psi_1(q + b, s, q) + a \Psi_1(s - a, s, q)) / (\alpha + \lambda)}{\Psi_1(q + b, s, q) \Psi_2(s - a, s, q) - \Psi_1(s - a, s, q) \Psi_2(q + b, s, q)}
\] (32)
for all \( q + a \lor b \leq s \leq q + a + b \) (see Figures 1 and 2 below).
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**Figure 1.** A computer drawing of the state space of the process \((X, S, Q)\), for some \( q \in \mathbb{R} \) fixed and \( a < b \).

(ii) Let us now consider the domain \( a \leq s - q < b \). In this case, it follows from the equations in (26) and (29) that the candidate value function admits the representation
\[
V(x, s, q; a) = C_1(s, q; a) \Psi_1(x, s, q) + C_2(s, q; a) \Psi_2(x, s, q) + \frac{\alpha}{\alpha + \lambda} e^{-\theta s - \kappa q}
\] (33)
in the region \( R^3(a) = \{(x, s, q) \in E^3 \mid q \leq s - a \leq x \leq b < q + b\} \), with
\[
C_2(s, q; a) = \frac{\lambda}{\alpha + \lambda} \frac{e^{-\theta s - \kappa q}}{\Psi_2(s - a, s, q)} - C_1(s, q; a) \frac{\Psi_1(s - a, s, q)}{\Psi_2(s - a, s, q)}
\] (34)
for \( q + a \leq s < q + b \), where \( C_1(s, q; a) \) solves the first-order linear ordinary differential equation
\[
\partial_s C_1(s, q; a) H_{1,2}(s, q; a) + C_1(s, q; a) H_{1,1}(s, q; a) = H_{1,0}(s, q; a)
\] (35)
with

\[ H_{1,2}(s, q; a) = \Psi_1(s, s, q) - \Psi_2(s, s, q) \]

\[ H_{1,1}(s, q; a) = \partial_s \Psi_1(x, s, q) \bigg|_{x=s} - \partial_s \left( \frac{\Psi_1(s-a, s, q)}{\Psi_2(s-a, s, q)} \right) \Psi_2(s, s, q) - \frac{\partial_s \Psi_1(x, s, q) \bigg|_{x=s}}{\Psi_2(s-a, s, q)} \]

\[ H_{1,0}(s, q; a) = \frac{\lambda}{\alpha + \lambda} \left( \theta e^{-\theta s - \kappa q} - \partial_s \left( \frac{e^{-\theta s - \kappa q}}{\Psi_2(s-a, s, q)} \right) \Psi_2(s, s, q) - \frac{e^{-\theta s - \kappa q}}{\Psi_2(s-a, s, q)} \partial_s \Psi_2(x, s, q) \bigg|_{x=s} \right) \]

for all \( q + a \leq s < q + b \). Observe that the process \((X, S, Q)\) can exit the region \( R^3(a) \) by passing to the region \( R^3(\infty) \) in part (i) of this subsection only through the point \( x = s = q + b \), by hitting the plane \( d_1^2 \) so that increasing its second component \( S \). Thus, the candidate function \( V(x, s, q) \) should be continuous at the point \((q + b, q + b, q)\), that is expressed by the equality

\[ C_1(q + b, q; a) \Psi_1(q + b, q + b, q) + C_2(q + b, q; a) \Psi_2(q + b, q + b, q) = -\frac{\alpha}{\alpha + \lambda} e^{-\theta(q+b) - \kappa q} \]  

for all \( q \in \mathbb{R} \) (see Figure 1 above). Hence, solving the differential equation in (35) together with the system of equations in (34) with \( s = q + b \) and (39), we obtain

\[ C_1(s, q; a) = C_1(q + b, q; a) \left( \int_s^{b+} H_{1,1}(u, q; a) \frac{du}{H_{1,2}(u, q; a)} \right) - \int_s^{b+} \frac{H_{1,0}(u, q; a) \Psi_2(q + b, q + b, q)}{H_{1,2}(u, q; a)} \left( \int_s^u \frac{H_{1,1}(v, q; a) dv}{H_{1,2}(v, q; a)} \right) du \]

for all \( q + a \leq s < q + b \), where \( C_1(q + b, q; a) \) is given by

\[ C_1(q + b, q; a) = \frac{e^{-\theta(q+b) - \kappa q}(\lambda \Psi_2(q + b, q + b, q) + a \Psi_2(q + b - a, q + b, q)))}{(\alpha + \lambda)} \]

\[ \Psi_1(q + b - a, q + b, q) \Psi_2(q + b, q + b, q) - \Psi_1(q + b, q + b, q) \Psi_2(q + b - a, q + b, q) \]

for all \( \Psi \in \mathbb{R} \).

Note that in the case in which \( \mu(s, q) = \mu(s) \) and \( \sigma(s, q) = \sigma(s) \) in (1) as well as \( \kappa = 0 \) and \( b = \infty \) in (6), the candidate value function admits the representation of (33) with \( V(x, s, q; a) = U(x, s; a) \) and \( C_i(s, q; a) = D_i(s; a) \) as well as \( \Psi_i(x, s, q) = \Phi_i(x, s), i = 1, 2 \). Moreover, we observe that \( D_1(\infty; a) = 0 \) should hold in (33), since otherwise \( U(x, s; a) \to \pm \infty \) as \( x = s \to \infty \), which must be excluded, by virtue of the obvious fact that the value function \( V_\ast(x, s, q) = U_\ast(x, s) \) in (6) is bounded. Therefore, using arguments similar to the ones above, we conclude that the function \( C_2(s, q; a) = D_2(s; a) \) has the form of (34) with \( \Psi_1(s, q; a) = D_1(s; a) \) given by

\[ D_1(s; a) = -\int_s^\infty \frac{G_{1,0}(u; \infty)}{G_{1,2}(u; \infty)} \left( \int_s^u \frac{G_{1,1}(v; \infty) dv}{G_{1,2}(v; \infty)} \right) du \]

and \( H_{1,j}(s, q; a) = G_{1,j}(s; a), j = 0, 1, 2 \), from (36)–(38), for all \( s \in \mathbb{R} \).

(iii) Let us now consider the domain \( b \leq s < q < a \). In this case, it follows from the equations in (27) and (28) that the candidate value function admits the representation

\[ V(x, s, q; b) = C_1(s, q; b) \Psi_1(x, s, q) + C_2(s, q; b) \Psi_2(x, s, q) + \frac{\alpha}{\alpha + \lambda} e^{-\theta s - \kappa q} \]
in the region \( R^3(b) = \{(x,s,q) \in E^3 \mid s - a < q \leq x \leq q + b \leq s\} \), with
\[
C_2(s,q;b) = -\frac{\alpha}{\alpha + \lambda} \frac{e^{-\theta s - \kappa q}}{\Psi_2(q + b,s,q)} - C_1(s,q;b) \frac{\Psi_1(q + b,s,q)}{\Psi_2(q + b,s,q)} \tag{44}
\]
for \( q + b \leq s < q + a \), where \( C_1(s,q;b) \) solves the first-order linear ordinary differential equation
\[
\partial_q C_1(s,q;b) H_{2,2}(s,q;b) + C_1(s,q;b) H_{2,1}(s,q;b) = H_{2,0}(s,q;b) \tag{45}
\]
with
\[
H_{2,2}(s,q;b) = \Psi_1(q,s,q) - \Psi_2(q,s,q) \tag{46}
\]
\[
H_{2,1}(s,q;b) = \partial_q \Psi_1(x,s,q) \big|_{x=q} - \partial_q \left( \frac{\Psi_1(q + b,s,q)}{\Psi_2(q + b,s,q)} \right) \Psi_2(q,s,q) - \frac{\Psi_1(q + b,s,q)}{\Psi_2(q + b,s,q)} \partial_q \Psi_2(x,s,q) \big|_{x=q} \tag{47}
\]
\[
H_{2,0}(s,q;b) = \frac{\alpha}{\alpha + \lambda} \left( \kappa e^{-\theta s - \kappa q} - b \right) \Psi_2(q,s,q) + \frac{\Psi_1(q + b,s,q)}{\Psi_2(q + b,s,q)} \partial_q \Psi_2(x,s,q) \big|_{x=q} \tag{48}
\]
for all \( q + b \leq s < q + a \). Observe that the process \((X,S,Q)\) can exit \( R^3(b) \) by passing to the region \( R^3(\infty) \) in part (i) of this subsection only through the point \( x = q = s - a \), by hitting the plane \( d_3^a \) so that decreasing its third component \( Q \). Then, the candidate value function should be continuous at the point \((s - a, s - a)\), that is expressed by the equality
\[
C_1(s-s-a;b) \Psi_1(s-a,s-s-a) + C_2(s-s-a;b) \Psi_2(s-a,s-s-a) = -\frac{\alpha}{\alpha + \lambda} e^{-\theta s - \kappa(s-s-a)} \tag{49}
\]
for all \( s \in \mathbb{R} \) (see Figure 2 below). Hence, solving the differential equation in (45) together with the system of equations in (44) with \( q = s - a \) and (49), we obtain
\[
C_1(s,q;b) = C_1(s,s-a;b) \exp \left( -\int_{s-a}^{q} H_{2,1}(s,u;b) \, du \right) \tag{50}
\]
\[
+ \int_{s-a}^{q} H_{2,0}(s,u;b) \exp \left( -\int_{u}^{q} H_{2,1}(s,v;b) \, dv \right) \, du \tag{51}
\]
for all \( q + b \leq s < q + a \), where \( C_1(s,s-a;b) \) is given by
\[
C_1(s,s-a;b) = \frac{e^{-\theta s - \kappa(s-s-a)}(\lambda \Psi_2(s-a+b,s,s-a) + a \Psi_2(s-a,s,s-a)) / (\alpha + \lambda) \Psi_1(s-a,s,s-a) \Psi_2(s-a+b,s,s-a) - \Psi_1(s-a+b,s,s-a) \Psi_2(s-a,s,s-a)}{\Psi_1(s-a,s,s-a) \Psi_2(s-a+b,s,s-a) - \Psi_1(s-a+b,s,s-a) \Psi_2(s-a,s,s-a)} \tag{51}
\]
components, (3.12) + (3.18) or (3.22) + (3.28). Moreover, we have the property

\[ q = (44) + (50). \]

Moreover, we have the property

\[ \text{first-order linear partial differential equations in (28) and (29), for all } 0 \leq s, q \leq b. \]  

Observe that, the process \((X, S, Q)\) can exit \(R^3(0)\). Let us now consider the domain \(0 \leq s - q < a \wedge b\). In this case, it follows that the candidate value function admits the representation

\[
V(x, s, q; 0) = C_1(s, q; 0) \Psi_1(x, s, q) + C_2(s, q; 0) \Psi_2(x, s, q) + \frac{r}{\alpha + \lambda} e^{-\theta s - \kappa q}
\]

in the region \(R^3(0) = \{(x, s, q) \in E^3 \mid s - a < q \leq x \leq s < q + b\}\), where \(C_i(s, q; 0), i = 1, 2\), solve the first-order linear partial differential equations in (28) and (29), for all \(0 < s - q < a \wedge b\). Observe that, the process \((X, S, Q)\) can exit \(R^3(0)\) by passing to the region \(R^3(a \wedge b)\) in part (ii) or (iii) of this subsection only through the points \(x = s = q + a \wedge b\) and \(x = q = s - a \wedge b\), by hitting the plane \(d_1^3\) or \(d_2^3\), so that increasing its second or third components, \(S\) or \(Q\), respectively. Then, the candidate value function should be continuous at the points \((q + a \wedge b, q + a \wedge b, q)\) and \((s - a \wedge b, s - a \wedge b)\), is expressed by the equalities

\[
C_1(q + a \wedge b, q; 0) \Psi_1(q + a \wedge b, q + a \wedge b, q)
+ C_2(q + a \wedge b, q; 0) \Psi_2(q + a \wedge b, q + a \wedge b, q) = C_1(q + a \wedge b, q; a \wedge b) \Psi_1(q + a \wedge b, q + a \wedge b, q)
+ C_2(q + a \wedge b, q; a \wedge b) \Psi_2(q + a \wedge b, q + a \wedge b, q)
\]

for all \(q \in \mathbb{R}\), and

\[
C_1(s, s - a \wedge b; 0) \Psi_1(s - a \wedge b, s, s - a \wedge b) + C_2(s, s - a \wedge b; 0) \Psi_2(s - a \wedge b, s, s - a \wedge b) = C_1(s, s - a \wedge b; a \wedge b) \Psi_1(s - a \wedge b, s, s - a \wedge b)
+ C_2(s, s - a \wedge b; a \wedge b) \Psi_2(s - a \wedge b, s, s - a \wedge b)
\]

for all \(s \in \mathbb{R}\), where \(C_i(q + a \wedge b, q; a \wedge b)\) and \(C_i(s, s - a \wedge b; a \wedge b), i = 1, 2\), are found in (34) + (40) or (44) + (50). Moreover, we have the property \(C_2(r, r; 0) \to 0\) as \(r \downarrow -\infty\), since otherwise \(V(r, r, r; 0) \to \pm \infty\), that must be excluded by virtue of the obvious fact that the value function in (6) is bounded (see Figures 1 and 2 above). We may therefore conclude that the candidate value function admits the representation of (52) in the region \(R^3(0)\) above, where \(C_i(s, q; 0), i = 1, 2\), provide a unique solution of the two-dimensional system of first-order linear partial differential equations in (21) and (22) with the boundary conditions of (53)-(54) and \(C_2(r, r; 0) \to 0\) as \(r \downarrow -\infty\). Here, the existence and uniqueness
of solutions to such special kinds of systems of equations follow from the classical existence and uniqueness results of solutions to appropriate boundary-value problems for first-order linear partial differential equations.

3.3. Some Examples

Let us finally consider some examples of processes $X$ from (1) and present explicit expressions for the fundamental solutions $Ψ_i(x, s, q), i = 1, 2$, of the homogeneous version of the second-order ordinary differential equation in (18).

Example 1. Let $μ(x, s, q) = β(s, q)$ and $σ(x, s, q) = ν(s, q)$, for all $(x, s, q) \in R^3$ and some continuously differentiable functions $β(s, q)$ and $ν(s, q) > 0$ on $[-∞, ∞)^2$, so that the process $X$ from (1) represents locally a Brownian motion with linear drift. In this case, we have

$$Ψ_i(x, s, q) = e^{γ_i(s, q)x}$$

with

$$γ_i(s, q) = -\frac{β(s, q)}{ν^2(s, q)} - (-1)^i \left( \frac{β^2(s, q)}{ν^4(s, q)} + \frac{2(α + λ)}{ν^2(s, q)} \right)$$

(55)

for every $i = 1, 2$, so that $γ_2(s, q) < 0 < γ_1(s, q)$, for all $q ≤ s$.

Example 2. Let $μ(x, s, q) = β(s, q) - δ(s, q)x$ and $σ(x, s, q) = ν(s, q)$, for all $(x, s, q) \in R^3$ and some continuously differentiable functions $β(s, q), δ(s, q) ≠ 0$, and $ν(s, q) > 0$ on $[-∞, ∞)^2$, so that the process $X$ from (1) represents locally a mean-reverting Ornstein-Uhlenbeck process. In this case, we have

$$Ψ_1(x, s, q) = M \left( \frac{α + λ}{2δ(s, q)} \frac{1}{2} \frac{(β(s, q) - δ(s, q)x)^2}{δ(s, q)ν^2(s, q)} \right)$$

(56)

and

$$Ψ_2(x, s, q) = U \left( \frac{α + λ}{2δ(s, q)} \frac{1}{2} \frac{(β(s, q) - δ(s, q)x)^2}{δ(s, q)ν^2(s, q)} \right)$$

(57)

where we denote by

$$M(φ, ψ; z) = 1 + ∑_{k=1}^{∞} \frac{(φ)_k}{(ψ)_k} \frac{z^k}{k!}$$

(58)

and

$$U(φ, ψ; z) = \frac{Γ(1 - ψ)}{Γ(φ + 1 - ψ)} M(φ, ψ; z) + \frac{Γ(ψ - 1)}{Γ(φ)} z^{1-ψ} M(φ + 1 - ψ, 2 - ψ; z)$$

(59)

Kummer’s confluent hypergeometric functions of the first and second kind, respectively, for $ψ ≠ 0, -1, -2, …$, $(φ)_k = φ(φ + 1)⋯(φ + k - 1)$ and $(ψ)_k = ψ(ψ + 1)⋯(ψ + k - 1)$, $k ∈ N$. Note that the series in (58) converges under all $z > 0$ (see, e.g., Abramovitz and Stegun 1972, chp. XIII; Bateman and Erdély 1953, chp. VI), and $Γ$ denotes Euler’s gamma function. Note that the functions in (58) and (59) admit the integral representations

$$M(φ, ψ; z) = \frac{Γ(ψ)}{Γ(φ)Γ(ψ - φ)} \int_0^1 e^{zv} v^{ψ-1}(1 - v)^ψ - ψ - 1 dv,$$

(60)

for $ψ > φ > 0$ and all $z ∈ R$, and

$$U(φ, ψ; z) = \frac{1}{Γ(ψ)} \int_0^∞ e^{-zv} v^{ψ-1}(1 + v)^ψ - ψ - 1 dv,$$

(61)

for $ψ > 0$ and all $z > 0$, respectively (see, e.g., Abramovitz and Stegun 1972, chp. XIII and Bateman and Erdély 1953, chp. VI).
Example 3. Let \( \mu(x,s,q) = (\beta(s,q) - \nu^2(s,q)/2)e^{-x} - \delta(s,q) \) and \( \sigma(x,s,q) = v(s,q)e^{-x/2} \), for all \((x,s,q) \in \mathbb{E}^3 \) and some continuously differentiable functions \( \beta(s,q), \delta(s,q) \neq 0 \), and \( v(s,q) > 0 \) such that \( \beta(s,q) \geq v^2(s,q)/2 \) on \([-\infty, \infty]^2 \), so that the process \( X \) from (1) represents the logarithm of a mean-reverting Feller square root diffusion process. In this case, we have

\[
V(X, s, q) = \mathcal{M}
\]

and

\[
V(X, s, q) = \mathcal{U}
\]

where the functions \( \mathcal{M}(\varphi, \psi; z) \) and \( \mathcal{U}(\varphi, \psi; z) \) are Kummer’s confluent hypergeometric functions of the first and second kind given by (58) and (59) above, respectively.

4. The Result and Proof

Taking into account the facts proved above, we now formulate the main result of the paper, which extends the assertion of (Capeev and Rodosthenous 2015, Theorem 4.1) to the case of the model with a random independent exponential time horizon and the \((X, S, Q)\)-setting.

Theorem 1. Suppose that the coefficients \( \mu(x,s,q) \) and \( \sigma(x,s,q) \) of the diffusion-type process \( X \) given by (1)–(2) are continuously differentiable functions on \([-\infty, \infty]^3 \) which are of at most linear growth in \( x \) and uniformly bounded in \( s \) and \( q \). Let \( \eta \) be a random time with the distribution \( P(\eta > t) = e^{-\lambda t} \), for all \( t \geq 0 \) and some \( \lambda > 0 \) fixed, which is independent of the process \( X \). Then, the joint Laplace transform \( V_s(x,s,q) \) from (4) of the associated with \( X \) random variables \( \tau_\alpha \land \eta, S_{\tau_\alpha \land \eta}, \) and \( Q_{\tau_\alpha \land \eta} \) such that \( \tau_\alpha < \zeta_b \) from (3), admits the representation

\[
V_s(x,s,q) = \begin{cases} 
V(x,s,q; \infty), & \text{if } q < s - \delta \leq x < q + b \leq s \\
V(x,s,q; a), & \text{if } q < s - \delta \leq s < q + b \leq s \\
V(x,s,q; b), & \text{if } -s < q < x < q + b \\
V(x,s,q; 0), & \text{if } -s < q < x < s < q + b
\end{cases}
\]

for any \( a, b > 0 \) fixed. Here, the function \( V(x,s,q; \infty) \) takes the form of (30) with the coefficients \( C_i(s,q; \infty), i = 1,2 \), given by (31)–(32), \( V(x,s,q; a) \) takes the form of (33) with \( C_i(s,q; a), i = 1,2 \), given by (34) and (40) (or (42) when \( \mu(x,s,q) = \mu(x,s) \) and \( \sigma(x,s,q) = \sigma(x,s) \) as well as \( \kappa = 0 \) and \( b = \infty \)) \( V(x,s,q; b) \) takes the form of (43) with \( C_i(s,q; b), i = 1,2 \), given by (44) and (50), and \( V(x,s,q; 0) \) takes the form of (52) with \( C_i(s,q; 0), i = 1,2 \), being a unique solution of the two-dimensional system of first-order partial differential equations in (28)–(29) and satisfying the conditions of (53)–(54) together with the property \( C_2(r, \tau; 0) \to 0 \) as \( r \to -\infty \).

Proof. In order to verify the assertion stated above, it remains to show that the function defined in (64) coincides with the value function in (6). For this purpose, let us denote by \( V(x,s,q) \) the right-hand side of the expression in (64). Then, taking into account the fact that the function \( V(x,s,q) \) is \( C^{2,1,1} \) on \( \mathbb{E}^3 \), by applying the change-of-variable formula from (Peskir 2007, Theorem 3.1) to \( e^{-\lambda t} V(X_t, S_t, Q_t) \), we obtain the expression

\[
e^{-\lambda(t \land 2 \land t)} e^{-\lambda u} \mathcal{M}_{(x \land 2 \land t)} (X_{(x \land 2 \land t)}, S_{(x \land 2 \land t)}, Q_{(x \land 2 \land t)}) = V(x,s,q) + M_{(x \land 2 \land t)} \]

and

\[
e^{-\lambda u} \partial_q V(X_u, S_u, Q_u) I(X_u = Q_u) dQ_u \]

and

\[
e^{-\lambda u} \partial_q V(X_u, S_u, Q_u) I(X_u = S_u) dS_u \]

where

\[
e^{-\lambda u} \partial_q V(X_u, S_u, Q_u) I(X_u = Q_u) dQ_u \]

and

\[
e^{-\lambda u} \partial_q V(X_u, S_u, Q_u) I(X_u = S_u) dS_u \]
holds, for the stopping times $\tau_a$ and $\xi_b$ given by (3), and all $t \geq 0$. Here, the process $M = (M_t)_{t \geq 0}$ defined by

$$M_t = \int_0^t e^{-\lambda u} \partial_x V(X_u, S_u, Q_u) I(X_u \neq S_u, X_u \neq Q_u) \sigma(S_u, Q_u) \, dB_u$$

(66)
is a continuous local martingale under $P_{s, x, q}$. Note that, since the time spent by the process $X$ at the hyperplanes $d^k_1$, $k = 1, 2$, is of Lebesgue measure zero, the indicators in the second line of the expression in (65) and in (66) can be ignored. Moreover, since the processes $S$ and $Q$ change their values only on the hyperplanes $d^1_x$ and $d^2_x$, respectively, the indicators appearing in the third and fourth lines of (65) can be set equal to one.

By virtue of straightforward calculations and the arguments of the previous section, it is verified that the function $V(x, s, q)$ solves the ordinary differential equation in (18) and satisfies the normal-reflection conditions in (21)–(22). Observe that the process $(M_{\tau_a \wedge \xi_b} \wedge t)_{t \geq 0}$ is a uniformly integrable martingale, since the derivative and the coefficient in (66) are bounded functions on the compact set $\{(x, s, q) \in \mathbb{R}^3 | a \vee q \leq x \leq s \wedge b\}$. Then, using the properties of the indicators mentioned above and taking the expectation with respect to $P_{s, x, q}$ in (65), by means of the optional sampling theorem (see, e.g., Liptser and Shiryaev [1977] 2001, chp. III, Theorem 3.6 or Karatzas and Shreve 1991, chp. I, Theorem 3.22), we get

$$E_{x, s, q}[e^{-\lambda(\tau_a \wedge \xi_b \wedge t)} V(X_{\tau_a \wedge \xi_b \wedge t}, S_{\tau_a \wedge \xi_b \wedge t}, Q_{\tau_a \wedge \xi_b \wedge t})] = V(x, s, q)$$

(67)

for all $(x, s, q) \in E^3$. Therefore, letting $t$ go to infinity and using the instantaneous-stopping conditions in (19)–(20) as well as the fact that $e^{-\lambda(\tau_a \wedge \xi_b)} V(X_{\tau_a \wedge \xi_b}, S_{\tau_a \wedge \xi_b}, Q_{\tau_a \wedge \xi_b}) = 0$ on $\{\tau_a \wedge \xi_b = \infty\}$ ($P_{s, x, q}$-a.s.), we can apply the Lebesgue dominated convergence theorem for (67) to obtain the equalities

$$E_{x, s, q}[e^{-\lambda(\tau_a \wedge \xi_b)} - \theta S_{\tau_a \wedge \xi_b} - \kappa Q_{\tau_a \wedge \xi_b} I(\tau_a < \xi_b)] = E_{x, s, q}[e^{-\lambda(\tau_a \wedge \xi_b)} V(X_{\tau_a \wedge \xi_b}, S_{\tau_a \wedge \xi_b}, Q_{\tau_a \wedge \xi_b})]$$

(68)

for all $(x, s, q) \in E^3$, which directly implies the desired assertion.
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