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Abstract: In micro-lending markets, lack of recorded credit history is a significant impediment to assessing individual borrowers’ creditworthiness and therefore deciding fair interest rates. This research compares various machine learning algorithms on real micro-lending data to test their efficacy at classifying borrowers into various credit categories. We demonstrate that off-the-shelf multi-class classifiers such as random forest algorithms can perform this task very well, using readily available data about customers (such as age, occupation, and location). This presents inexpensive and reliable means to micro-lending institutions around the developing world with which to assess creditworthiness in the absence of credit history or central credit databases.
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1. Introduction

During the last few decades, credit quality emerged as an essential indicator for banks’ lending decisions (Thomas et al. 2017). Numerous elements reflect the borrower’s creditworthiness, and the use of credit scoring mechanisms could moderate the estimation of the probability of default (PD) while predicting the individual’s payment performance. The existing literature concentrates on understanding why organizations’ lending mechanisms are successful at decreasing defaults or addressing the issues from an economic theory perspective; see, e.g., Brau and Woller (2004); Jarrow and Protter (2019). More specifically, Demirgüç-Kunt et al. (2020) reported that almost one-third of the world’s adult population were unbanked, according to a 2017 world bank report. Therefore, they rely on micro-finance institutions’ services. Jarrow and Protter (2019) acknowledged the gap in the existing literature on how to determine fair lending rates in micro-finance, which would be granting lending access (or credit) to low-income populations excluded from traditional financial services.

Credit scoring refers to the process of evaluating an individual’s creditworthiness that reflects the level of credit risk and determines whether an application of the individual should be approved or declined (Thomas et al. 2017). Financial lending services assess credit risk by employing decision models and techniques. These institutions assess the level of risk required to meet their financial obligations (Zhao et al. 2015). Credit scoring is essential in a micro-lending context, although a lack of credit history and sometimes even a bank account requires innovative ways to assess an individual’s creditworthiness. Financial institutions and non-bank lenders who regularly provide credit information on their customers’ accounts to the credit bureau can obtain credit information reports from the bureau to appraise new loan applications’ creditworthiness and examine accounts on pay-per-use fees and a membership fee. However, the statutory framework for credit...
reporting access data varies from country to country. Thus, depending on the jurisdiction, borrower permission might be required to provide data to the bureau and access a credit report (IFC 2006). However, for unbanked customers, such a centralized record of past credit history is often missing. A growing group of quantitative and qualitative techniques has been developed to model these credit management decisions in determining micro-lending scoring rates by considering various credit elements and macroeconomic indicators. Early studies have attempted to address the issue mainly by employing linear or logistic regression (Provenzano et al. 2020). While such models are commonly fitted to generate reasonably accurate estimation, these early era techniques have been succeeded by machine learning techniques that have been extensively applied in various scientific disciplines, for example, medicine, biochemistry, meteorology, economics, and hospitality. For example, Ampountolas and Legg (2021); Aybar-Ruiz et al. (2016); Bajari et al. (2015); Barboza et al. (2017); Carbo-Valverde et al. (2020); Cramer et al. (2017); Fernández-Delgado et al. (2014); Hutter et al. (2019); Kang et al. (2015); Zhao et al. (2017) have reported applications of machine learning in a variety of fields and achieved staggering results. In credit scoring, in particular, Provenzano et al. (2020) reported good estimation results using machine learning.

Similarly, numerous studies on the applicability of machine learning techniques have been implemented in other areas of finance due to their ability to recognize a set of financial data trends; see, e.g., Carbo-Valverde et al. (2020); Hanafy and Ming (2021). Related studies indicated that a combination of machine learning methods could offer high credit scores accuracy; see, e.g., Petropoulos et al. (2019); Zhao et al. (2015). Nowadays, credit risk assessment has become a rather typical practice for financial institutions, with decisions generally received based on the borrowers’ credit history. However, the situation is rather different for institutions providing micro-finance services (micro-finance institutions—MFIs).

The novelty in this research is a classifier that indicates the creditworthiness of a new customer for a micro-lending organization. For such organizations, third-party information on consumer creditworthiness is often unavailable. We propose to evaluate credit risk using a combination of machine and deep learning classifiers. Using real data, we compared the accuracy and specificity of various machine learning algorithms and demonstrated these algorithms’ efficacy in successfully classifying customers into various risk classes. This is the first empirical study to examine the use of machine learning for credit scoring in micro-lending organizations in the academic literature to the best of the authors’ knowledge.

In this assessment, we have compared seven machine and deep learning models to quantify the models’ estimation accuracy when measuring individuals’ credit scores. In our experiments, ensemble classifiers (XGBoost, Adaboost, and random forest) exhibited better classification performance in terms of accuracy, about 80%, whereas the popular multilayer perceptron model yielded about 70% accuracy. We tuned the classifier’s hyperparameters to obtain the best possible decision boundaries for better institutional micro-lending assessment decisions for all the classifiers. While these experiments were for a single dataset, they point to micro-lending institutions’ choices in terms of off-the-shelf machine learning algorithms for assessing the creditworthiness of micro-loan applicants.

This research is organized as follows: Section 2 provides an overview of prior literature on each machine learning technique we employ to evaluate credit scoring. Even though these techniques are standard, we provide an overview here for completeness of discussion. In Section 3, we introduce the research methodology and data evaluation. Section 4 presents the analytic results of the various machine learning techniques, and in Section 5, we discuss the results. Finally, Section 6 contains the research conclusions.

2. Literature Review

2.1. Machine Learning Techniques for Consumer Credit Risk

Khandani et al. (2010) have employed machine learning techniques to build nonlinear non-parametric forecasting approaches to measure consumer credit risk. To identify credit cardholders’ defaults, the authors used a credit office data set and commercial bank-customer transactions to establish a forecast estimation. Their results indicate cost savings
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from 6% to 25% of total losses when machine learning forecasting techniques are employed to estimate the delinquency rates. Besides, their study opens up questions of whether aggregated customer credit risk analytics may improve systematic risk estimation.

Yap et al. (2011) used historical payment data from a recreational club and established credit scoring techniques to identify potential club member subscription defaulters. The study results demonstrated that no model outperforms the others among a credit scorecard model, logistic regression, and a decision tree model. Each model generated almost identical accuracy figures.

Zhao et al. (2015) examined a multi-layer perceptron (MLP) neural network’s accuracy regarding estimating credit scores efficiently. The authors used a German credit dataset to train and estimate the model’s accuracy. Their results indicated an MLP model containing nine hidden units achieved a classification accuracy of 87%, higher than other similar experiments. Their study results proved the trend of MLP models’ scoring accuracy by increasing the number of hidden units.

In Addo et al. (2018) the authors examined credit risk scoring by employing various machine and deep learning techniques. The authors used binary classifiers in modeling loan default probability (DP) estimations by incorporating ten key features to test the classifiers’ stability by evaluating performance on separate data. Their results indicated that the models such as the logistic regression, random forest, and gradient boosting modeling generated more accurate results than the models based on the neural network approach incorporating various technicalities.

Petropoulos et al. (2019) studied a dataset of loan-level data of the Greek economy of examining credit quality performance and quantification of probability default for an evaluating period of 10 years. The authors used an extended example of classifications of the incorporated machine learning models against traditional methods, such as logistic regression. Their results identified that machine learning models had demonstrated superior performance and forecasting accuracy through the financial credit rating cycle.

Provenzano et al. (2020) introduced machine learning models to compose credit rating and default prediction estimation. They used financial instruments, such as historical balance sheets, bankruptcy statutes, and macroeconomic variables of a Moody’s dataset. Using machine learning models, the authors observed excellent out-of-sample performance results to reduce the bankruptcy probability or improve credit rating.

2.2. Machine Learning Algorithms

Machine learning-based systems are growing in popularity in research applications in most disciplines. Considerable decision-making knowledge from data has been acquired in the broad area of machine learning, in which decision-making tree-based ensemble techniques are recognized for supervised classification problems. Thus, classification is an essential form of data analysis in data mining that formulates models while describing significant data classes (Rastogi and Shim 2000). Accordingly, such models estimate categorical class labels, which can provide users with an enhanced understanding of the data at large Han et al. (2012) resulted in significant advancements in classification accuracy.

Motivated by the preceding literature, we evaluated a large number of machine learning algorithms in our work on credit risk in micro-lending. A set of algorithms that performed well in numerical experiments with real data is explained in more details below.

2.2.1. AdaBoost

Adaptive boosting (AdaBoost) is an ensemble algorithm incorporated by Freund and Schapire (1997), which trains and deploys trees in time series; see Devi et al. (2020) for discussion in details. Since then, it evolved as a popular boosting technique introduced in various research disciplines. It merges a set of weak classifiers to build and boost a robust classifier that will improve the decision tree’s performance and improve accuracy (Schapire 2013).
The mathematical presentation of the AdaBoost classifier at a high level is described of the following (see Schapire et al. (2013) for more details):

Consider that training data \((x_1, y_1), \ldots, (x_m, y_m)\) are the \(x_i \in X, y_i \in \{-1, +1\}\). Then the parameters of AdaBoost classifier are initialized:

\[ D_1(i) = \frac{1}{m} \text{ for } i = 1, \ldots, m. \]

For \(t = 1, \ldots, T\):

- Train weak learner using distribution \(D_t\).
- Attain weak hypothesis \(h_t : X \rightarrow \{-1, +1\}\).
- Aim: select \(h_t\) with low weighted error:

\[ \epsilon_t = \Pr_{i \sim D_t}[h_t(x_i) \neq y_i] \]

Select \(\alpha_t = \frac{1}{2} \ln \left( \frac{1-\epsilon_t}{\epsilon_t} \right) \).

Hence, for \(i = 1, \ldots, m\):

\[ D_{t+1}(i) = \frac{D_t(i) \exp(-\alpha_t y_i h_t(x_i))}{Z_t} \]

where \(Z_t\) is a normalization factor (chosen so that \(D_t + 1\) will be a distribution).

Which generates an output of the final hypothesis as following:

\[ H(x) = \text{sign} \left( \sum_{t=1}^{T} \alpha_t h_t(x) \right). \]

Therefore, \(H\) is estimated as a weighted majority vote of the weak hypotheses \(h_t\) while assigning each hypothesis a weight \(\alpha_t\) (Schapire et al. 2013).

2.2.2. XGBoost

XGBoost (extreme gradient boosting method) was proposed in Chen and Guestrin (2016). It is a gradient algorithm based on scalable tree boosting that manages parallel processing. Tree boosting represents an effective and extensively employed machine learning method. The boosted trees are formed to address regression and classification trees’ flexibly while optimizing the outcome’s predictive state. Furthermore, gradient boosting adjusts the boosted trees by capturing the feature scores and promoting their weights to the training model when employed with historical data. More details about this algorithm may be found in Friedman et al. (2001) and Hastie et al. (2009).

To advance model generalization with XGBoost, Chen and Guestrin suggested an adjustment to the cost function, making it a “regularized boosting” technique:

\[ L(f) = \sum_{i=1}^{n} L(\hat{y}_i, y_i) + \sum_{m=1}^{M} \Omega(\delta_m) \]

with,

\[ \Omega(\delta) = \alpha |\delta| + \frac{1}{2} \beta \|w\|^2 \]

where \(|\delta|\) indicates classification’s tree number of leaves \(\delta\), and \(w\) is the value associated with each leaf. The regularizer \(\Omega\) corrects the model’s complexity and can be decoded as the ridge regularization of coefficient \(\beta\) and Lasso regularization of coefficient \(\alpha\). Besides, \(L\) is a differentiable convex loss function that estimates the difference between the prediction \(\hat{y}_i\), and the target \(y_i\), where \(\hat{y}_i\) is the \(i\) prediction of the \(i\)-th instance. Thus, when the parameter is fixed to zero, the cost function befalls backward to the classical gradient tree boosting; see, e.g., Abou Omar (2018).

The algorithm starts from a single leaf, and weights the importance of “frequency”, “cover”, and “gain” in each feature, and accumulates branches on the tree. Frequency signifies the relative number of times a feature occurs; for example, higher frequency scores imply continuing employment of a feature in the boosting process. The cover represents the number of observations associated with the specific feature. Finally, gain indicates the
primary contributing factor to each constructed tree. Hence, to estimate the standardized objective, each leaf consists of adding first and second-order derivatives, which boosts its decline when examining for splits (Friedman et al. 2001).

\[ L(f) = \sum_{i=1}^{n} \left( L(\hat{y}_i, y_i) + g_i \delta_t(x_i) + \frac{1}{2} h_i \delta_t^2(x_i) \right) + \Omega(\delta) \]

where \( g_i = \partial L(\hat{y}_i, y_i) \) and \( h_i = \partial^2 L(\hat{y}_i, y_i) \). By excluding the constant term, we obtain an approximation of the objective at step \( t \) as following:

\[ \hat{L}(f) = \sum_{i=1}^{n} \left( g_i \delta_t(x_i) + \frac{1}{2} h_i \delta_t^2(x_i) \right) + \Omega(\delta) \]

By defining \( I_j \) as the instance set at leaf \( j \) and expanding \( \omega_t \), we can rewrite the equation as:

\[ \hat{L}(f) = \sum_{j=1}^{T} \left( \sum_{i \epsilon I_j} g_i \delta_t(x_i) + \frac{1}{2} \sum_{i \epsilon I_j} h_i \delta_t^2(x_i) \right) + \alpha|\delta| \]

XGBoost applies the following gain instead of using entropy or information gain for splits in a decision tree:

\[ G_j = \sum_{i \epsilon I_j} g_i \]
\[ H_j = \sum_{i \epsilon I_j} h_i \]
\[ \text{Gain} = \frac{1}{2} \left[ \frac{G_j^2}{H_j + \beta} + \frac{G_k^2}{H_k + \beta} - \frac{(G_R + G_L)^2}{H_R + H_L + \beta} \right] - \alpha \]

where the first term is the score of the left child; the second is the score of the right child, if we do not split the third the score; \( \alpha \) is the complexity cost if we add a new split (Abou Omar 2018; Friedman et al. 2001).

2.2.3. Decision Tree Classifier

Decision tree classifiers have been widely implemented in numerous distinct areas. The tree flow display is comparable to a progress diagram, with a tree structure in which cases are arranged based on their feature values (Szczerbicki 2001). Thus, a tree may be a leaf associated with one class. Decision tree classifiers’ significant feature refer to obtaining detailed decision-making experience based on the data set utilized (Panigrahi and Borah 2018). The process for generating such a decision tree is based around the training set of objects \( S \), and each being affiliated with one of the classes \( C_1, C_2, \ldots, C_k \) (Quinlan 1990). Hence, (a) if all the objects in \( S \) associate with an equal class, for instance, \( C_\nu \), the decision tree for \( S \) comprises a leaf identified with this class, and (b) apart from that, let \( T \) be any test with expected results \( O_1, O_2, \ldots, O_n \). Thus, each object in \( S \) possess one result for \( T \), so the test distributes \( S \) into subsets \( S_1, S_2, \ldots, S_n \), in which each object in \( S_i \) has result \( O_i \) for \( T \). Therefore, for each outcome \( O_i \)—\( T \) is a decision’s tree root—we establish a secondary decision tree by requesting a similar process recurring on the set \( S_i \) (Quinlan 1990).

2.2.4. Extra Trees Classifier

The extremely randomized trees classifier (extra trees classifier) establishes an ensemble of decision trees following an original top-down approach (Geurts et al. 2006). Thus, it is similar to a random forest classifier differing only in the decision trees’ mode of construction. Each decision tree is formed from the initial training data set sample. It entails random both element and cut-point choice while dividing a node of a tree. Hence, it differs from other tree-based ensemble approaches because it divides nodes by determining
cut-points entirely at random, and it practices on the entire training sample to grow the
trees (Ampomah et al. 2020). The practice of using the entire initial training samples instead
of bootstrap replicas is to decrease bias. At each test node, each extra trees algorithm is
provided by the number of decision trees in the ensemble (denote by $M$), the number
of features randomly selected at each node ($K$), and the minimum number of instances
needed to split a node ($n_{min}$) (Geurts et al. 2006). Hence, each decision tree must choose
the best feature to split the data based on some criteria, leading to the final prediction by
forming multiple decision trees (Acosta et al. 2020).

2.2.5. Random Forest Classifier

The random forest classifier is an ensemble method algorithm of decision trees wherein
each tree depends on randomly selected samples trained independently, with a similar
distribution for all the trees in the forest (Breiman 2001). Hence, a random forest is a
classifier incorporating a collection of tree-structured classifiers that decrease overfitting,
resulting in an increase in the overall accuracy (Geurts et al. 2006). As such, random forest’s
accuracy differs based on the strength of each tree classifier and their dependencies.

$$r_N(X, \beta) = \frac{\sum_{i=1}^{N} y_i x_j \in A_N(X, \beta)}{\sum_{i=1}^{N} 1 x_j \in A_N(X, \beta)} L_N$$

where $L_N = \sum_{i=1}^{N} 1 x_j \in A_N(x, \beta) \neq 0$. We can achieve the estimate of $r_N$ with respect to
the parameter $\beta$ by taking the expectation of $r_N$ (Addo et al. 2018).

2.2.6. K-Nearest Neighbors Classifier

K-nearest neighbors (k-NN) is one of the oldest machine-learning non-parametric
techniques, which makes it one of the most popular approaches used to form classification
(Fix 1951; Fix and Hodges 1952). Conceptually, we use a large volume of training data,
where a set of variables characterizes each data point. The algorithm assumes that similar
things exist nearby, the k-nearest neighbors; hence, the k-NN algorithm is employed to
rapidly search the space and find the similar maximum items, based on a square root of N
approach, for the total volume of points in the training data set. For example, assuming a
point $x_0$ we wish to classify into one of k groups, we can identify k observed data points
nearest to $x_0$. The classification form assigns $x_0$ to the sample that employs the most
observed data points out of the k-nearest neighbors (Neath et al. 2010). To that end, the
similarity depends on a particular distance metric; thus, the classifier’s efficiency depends
considerably on the distance metric incorporated (Weinberger and Saul 2009). Finally, it
is based on two independent processes with the adjacency matrix to be first constructed
following by estimating the edge’s weights (Dornaika et al. 2017).

2.2.7. Neural Network

Artificial neural networks (ANN) represent an important class of non-linear models.
The growth of computational intelligence has been successfully applied to the development
of ANN model forecasting applications for prediction of demand (Zhang et al. 1998). An
empirical application of ANNs has demonstrated satisfactory forecasting performance with
evidence mainly published in many industries. Therefore, different ANN models have
been popular in the forecasting literature, with several examples coming from electricity
forecasting, but also from forecasting financial data.

2.2.8. Multilayer Perceptron Model

This subsection and the rest of the paper will focus on the most common ANN-
type model; a feed-forward neural network—the multilayer perceptrons (MLP). The MLP
networks each contain a set of inputs ($\rho_1 \ldots \rho_n$) and three or more layers of neurons with
nonlinear activation functions; they are being used in all sorts of problems, particularly
in forecasting because of their fundamental ability of arbitrary input-output mapping
(Zhang et al. 1998):
\[ \hat{y}_t = \beta_0 + \sum_{h=1}^{H} \beta_h \gamma_{0i} + \sum_{i=1}^{I} \gamma_{hi} \rho_{i1}, \]

where \( \hat{y}_t \) is the output vector at time \( t \); \( I \) refers to the number of inputs \( \rho_{i} \), which can be lags of the time series; and \( H \) indicates the number of hidden nodes in the network. The weights \( w = (\beta, \gamma) \), with \( \beta = [\beta_1, ..., \beta_H] \) and \( \gamma = [\gamma_{11}, ..., \gamma_{HH}] \) are for the hidden and output layers, respectively. Similarly, the \( \beta_0 \) and \( \gamma_{0i} \) are the biases of each node, while \( g(\cdot) \) is the transfer function, which might be either the sigmoid logistic or the tanh activation function.

3. Methodology

3.1. Data Collection

The data used in this paper were obtained from Innovative Microfinance Limited (IML), a micro-lending institution in Ghana. It started operating in 2009. The data are an extract of information that IML could make available to us on micro-loans from January 2012 to July 2018, during a period of economic and political stability. During this period, the market’s liquidity risk was the most significant risk (Johnson and Victor 2013). A total sample size of 4450 customers was extracted, but 46 rows were entirely deleted due to many missing values in those rows. The data fundamentally consist of customer information, such as demographic information, amount of money borrowed, frequency of loan repayment (weekly or monthly), outstanding loan balance, number of repayments and number of days in arrears. To reduce the level of variability in the loan amount, we took the logarithm of it and named the new variable “log amount”. Additionally, given the fact that the micro-loans have different periods of repayment and frequency of repayment, all interest rates were annualized to take care of these differences by bringing them to a common denominator in terms of time.

Table 1 below is a list of the variables used in this paper to fit our classification models.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Age of customer</td>
</tr>
<tr>
<td>Gender</td>
<td>Gender of customer. Female code as 0 and male as 1</td>
</tr>
<tr>
<td>Marital status</td>
<td>Customer’s marital status. Married coded as 0 and not married as 1</td>
</tr>
<tr>
<td>Log amount</td>
<td>Logarithm of loan amount</td>
</tr>
<tr>
<td>Frequency</td>
<td>Frequency of loan repayment. Monthly coded as 0 and weekly as 1</td>
</tr>
<tr>
<td>Annualized rate</td>
<td>Interest rate computed on annual scale</td>
</tr>
<tr>
<td>No. of repayment</td>
<td>Number of repayments made to offset the loan</td>
</tr>
</tbody>
</table>

3.2. Definitions of Risk Classes

In this paper, we consider three risk classes for the multi-class classification problem. A risk is considered “good” if the customer is not in arrears or is in arrears for less than 30 days; it is considered “average” if the customer is in arrears between 30 and 91 days; finally, it is considered “poor if the customer is in arrears for more than 91 days.

3.3. Data Balancing

After classifying all customers into the various risk classes, we encountered an imbalance data situation wherein 83.72% of the entire data set belonged to the poor risk class. In such a case, the danger is that any model fitted to the data might end up predicting the majority risk class all the time, even though the model diagnostics show that the model is good. To address this class imbalance condition, we adopted the machine learning synthetic minority over-sampling technique for nominal and continuous (SMOTENC for short) to over-sample the minority classes to achieve fair representation for all classes in the data set. After this, the majority class constituted only 36.19% of the data set. Figure 1 shows the nature of the data set before and after applying the SMOTENC algorithm:
3.4. Training–Test Set Split

For all the models fitted in this study, we split the balanced data into 80% for the training set and 20% for the testing set (validation). Unless otherwise stated, all analyses presented in this paper were done using the Python programming language.

3.5. Summary Statistics of Features

Table 2 presents the summary statistics of the numerical features used in this paper. A second quartile (median) value of 31 for age implies that 50% of customers are 31 years old or younger, while the remaining 50% are more than 31 years old. Meanwhile, 25% of customers are 26 (first quartile) years old or younger, and about 75% are 58 years old (third quartile) or younger. A positive skewness for age means that most customers are below the mean age. This also explains why the median age is lower than the mean age. Additionally, a negative excess kurtosis implies that age distribution is platykurtic in nature (i.e., it has a flat top, a plateau). Thus, the distribution is less peaked than that of the Gaussian distribution. The explanations given for the descriptive statistics of age can be transferred (in a parallel sense) to explain that of the remaining features.

Note that even though annualized rate is positively skewed, the original interest rates (i.e., before they were annualized) have negative skewness, which means most customers pay an interest rate higher than the mean value. However, this conclusion could be biased, given that the micro-loans have varying durations and frequencies of payment. Hence, this paper adopted annualized rate. Loan amount had a standard deviation of 4169.1886, which...
negatively influenced the classifiers, most likely due to the wide dispersion. Therefore in this paper, log amount was used instead.

For the categorical features, we used each category’s proportions to describe them as shown in Figure 2 below.

![Proportions by Categorical Features](image)

**Figure 2.** Proportions by categorical features.

In Figure 2 above, gender is the most disproportionate feature, with the majority being women. This is not surprising because previous studies have shown that about 75% of micro-credit clients worldwide are women and have proven to have higher repayment rates, and will usually accept micro-credit more easily than men (Chikalipah 2018). For example, Grameen Bank currently has 96.77% of its customers being women due to the extensive micro-credit services it offers (Grameen Bank 2020).

### 3.6. Feature Selection

The dataset had more variables than those used in this paper. Some of the variables were of no use to us, such as customer ID which is simply a unique customer identifier for all customers in the data. Other variables, such as date of birth, date disbursed, and date due were not used. However, we did calculate the age feature from the date of birth and date disburse by finding the difference in days between the date on which the loan was issued to each customer and birth date. The number of days was then divided by 365.25 days to obtain the age in years at the time of issuing the micro-loan. The choice of 365.25 days was to capture leap year effects in the age calculations. Additionally, note that to obtain the age at which a customer joined the scheme, the curtated age (i.e., the whole number part of the age) was considered; the fractional (i.e., decimal) part of the age was ignored. We chose to use the customers’ personal information, which included age, gender, and marital status, as our first choice of features.

Outstanding loan balance was not used because for a new customer the outstanding loan balance is the same as the loan amount. Moreover, there is a high positive linear correlation of 0.97 between these two variables. Eliminating one of them from the model helped to remove the confounding effect from the models. This confounding effect is a result of the presence of multicollinearity between these features. In such a situation, one of the features becomes redundant. Eliminating one such feature from the models helps prevent them from overfitting or underfitting, which avoids the case where a small change in the data leads to a drastic effect on the model in question. Some authors hold the notion that the multicollinearity effect is tamed in machine learning models, but it still has some effect on the models; besides, this notion is not widely accepted.

After this, frequency, interest rates, and number of repayments were then added to the set of features, since they were the only remaining variables that could be used as predictors. As explained earlier, log amount and annualized rate were used instead of amount and interest rate.
4. Results

In this section, we present analytic results of the various machine learning models adopted in this paper. All model diagnostic metrics in this paper are based on the validation/test set.

4.1. Prediction Accuracy

The idea here was to determine which model performs best with our data, and as a first step, we considered each model’s overall out-of-sample prediction accuracy on the test set. Note that as a rule of thumb, it is advisable to use the global f1-scores for model comparison instead of the accuracy metric; however, in our case, the two metrics were the same for all classifiers. The results are shown in the table below:

From Table 3, the least performing model in terms of prediction accuracy was the artificial neural network multilayer perceptron. Unlike the popular opinion held about neural network models in the literature, the predictive power did not improve irrespective of the number of hidden layers and/or hidden nodes. However, note that the best performing models were the machine learning ensemble classifiers (random forest, XGBoost, and Adaboost). XGBoost and Adaboost slightly outperformed the random forest classifier. Note that apart from the out-of-sample prediction accuracy on the validation set, other model diagnostic metrics such as confusion matrix, receiver operating characteristic (ROC) curve, area under the curve (AUC), f1-score, precision, and recall showed that the ensemble classifiers performed better with our data set than the rest of the models. Therefore, for the rest of this paper, we concentrate our analyses on the ensemble classifiers.

Table 3. Test set prediction accuracy.

<table>
<thead>
<tr>
<th>Model</th>
<th>Prediction Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision tree classifier</td>
<td>78.4593</td>
</tr>
<tr>
<td>Extra tree classifier</td>
<td>79.8332</td>
</tr>
<tr>
<td>Random forest classifier</td>
<td>80.8145</td>
</tr>
<tr>
<td>XGBoost classifier</td>
<td>81.0108</td>
</tr>
<tr>
<td>Adaboost classifier</td>
<td>81.2071</td>
</tr>
<tr>
<td>k-NN classifier</td>
<td>77.7723</td>
</tr>
<tr>
<td>Multilayer perceptron model</td>
<td>71.5898</td>
</tr>
</tbody>
</table>

4.2. Confusion Matrix

There is a need to look at the confusion matrix to assess a classification model’s quality of classification. For an ideal confusion matrix, we expect to get values only on the leading/principal diagonal, since they represent correct classification; values off-diagonal are those that were misclassified. Hence, Figure 3 illustrates the confusion matrix for each of our ensemble classifiers.

Figure 3 above shows that most of the values lie along the principal diagonal for all the ensemble classifiers, and the more values we record on the principal diagonal, the more evidence we have of correct classification. However, one thing that is easily noticeable is that most of the misclassifications are recorded between the average and good risk classes for all the classifiers. This is most likely because the decision boundary between the two classes is not so visible; hence, the classifiers cannot easily identify it, leading to some misclassifications between the two classes. However, for each classifier, the hyperparameters were tuned to obtain the best possible model that could quickly and easily identify the decision boundaries for a better classification experience.
4.3. Classification Report

In this subsection, we examine each classifier’s precision, recall, and f1-score. Hence, Table 4 below presents the classification report for the XGBoost model. Note that precision is the ratio of predicted values of a risk class that actually belong to that class to all values. In any of the confusion matrices above, it is the ratio of the values on the leading diagonal to the sum of all values in that column. Recall (true positive rate), on the other hand, is a ratio of the actual values of a risk class that were actually predicted as belonging to that class. Precision and recall usually have inverse relations, and the f1-score is a metric that measures both precision and recall together; it presents a combined picture of both precision and recall. It is a harmonic mean of the two metrics. Support is the actual number of occurrences of a particular risk class in the data set (usually the validation data). The accuracy parameter is simply the overall predictive power of the classifier. It is simply the ratio of the sample data that the classification model correctly classified. In each of the confusion matrices above, the sum of all elements on the principal diagonal is divided by the sum of all elements in the confusion matrix to obtain each classifier’s accuracy. The micro-average metric is the arithmetic mean of the precision, recall, and f1-scores, while the weighted average computes the weighted average of the precision, recall, and f1-scores. Note that these two metrics (micro-average and weighted average) compute precision, recall, and f1-score globally for the classifier. Global support is the sum of the individual supports for each risk class. The explanation given above for the XGBoost classifier can be mirrored for the random forest and AdaBoost classifiers; therefore, we present the same metrics for the random forest and AdaBoost classifiers in Tables 5 and 6 below. Note that the three ensemble classifiers have identical values for all the model diagnostic metrics.

Figure 3. Confusion matrix for ensemble classifiers.
4.4. Sensitivity Analysis

Here we present the receiver operating characteristic (ROC) curves and their respective areas under the curve (AUCs). ROC curves and AUCs are used to measure the quality of a classifier’s output; thus, they measure how correctly a classifier has been tuned. Movement along the ROC curve is typically a trade-off between the classifier’s sensitivity (true positive rate (TPR)) and specificity (TNR), and the steeper the curve, the better. For the ROC curve, sensitivity increases as we move up, and specificity decreases as we move right. The ROC curve along a 45° angle is as good a tossing a coin (i.e., a classifier as good as a random guess). Additionally, the closer the AUC is to 1, the better it is. Consider the figures below (Figure 4):
In Figure 4, for each classifier, we show the ROC curve and AUC for each risk class. ROC curves are typically for binary classification, but we used them pairwise for each class for multiclass classification. We adopted the one-versus-rest approach. This approach evaluates how best each classifier can predict a particular risk class against all other risk classes. Hence, we have an ROC curve and AUC for each class against the rest of the classes, and the unweighted averages of all these ROC curves and AUCs are the global (macro) ROC curve and AUC for that classifier; this means each risk class is treated with an equal weight of $\frac{1}{k}$ if there are $k$ classes. The micro-average metric is a weighted average taking into effect the contribution of each risk class. It calculates a single performance metric instead of several performance metrics that are averaged in the case of a macro-averaged AUC. Mostly, in a multiclass classification problem, the micro-average is desired if there is a class imbalance situation (i.e., if the main concern is the overall performance on the data and not any particular risk class in question). In that case, the micro-average tends to bring the weighted average metric closer to the majority class metric. However, in this paper, the class imbalance problem was taken care of, even before fitting the classification models. The results for each classifier are shown in Figure 4 above. The ROC curves and AUCs for all the ensemble classifiers look quite good, as the ROC curves are high above the 45° line, and the AUCs are high above the 0.5 (random guess) threshold. This is an indication...
that our ensemble classifiers have good predictive power, far better than random guessing. Note that the ROC curves and AUCs presented for all the classifiers above are based on the validation/test set.

4.5. Feature Importance

In this subsection, we evaluate the relative importance of each predictive variable in predicting default. Consider the Figure 5 below:

![Figure 5](image)

*Figure 5. Feature importance for the ensemble classifiers.*

Figure 5 above adopted the permutation importance score (on the validation/test set) to evaluate our predictive features’ relative importance in predicting defaults on micro-loans. The choice of permutation importance score is due to its ability to overcome the impurity-based feature importance score’s significant drawbacks. As revealed in the Scikit Learn documentation, the impurity-based feature importance score suffers from two major drawbacks. First of all, it gives priority to features with many distinct elements (i.e., features with very high cardinality); hence, it favors numerical features at the expense of categorical features. Secondly, it is based on the training set. It, therefore, does not necessarily reflect a feature’s importance or contribution when making predictions on an out-of-sample data set (i.e., test set)—thus, the documentation states, “The importances can be high even for features that are not predictive of the target variable, as long as the model has the capacity to use them to overfit”.

For all our classifiers, the top three most important features in predicting default on micro-loans are age, log amount, and annualized rate. We also realized that numerical features have more relative importance in predicting default than categorical features for all the classifiers.
4.6. Tuning of Hyperparameters

In this subsection, we present the optimal hyperparameters obtained for each of the top three ensemble classifiers. Consider the Table 7 below:

**Table 7. The optimal model’s hyperparameters.**

<table>
<thead>
<tr>
<th>Model</th>
<th>Hyperparameters</th>
<th>Range</th>
<th>Optimal Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>n_estimators</td>
<td>[1, 1500]</td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td>criterion</td>
<td>[gini, entropy]</td>
<td>gini</td>
</tr>
<tr>
<td></td>
<td>min_sample_split</td>
<td>[1, 20]</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>warm_start</td>
<td>[True, False]</td>
<td>True</td>
</tr>
<tr>
<td></td>
<td>random_state</td>
<td>[0, ∞)</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>bootstrap</td>
<td>[True, False]</td>
<td>True</td>
</tr>
<tr>
<td></td>
<td>max_features</td>
<td>[auto, sqrt, log2]</td>
<td>auto</td>
</tr>
<tr>
<td>XGBoost</td>
<td>eta/learning_rate</td>
<td>[0, 1]</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>objective</td>
<td>[logistic, softmax]</td>
<td>softmax</td>
</tr>
<tr>
<td></td>
<td>booster</td>
<td>[gbtree, gblinear, dart]</td>
<td>gbtree</td>
</tr>
<tr>
<td></td>
<td>tree_method</td>
<td>[auto, exact, approx, hist, gpu_hist]</td>
<td>auto</td>
</tr>
<tr>
<td></td>
<td>num_class</td>
<td>[3]</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>num_round</td>
<td>[1, 1000]</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>random_state</td>
<td>[0, ∞)</td>
<td>2</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>base_estimator</td>
<td>[DTC, ETC]</td>
<td>ETC</td>
</tr>
<tr>
<td></td>
<td>criterion</td>
<td>[gini, entropy]</td>
<td>entropy</td>
</tr>
<tr>
<td></td>
<td>splitter</td>
<td>[best, random]</td>
<td>best</td>
</tr>
<tr>
<td></td>
<td>min_sample_split</td>
<td>[1, 10]</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>max_features</td>
<td>[auto, sqrt, log2]</td>
<td>auto</td>
</tr>
<tr>
<td></td>
<td>n_estimators</td>
<td>[20, 500]</td>
<td>350</td>
</tr>
<tr>
<td></td>
<td>algorithm</td>
<td>[SAMME, SAMME.R]</td>
<td>SAMME</td>
</tr>
<tr>
<td></td>
<td>random_state</td>
<td>[0, ∞)</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>learning_rate</td>
<td>[1, 3]</td>
<td>2</td>
</tr>
</tbody>
</table>

Note that for all the classifiers, default values were used for any hyperparameters not listed in the table above. For all the classifiers, the hyperparameter “number of estimators” has proven to be very crucial in getting optimal accuracy. The hyperparameter “eta/learning rate” has also shown great importance in the XGBoost and AdaBoost classifiers. It is noticed that there is a trade-off between learning rate and number of estimators for the boosting classifiers (i.e., there is an inversely proportional relationship between them). Additionally, note that by keeping all other optimal parameters constant, model accuracy increases with an increasing number of estimators until it reaches the point of the optimal values reported in Table 7 above. Above this level, the accuracy starts to reduce such that if it were plotted, it would have a bell shape. This holds for the top three ensemble classifiers presented in this paper.

5. Discussion

This paper evaluated the usefulness of machine learning models in assessing defaulting in a micro-credit environment. In micro-credit, there is usually no central credit database of customers and very little to no information at all on a customer’s credit history; this situation is predominant in Africa, where we got our data from. This makes it hard for micro-lending institutions to determine whom to deny or not deny micro-loans. To overcome the drawback, this paper demonstrates that machine learning algorithms are powerful in extracting hidden information in the data set, which helps to assess defaults in micro-credit. All performance metrics adopted in this paper were those based on the validation/test set. The data imbalance situation in the original data set was solved using the SMOTENC algorithm. Several machine learning models were fitted to the data set, but this paper reported only those models that recorded overall accuracy of 70% or higher on the validation set. Most of the models reported in this paper are tree-based...
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algorithms, possibly because we have many categorical features in our data set, and tree-based classifiers have been known to generally work better with such data sets than other machine learning algorithms that are not tree-based. Among the models reported in this paper, the top three best performing classifiers (random forest, XGBoost, and Adaboost) are all ensemble classifiers and tree-based algorithms as well. It might be the case that tree-based algorithms are powerful for predicting defaulting in a micro-credit environment. All ensemble classifiers reported an overall accuracy of at least 80% on the validation set. Other performance measures adopted also revealed that the ensemble classifiers have good predictive power in assessing defaults in micro-credit (as shown in Sections 4.2–4.4). We adopted multiclass classification algorithms because they give us an extra advantage of having the average risk class so that customers predicted to be in that class can be further investigated regarding to whether to deny or offer them micro-loans.

It is good to note that annualized rate was among the top three most important features for predicting default. This is in line with the works of Bhalla (2019); Conlin (1999); Jarrow and Protter (2019), which point out that exploitative lending rates are one of the main causes of defaulting in micro-credit. We also noticed that even though loan repayment frequency is among the least important features, the number of repayments counts very much in assessing defaulting in micro-credit situations. This is also in line with the MSc thesis of Titus Nyarko Nde who discovered that defaults on micro-loans tend to worsen after six months, by which time customers become tired of repaying their loans, and he recommended that the duration of repayment of micro-loans should not exceed six months. Gender was the least important feature for predicting defaulting for all the classifiers. This was most likely due to the fact that the feature gender was made up of almost only women. This is also in line with the aforementioned MSc thesis, wherein gender was the only insignificant feature for predicting survival probabilities in the Cox proportional hazard model.

This paper also discovered that numerical features had more relative importance for predicting defaults on micro-loans than categorical features for the top three ensemble classifiers.

Having access to real-life data is usually not an easy task, and most articles usually use online data sets (such as the Iris data set and the Pima Indians onset of diabetes data set) that are already prepared into some format to work well with most machine learning algorithms. However, in this paper, we demonstrated that machine learning algorithms could predict defaulting on a real-life data set of micro-loans. Our case was that the available literature on credit risk modeling has not given much attention to credit risk in a micro-credit environment to the best of the authors’ knowledge, which is what we have done. Those factors make this paper unique.

Based on this paper’s findings, future studies will focus on how to derive fair lending rates in a micro-credit environment to avoid exploiting people who patronize micro-credit. This is because much attention has not been given to this topic in the micro-credit environment in the literature; see, e.g., Jarrow and Protter (2019). Additionally, note that all the algorithms adopted in this paper are static in nature and do not consider the temporal aspects of risk. In other words, we did not predict how long a customer will spend in the assigned credit class (“poor”, “average”, or “good”). If we can predict the average time to credit migration from one risk class to another, the lender can take into account loan duration and/or interest rates. Future studies will adopt other algorithms that are able to predict the expected duration of an event before it occurs. Ghana’s economy was stable during the period of the data. However, future studies will consider incorporating macroeconomic variables such as inflation and unemployment rate into our models to predict defaults in a micro-credit environment. We will also consider the influences of economic shocks, such as global pandemics (such as COVID-19), on micro-credit scoring.
6. Conclusions

This research evaluated individuals’ credit risk performance in a micro-finance environment using machine learning and deep learning techniques. While traditional methods utilizing models such as linear regression are commonly adopted to estimate reasonable accuracy nowadays, these models have been succeeded by extensive employment of machine and deep learning models that have been broadly applied and produce prediction outcomes with greater precision. Using real data, we compared the various machine learning algorithms’ accuracy by performing detailed experimental analysis while classifying individuals’ requesting a loan into three classes, namely, good, average, and poor.

The analytic results revealed that machine learning algorithms are capable of being employed to model credit risk in a micro-credit environment even in the absence of a central credit database and/or credit history. Generally, tree-based machine learning algorithms have shown a better performance with our real-life data than others, and the most performing models are all ensemble classifiers. Bajari et al. (2015); Carbo-Valverde et al. (2020); Fernández-Delgado et al. (2014) found that the Random Forest classifier generated the most accurate prediction. Our study on a specific data set demonstrates that XGBoost, AdaBoost, and random forest classifiers perform with roughly the same prediction accuracy (within 0.4%). Overall prediction accuracy of at least 80% (on the validation set) for these ensemble classifiers on a real-life data set is very impressive. Numerical features generally have shown to have higher relative importance when predicting default on micro-loans than categorical features. Additionally, interest rates have been listed among the top three most significant features for predicting defaulting, and this has become one of our next research focus: to come up with a way to avoid exploitative lending in a micro-credit environment. Moreover, the algorithms adopted in our paper are more affordable in terms of implementation such that micro-lending institutions, even in the developing world, can easily adapt them for micro-credit scoring.

This study, like any other, came not without limitations. Although our work was concentrated on employing real data from a micro-lending institution, we will base our experimental analysis on a more extensive data set in future works. While some broad qualitative conclusions about the importance of various features and the use of ensemble classifiers in micro-lending scenarios can be drawn from our results, the particular choice of features, etc., may not be universally applicable across other countries and other institutions. The use of an extensive data set might boost the model’s performance and provide more accurate estimations. Similarly, we might control the number of outliers more efficiently while understanding machine learning algorithms’ limits. Including the temporal aspects of credit risk is another promising direction for future research.
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Abbreviations
The following abbreviations are used in this manuscript:

- AdaBoost: Adaptive Boosting
- ANN: Artificial Neural Networks
- AUC: Area Under the Curve
- Extra Trees classifier: Extremely Randomized Trees Classifier
- FPR: False Positive Rate
- k-NN: k-Nearest Neighbor
- MLP: Multilayer Perceptrons
- SMOTENC: Synthetic Minority Over-sampling Technique for Nominal and Continuous
- ROC: Receiver Operating Characteristic
- TPR: True Positive Rate
- XGBoost: eXtreme Gradient Boosting method
- DTC: Decision Tree Classifier
- ETC: Extra Tree Classifier
- SAMME: Stagewise Additive Modeling using a Multi-class Exponential loss function
- SAMME.R: Stagewise Additive Modeling using a Multi-class Exponential loss function (R for real)
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