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Abstract: This study analyzes seven bioeconomy sectors with the aim of establishing the leading contributing sectors to gross domestic product (GDP), and also determines the future relationship between bioeconomy and the national economy in Japan. We use data from World Input–Output Database (WIOD), International Renewable Energy Agency (IRENA), and the World Bank Group for this analysis. First, we use principal component analysis (PCA) techniques to identify the bioeconomy sectors that contribute significantly to the national economy. We find through the PCA that all the bioeconomy sectors that we analyzed contribute almost uniformly and significantly to the national economy. We also find forestry and wood sectors to be the most significant contributing bioeconomy sectors. We use the autoregressive distributed lag (ARDL) bounds test to prove the existence of short-run and long-run relationships between bioeconomy and gross domestic product (GDP). We finally use the vector error correction Granger causality model to establish a bicausality between bioeconomy and GDP in the long-run, but not in the short-run.
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1. Introduction

Since the Industrial Revolution, the world’s economy has heavily depended on fossil feedstocks such as crude oil, natural gas, and coal for industrial use to produce diverse products such as fuel, chemicals, pharmaceuticals, soaps, synthetic fiber, plastics, etc. to meet the growing demand of the population [1]. However, two major concerns have emerged with the continuous use of fossil raw materials. Firstly, it is fast depleting, which has raised sustainability and cost concerns [2]. Secondly, it is a significant contributor to the increasing level of CO₂ in the atmosphere, which is causing massive environmental problems [3]. The need for a comparatively more environmentally friendly and sustainable energy and raw material source is now inevitable. Bioeconomy has subsequently emerged as a concept that can satisfy these needs.

The bioeconomy concept was popularized by the launch of the Bioeconomy Strategy in 2012 by the European Commission (EC) [4]. The EC strategy defined bioeconomy as “the production of renewable biological resources and the conversion of these resources and waste streams into value-added products, such as food, feed, [and] bio-based products, as well as bio-energy”. There are several other definitions of bioeconomy across the world, and different terms such as bio-based economy, biotechnology, etc. are used in some instances with different scopes of the bioeconomy concept [2,5]. For this present paper, bioeconomy is defined to encompass the production of renewable biological resources and their conversion into food, feed, bio-based products, and bioenergy. It includes agriculture, forestry, fisheries, food, and pulp and paper production, as well as parts of the chemical, biotechnological,
and energy industries [6]. One of the most recent and broad definitions has been provided by the Global Bioeconomy Summit (GBS). In a communiqué issued after the April 2018 summit, the GBS [7] defined bioeconomy as part vision and part reality, by saying “bioeconomy is the production, utilization, and conservation of biological resources, including related knowledge, science, technology, and innovation, to provide information, products, processes, and services across all economic sectors aiming toward a sustainable economy”. One common theme that can be deduced from the various definitions of bioeconomy is that it is meant to use biological resources for sustainable development. The concept of bioeconomy cuts across various sectors of the world’s economy [8], and it focuses on varied priorities across countries. These include economic growth, employment, energy security, food security, fossil-fuel reduction, mitigation and adaptation to climate change, and rural development. [9].

Notwithstanding the euphoria that greets bioeconomy in the policy and research circles, not all scholars are enthused about the inherent sustainability claims and the current setup of the bioeconomy concept. For example, Birch and Tyfield [10] posited that bioeconomy is a contested and contestable concept that has been fetishized [11]. Pfau et al. [2] reviewed the scientific literature and cast doubt about the sustainability assumption on bioeconomy, because it is not self-evident. Similarly, Sheppard et al. [12] pointed out that not all sustainability issues regarding bioeconomy, such as biosecurity risks, are recognized sufficiently at the policy level. Hence, the sustainable economy that is expected of bioeconomy may elude us. One of the basic criticisms of bioeconomy is that bioeconomy would promote “land grabbing” and threaten world food security [13].

Beyond the criticisms, some related concepts have emerged. One important bioeconomy-related concept is bioenergy. Bioenergy is renewable energy processed from materials acquired from biological origin [14]. Biofuels processed from numerous types of biomass are the source for any form of bioenergy [15]. Biodiesel produced from oils and fats and bioethanol produced from the fermentation of plants containing sugar and starch is considered first-generation biofuel [16]. However, these first-generation sources of bioenergy raise the food versus fuel debate, as food crops are turned to feed fuel production, which contributes to higher food prices, and many consider converting food into fuel and chemicals irresponsible [4]. To surmount these challenges, research has developed various generations of biofuels. The second-generation biofuels use non-food biomass such as algae, which grow in areas where food crops cannot grow [17]. Other non-food biomass includes agricultural waste, food waste, forest and wood waste, etc. [18]. So, the issue of biofuel competing with food crop has been solved.

One important and rapidly growing sector of the bioeconomy is biopharmaceuticals [19]. Biopharmaceuticals involve the use of biological discoveries and inventions to develop drugs [20]. Besides the term biopharmaceuticals, several other terms—such as biotherapies, immunotherapies, biologics, and biological products—have been used to refer to these products [21]. The biopharmaceutical industry has several characteristics such as long commercialization periods and very complex and lengthy regulatory approval procedures. Since the commercialization of the first biopharmaceutical product some 35 years ago, many other products followed, leading to a continuous increase in the sales of the biopharmaceutical sector. The biopharmaceutical growth rate of 8% is twice that of the pharmaceutical industry, and it accounts for 20% of pharmaceutical product sales [22], assuring its increasing contribution to sustainable economic growth.

Biochemical and biochemical products (e.g., bioplastics) are already produced globally and consume about 4.5% of the biomass that is used for energy and biochemical processes [23]. Bioplastic is a promising alternative to petroleum-based plastics [23]. Bioplastic is the fastest growing bioindustry. In 2018, the market for bioplastics may reach 6.73 million tons [24]. The continents with the largest capacity for bioplastics production will be Asia (75.8%), followed by South America (12.2%) and Europe (7.6%) [24]. The production capacity of biodegradable bioplastics will continue to grow [24].

Several studies have advocated for a study such as the one presented in this paper. For instance, Fuentes-Saguar et al. [25] indicated that in the context of the growing relevance and interest in the bioeconomy across the world, research work that provides significant information on the structure of activities and their links with gross domestic product (GDP) has acquired greater importance.
Also, the German Bioeconomy Council [26] stated that insights into the expectations, drivers, and barriers related to sustainable bioeconomy around the world are essential for international policy and collaboration. In spite of the great importance of insight into the drivers of bioeconomy [26], the literature has not adequately addressed the specific sectors of the bioeconomy that drive its contribution to economic growth, nor their short and long-run relationships with economic growth, particularly in Asia.

However, the economic center of gravity (the average location of economic activity across geographies on Earth) is moving toward Asia [27]. By 2034, Asia could account for 57% of global output [27]. China, Japan, and other Asian countries will lead this shift, which will have significant economic mass [28]. Also, in everything from research and development to full-scale implementation and biomass production, Asian countries are likely in the long-term to be leaders in bio-based production [28].

The characteristics of the Japanese economy make it an interesting country to study. First, Japan is the bioscience leader in Asia, and among the top bioscience leaders such as the European Union and the United States that see expanding the bioeconomy as a means of reindustrializing and creating wealth [29]. In addition, Japan is the most sensitive and investment efficient for high-tech bioindustry production [30]. This makes Japan a benchmark in the Asian bioeconomy. Therefore, a study on the Japanese bioeconomy will among other things, deepen the understanding of countries who will use the Japan’s bioeconomy as a role model. Again, Japan is the third biggest economy in the world [31], and it is among the world’s top importers of fossil fuels [32]. Meanwhile, Japan has the fifth largest total potential biomass market in the world [32], but the share of biomass was only 1.5% of the country’s total power generation in 2017 [33]. According to the World Bank [34], Japan’s land area is 70% forest, but its energy system’s incorporation of woody biomass is low. Many trees are mature in the large forests that were planted following WWII, incurring a high quantity of unutilized forest biomass, with annual residues reaching 20 million m³ [35]. At the same time, the forest industry in Japan is unproductive. In the cost structure of running woody biomass electricity generation, feedstock comprises a high share of just under 77% [36]. Therefore, this study seeks to contribute to the literature by explicating the bioeconomy and national economy nexus from the Japanese perspective.

Several bioeconomy sectors contribute to the GDP growth of a country. Which of these sectors are the key contributors? Which of these factors’ contribution is negligible? What are the short-run and the long-run relationships between bioeconomy and GDP growth? What is the causal effect of bioeconomy on the GDP growth and vice versa? The main aim of this study is to answer these important questions by analyzing the principal sectors of bioeconomy that drive its contribution to the GDP growth of Japan. This study also aims to shed light on the relationship between bioeconomy and the GDP growth of Japan. It focuses on short-run and long-run relationships, while testing for the stability of such relationships. The paper is also concerned with the short-run and long-run causal relationships that exist between bioeconomy and the GDP growth of Japan. Therefore, this study contributes to the literature by empirically establishing the cointegration relationship, short-run and long-run relationships, as well as the causal relationship that exists between the studied bioeconomy sectors and GDP growth in the context of Japan. This study also empirically establishes and ranks the paramount influencing bioeconomy sectors on GDP within the studied bioeconomy sectors in the context of Japan.

The rest of the study is organized as follows. The next section presents the data description and it is followed by the methodology. The fourth section reports the empirical findings of the study. The fifth section presents the discussion, and the last section concludes the study.

2. Data

This study uses the latest data set released by the World Input–Output Database (WIOD). WIOD is a database made from a world input–output table (WIOT) [37]. The WIOD takes annual data on industry gross output and value added, as well as total exports and imports, and final demand categories from the latest released national accounts statistics as the starting point [37]. This latest
WIOD release provides an annual time-series of WIOTs from 2000 to 2014. Regarding specific remarks on the 2016 release, see [37]. The latest WIOD data has been used in a bioeconomic analysis [38].

Since this current paper analyzes the contribution of bioeconomic sectors to GDP, the paper uses the gross output data provided by the WIOD (socioeconomic accounts data). Gross output by industry is a set of statistics that provide important insights into an industry’s contribution to economic growth [37] through comprising the total value of goods and services produced by an industry [39]. The data gives gross output by industry at current basic prices (in millions of national currency).

Data on bioenergy is obtained from The International Renewable Energy Agency (IRENA) [40]. IRENA is an intergovernmental organization that supports countries in their transition to a sustainable energy future, and serves as the principal platform for international cooperation, a center of excellence, and a repository of policy, technology, resource, and financial knowledge on renewable energy. IRENA collect data from a variety of sources. Most of the data are official statistics submitted by countries to IRENA using the IRENA renewable energy statistics questionnaire during its annual data collection cycle or taken from official publications.

We use IRENA data [40] that comprise electricity output generated from biosources, which includes solid biofuel, renewable municipal waste, biogas, other solid biofuel, and liquid biofuel, which are all measured in gigawatt hours (GWh). We use the aggregated bioenergy output figure. We represent the national economy by annual GDP figures given by the World Bank [41].

This study focuses on a total of seven variables. The variables are made up of output figures of the seven selected bioeconomy sectors. The list of bioeconomy sectors that is covered in this paper is presented in Appendix A. The sectors are derived from primary bioeconomy variables used by Asada and Stern [38], and also from the more comprehensive bioeconomic variables given in [42]. To integrate the data from the varied sources, Equation (2) in the principal component analysis below is implemented to get a standardized data for the analysis.

3. Methods

3.1. Principal Component Analysis

This paper institutes principal component analysis (PCA) to establish the relationships among the explanatory variables in the study. For a comprehensive introduction to PCA, see [43].

In analyzing a relatively large number of variables such as that of this paper, it is often advantageous to reduce the number of variables without a significant loss of the information contained in the dataset. PCA is a well-known powerful multivariate statistical technique that is used for dimensionality reduction in almost all scientific disciplines, and it is probably the most popular multivariate statistical technique [44]. PCA produces orthonormal eigenvectors and eigenvectors as well as a non-negative square root of eigenvalues called singular values. This PCA is known as singular value decomposition (SVD) [45]. These variables are obtained as linear combinations of the original variables. The diagonal singular values are ordered in descending order. The largest singular value (eigenvalue) corresponding to the largest eigenvector is the first principal component. The first principal component explains most of the variance in the dataset. The second principal component and subsequent principal components follow the same order; for more, see [45].

Let \( A \) be a real \( m \times n \) matrix where \( m \geq n \):

\[
A = U \Sigma V^T
\]  

(1)

The matrix \( U \) consists of orthonormal eigenvectors associated with the largest eigenvalue of \( A A^T \), and the matrix \( V \) consists of the orthonormal eigenvectors of \( A^T A \). The diagonal elements of \( \Sigma \) are the non-negative square roots of the eigenvalues of \( A^T A \), and they are called singular values. where \( \Sigma \) is given as \( \sigma_1 \geq \sigma_2 \ldots \geq \sigma_n > 0 \).

Interested readers are referred to [45] for a detailed discussion on SVD.
3.1.1. Steps in PCA

We standardize each variable using the z-scores in Equation (2):

\[ Z_{ij} = \frac{(X_{ij} - \mu_j)}{\sigma_j} \]  

(2)

where \( Z_{ij} \) is the standardized score of parameter \( j \), \( X_{ij} \) is the \( i \)th observation on the \( j \)th variable in the raw dataset, and \( \mu_j \) and \( \sigma_j \) are the mean standard deviation of the \( j \)th variable in the raw dataset. Second, we use the z-scores in Equation (2) above to construct a \( m \times n \) correlation matrix. Next, we conduct a principal component analysis (PCA) using the correlation matrix to compute eigenvectors and eigenvalues. These eigenvalues are organized in descending order of magnitude such that the first eigenvalue is larger than the second eigenvalue, and so forth. The eigenvector corresponding to the highest eigenvalue represents the first principal component (PC1) in multivariate data space, showing the highest variance in the dataset. The second principal component (PC2) and subsequent principal components follow the same order. The total computed principal components correspond to the total number of variables in the original dataset in this study: seven. We use IBM SPSS Statistics for Windows® Version 23.0 (IBM Corp, Armonk, NY, USA) to perform the PCA in this paper. We set an alpha level of 0.05. We make adjustments to arrange the eigenvalues in descending order, and suppress factor loadings <0.40.

Before the principal component analysis, we compute the Pearson correlation (r) to test whether our dataset has the appropriate correlations to carry out the factor analysis. To aid this process, we use Bartlett’s test of sphericity (BTS). The BTS tests the hypothesis “correlation matrix = identity matrix”. A rejection of this hypothesis indicates that the correlation between the variables is significantly different from an identity matrix, and therefore, factor analysis is appropriate for the dataset [46]. The result is presented in Table 1. Next, we conduct a Kaiser–Meyer–Olkin (KMO) test to measure the sampling adequacy for the overall dataset. A KMO value greater than 0.6 indicates that factor analysis is appropriate for the dataset under consideration [47]. The result is also presented in Table 1.

3.1.2. Component Selection Criterion

There are numerous procedures to determine the appropriate number of principal components to represent the data variance and the feature correlation in a principal analysis. One of the most popular methods is the Kaiser criterion [48]. The result is also presented in Table 2. The rule of the Kaiser criterion recommends the selection of components with eigenvalues equal to or greater than one. For robustness, we use another commonly used method for determining the number of principal components to retain for further analysis, which is called the scree test. This criterion for retention is to identify the breakpoint at which the scree begins, and retain only the components that do not belong to the scree [49]. The result is also presented in Figure 1.

3.1.3. Varimax Rotated Component Matrix

After selecting the appropriate number of components, we employ the varimax rotation method to facilitate interpretation of the loading plot. Two types of rotation are usually used in the literature: orthogonal when the new axes are orthogonal to each other, and oblique when the new axes are not required to be orthogonal. Varimax rotation is an orthogonal rotation, and it is the most popular rotation method. This method assumes that a simple solution means that each component has a small number of large loadings and a large number of zero loadings. The result of the varimax-rotated matrix is presented in Table 3, with loadings less than 0.40 omitted to improve clarity. Varimax allows for a component plot in varimax-rotated space to identify clusters among the variables. The result is also presented in Figure 2.
3.2. Econometric Model

3.2.1. Unit Root Test

An autoregressive distributed lag (ARDL) bound test is inefficient if any of the variables is integrated with an order of two. So, prior to implementing the ARDL cointegration test, it is important to ascertain that none of the variables under consideration is integrated with order of two. In order to guarantee the robustness of testing the time-series properties of the variables, we used two different unit root tests—augmented Dickey– Fuller (ADF) and Phillips–Perron (PP)—to assess the integration order of the series. We use the Akaike info criterion (AIC) with a maximum of two lags to test the null hypothesis of a unit root. The result is also presented in Table 4.

3.2.2. Cointegration Test

To avoid spurious regression, we run the following diagnostic tests: (i) normality (Jarque–Bera normality test); (ii) serial correlation (Breusch–Godfrey LM test); (iii) heteroscedasticity (Autoregressive conditional heteroscedasticity (ARCH test)); and (iv), misspecification of the model (Ramsey Regression Specification Error Test (Ramsey RESET)). The results are presented in Table 5b. The stability of the estimated coefficients using the cumulative sum of squares (CUSUMQ) stability tests based on the recursive regression residual is presented in Figures 3–5.

3.2.3. Diagnostic Tests

This study institutes autoregressive distributed lag (ARDL) bounds test proposed by Pesaran et al. [50] to investigate the relationship that exists between bioeconomy and the national economy. Our decision to institute ARDL is mainly premised on the variables in our dataset being integrated with a mix order, l(0) and l(1). Among the techniques to investigate cointegration such as the Johansen cointegration techniques [50], the result is presented in Table 5a. The ARDL estimation for the short-run and long-run coefficients, respectively; and $\epsilon_t$ represents the white noise error term. $\Delta$ represents the first difference operator [50]. The result is presented in Table 5a. The ARDL estimation for the short-run and long-run cointegrating form is presented in Table 6.

The result is presented in Table 4.
3.2.4. Causality Test

The causality relationships among all of the variables are examined using the Granger causality test within the Vector Error Correction Model (VECM) framework. Granger [51] pointed out that, within the VECM framework, there are two ways to test for causality: one through the statistical significance of the \( \text{t-test for the lagged error correction term (ECT}_{t-1} \)), and the other through the F-tests applied to the joint significance of the sum of the lags of each explanatory variable in the system. The \( \text{t-test of the ECT}_{t-1} \) indicates the long-run causal relationship of the model, whereas the F-tests of the explanatory variables in their first differences show the short-run causal effects. We test for causality using the WALD test (F-statistics) in the ARDL framework. The following illustrates the model that was used to investigate the Granger causality between cointegrated variables, which was transformed from Equations (3)–(5):

\[
\Delta GDP_t = \beta_{01} + \sum_{i=1}^{n_1} \beta_{1i} \Delta GDP_{t-i} + \sum_{i=1}^{n_2} \beta_{2i} \Delta PC1_{t-i} + \sum_{i=1}^{n_3} \beta_{3i} \Delta PC2_{t-i} + \lambda \text{ECT}_{t-1} + \epsilon_{it} \tag{6}
\]

\[
\Delta PC1_t = \beta_{02} + \sum_{i=1}^{n_1} \beta_{1i} \Delta PC1_{t-i} + \sum_{i=1}^{n_2} \beta_{2i} \Delta GDP_{t-i} + \sum_{i=1}^{n_3} \beta_{3i} \Delta PC2_{t-i} + \lambda \text{ECT}_{t-1} + \epsilon_{it} \tag{7}
\]

\[
\Delta PC2_t = \beta_{03} + \sum_{i=1}^{n_1} \beta_{1i} \Delta PC2_{t-i} + \sum_{i=1}^{n_2} \beta_{2i} \Delta GDP_{t-i} + \sum_{i=1}^{n_3} \beta_{3i} \Delta PC1_{t-i} + \lambda \text{ECT}_{t-1} + \epsilon_t \tag{8}
\]

where \( \text{ECT}_{t-1} \) represents the error correction term added to all of the equations, \( \beta_{1i}, \beta_{2i}, \) and \( \beta_{3i} \) represent the short-run dynamic coefficients, and \( \lambda \) represents the yearly speed of adjustment parameter and all of the other terms are as defined in Equations (3)–(5) above. The result is also presented in Table 7. EViews 10 University Edition is used for the econometric analysis.

4. Results

4.1. Result from Principal Component Analysis (PCA)

Principal component analysis assumes data to be normality distributed. We use the Kolmogorov–Smirnov test to examine the normality of the data (the \( p \)-value is greater than 0.05) so that the dataset meets the normality assumption. Next, we find the KMO measure of the sampling adequacy value to be 0.67. The KMO test indicates that factor analysis is appropriate for our dataset, since the KMO value is more than 0.6 (see Table 1).

<table>
<thead>
<tr>
<th>Source: Authors’ computation.</th>
</tr>
</thead>
</table>

The Barlett’s test of sphericity (BTS) above shows an approximate Chi-Square value of 97.20 and a \( p \)-value of 0.00. This result indicates that the correlation between the variables are significantly different from one, and so it is appropriate to institute factor analysis for the variables in the dataset (see Table 1). The three tests above all support the appropriateness of the principal component analysis instituted in this study.
Summary of Principal Component Analysis

The first two principal components have initial eigenvalues greater than one, and none of the remaining components has an initial eigenvalue equal to or greater than one. Following the Kaiser criterion, as indicated above, we select the first two principal components for further analysis (see Table 2).

Table 2. Summary of principal component analysis.

<table>
<thead>
<tr>
<th>Component</th>
<th>Total</th>
<th>% of Variance</th>
<th>Cumulative</th>
<th>Total</th>
<th>% of Variance</th>
<th>Cumulative</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.782</td>
<td>68.317</td>
<td>68.317</td>
<td>4.752</td>
<td>67.887</td>
<td>67.887</td>
</tr>
<tr>
<td>2</td>
<td>1.073</td>
<td>15.332</td>
<td>83.649</td>
<td>1.103</td>
<td>15.762</td>
<td>83.649</td>
</tr>
<tr>
<td>3</td>
<td>0.631</td>
<td>9.014</td>
<td>92.663</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.275</td>
<td>3.933</td>
<td>96.596</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.17</td>
<td>2.421</td>
<td>99.018</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.053</td>
<td>0.755</td>
<td>99.773</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.016</td>
<td>0.227</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Extraction method: Principal component analysis. Source: Authors’ computation using SPSS.

The scree plot obviously shows a breakpoint at principal component two. Following the scree plot selection criterion, we select the first two principal components for further analysis (see Figure 1).

Figure 1. Scree plot. Source: Authors’ computation.

Both the Kaiser criterion and the scree plot agree that principal component one (PC1) and principal component two (PC2) should be selected for further analysis. PC1 and PC2 jointly account for 83.6% of the variations in the dataset (see Table 2). This means that only PC1 and PC2 can be used to adequately represent the seven variables without losing the significant information that was contained in the original dataset.

After selecting the appropriate number of components, we employ the varimax rotation method to facilitate interpretation of the loading plot, as indicated above. The result of the varimax-rotated matrix is presented in (Table 3) with loadings less than 0.40 omitted to improve clarity.
Table 3. Varimax rotated component matrix.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Component 1</th>
<th>Component 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>X2</td>
<td>0.941</td>
<td>-</td>
</tr>
<tr>
<td>X5</td>
<td>0.929</td>
<td>-</td>
</tr>
<tr>
<td>X4</td>
<td>0.925</td>
<td>-</td>
</tr>
<tr>
<td>X1</td>
<td>0.920</td>
<td>-</td>
</tr>
<tr>
<td>X3</td>
<td>0.837</td>
<td>-</td>
</tr>
<tr>
<td>X7</td>
<td>-0.775</td>
<td>-</td>
</tr>
<tr>
<td>X6</td>
<td>-</td>
<td>0.975</td>
</tr>
</tbody>
</table>

Extraction Method: Principal component analysis. Rotation method: Varimax. Source: Authors’ computation.

We now examine the direction and magnitude of the coefficients of the original variables in the varimax-rotated component matrix of the PCA dimensional subspace (see Table 3). First, we find that most of the variables in the original dataset load almost uniformly to PC1 in the varimax-rotated component matrix. Given our factor loading threshold of 0.4, it can be said that six of our seven variables load significantly on the first component, and the remaining one loads highly significantly on the second component. This can be interpreted that in general, the seven analyzed bioeconomy subsectors are almost equally important in Japan’s bioeconomy. However, it is important to highlight the variables that exhibit the largest explanatory capacity. According to the varimax-rotated component matrix, PC1 is dominated by variables X2 (0.941) and X5 (0.929) (see Table 3 and Figure 2). Variable X2 and X5 are both forestry and forestry-related products. It is concluded that forestry and forestry-related products such as wood play a leading role in the Japanese bioeconomy. Again, the varimax-rotated component matrix indicates that PC2 has only variable X6 manufacture of paper and paper products (0.975). This underscores another wood-related sector in the Japanese bioeconomy.

Further analysis of the component plot in rotated space (Figure 2) shows two main clusters of variables. First, variables X1 to X5 on PC1 show a high positive coefficient, and they are grouped together. This shows that they are highly correlated, whereas variables X7 (bioenergy) is located at the opposite. Each of these variables shows a high negative coefficient, and this indicates that the two variables are highly correlated. The position of the first and second clusters of variables show that variables X1 to X5 are negatively correlated with variable X7. Variable X6 (manufacture of paper and paper products) exhibits different variance from all the other variables, and it is located on PC2.

Figure 2. Component plot in varimax-rotated space. Source: Authors’ computation.
4.2. Econometric Model

This study institutes econometric analysis to establish the relationship that exists between the various bioeconomic sectors and the national economy.

4.2.1. Unit Root

As indicated above, the first step of the ARDL bounds test is to establish that none of the variables is integrated with order two. The result for the unit roots tests is presented in (Table 4). In the ADF test, we use the Akaike info criterion (AIC) with a maximum of two lags. The critical threshold is 5%.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Level</th>
<th>1st diff.</th>
<th>CV at 5%</th>
<th>Level</th>
<th>1st diff.</th>
<th>CV at 5%</th>
</tr>
</thead>
</table>

Notes: (1) Both ADF and PP tests include an intercept but no trend. (2) Automatic lag selection for ADF was done by the Akaike info criterion (AIC). Source: Authors’ computation.

ADF and PP unit root tests concluded that GDP and PC2 have unit roots when level, but both become stable after the first difference. PC1, on the other hand, is stable when level. This result shows that our variables are integrated with the mix order, but none is integrated with order two. Based on this result, the ARDL bounds test is suitable for the cointegration test.

4.2.2. ARDL Bounds Tests for Cointegration

Base on Equations (3)–(5) presented in Section 3.2.2 above, we estimate the ARDL models one, two, and three, respectively, and the result is presented in Table 5a. We find from the ARDL bounds tests for cointegration analysis that each of the F-test from model one to three is above the 5% critical upper bound. The null hypothesis of no cointegration relationship is rejected, leading to the conclusion that cointegration exists among the variables in each of the models. It can be observed that the F-test in model one to model three are far above their respective upper bounds (see Table 5a), indicating a very strong rejection of the hypothesis. The diagnostic tests for the ARDL models are presented in Table 5b.

<table>
<thead>
<tr>
<th>Model</th>
<th>F-test</th>
<th>Lower</th>
<th>Upper</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>12.188</td>
<td>3.88</td>
<td>4.61</td>
<td>Cointegration ***</td>
</tr>
<tr>
<td>Model 2</td>
<td>9.243</td>
<td>3.10</td>
<td>3.87</td>
<td>Cointegration ***</td>
</tr>
<tr>
<td>Model 3</td>
<td>23.676</td>
<td>4.87</td>
<td>5.85</td>
<td>Cointegration ***</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Equation</th>
<th>LM Test</th>
<th>Hetero.</th>
<th>Jarque–Bera</th>
<th>RESET Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>3.944 (0.33)</td>
<td>3.753 (0.15)</td>
<td>0.362 (0.83)</td>
<td>2.537 (0.26)</td>
</tr>
<tr>
<td>Model 2</td>
<td>2.351 (0.16)</td>
<td>1.091 (0.39)</td>
<td>0.832 (0.65)</td>
<td>0.729 (0.49)</td>
</tr>
<tr>
<td>Model 3</td>
<td>5.099 (0.29)</td>
<td>5.805 (0.08)</td>
<td>0.682 (0.71)</td>
<td>0.474 (0.56)</td>
</tr>
</tbody>
</table>

Note: *** and ** in Table 5(a) denote rejection of the hypothesis at 1% and 5% critical bounds, respectively. The AIC is used to determine the optimal lag. The ARDL model in Table 5(a) is estimated by using unrestricted constant and unrestricted trend (case five). The tests in Table 5(b) present t-statistics and their respective p-value in parenthesis at the 5% critical value. Source: Authors’ computation.
The diagnostic tests include the LM test for serial correlation, heteroskedasticity test (ARCH test), Jarque–Bera normality test, and RESET test for stability diagnostics. The \( p \)-value of each of the tests is above 5% significant value (see Table 5b). The results of the diagnostic tests show that there are no serial correlation, heteroskedasticity, and normality problems associated with these models. The Ramsey RESET test confirms that the estimated model is stable.

The plots presented in Figures 3–5 show that there are no instability issues, since the CUSUMQ statistics fall within the critical bounds at a 5% significance level, indicating that the model has stable parameters over time. The results from the diagnostic tests show that the conclusions reached from the ARDL bounds test can be accepted with confidence, and further analysis can be made.

![CUSUM plots](image1)

**Figure 3.** Cumulative sum of squares (CUSUM) plots and tests for model one. Source: Authors’ computation.

![CUSUM plots](image2)

**Figure 4.** CUSUM plots and tests for model two. Source: Authors’ computation.
4.2.3. ARDL Estimated ARDL Short-Run and Long-Run Cointegrating Forms

The estimated ARDL short-run and long-run cointegrating forms for the causality test are presented in Table 6. In the short-run, it can be seen that all the independent variables, including the lagged value of the dependent variable, GDP, are significant except for PC2. It can be seen that the PC2 and PC2 lag (2) value of PC2 has a p-value of 0.071 and 0.095 and are significant, but only at the 10% confident interval. However, per the benchmark of this study, we argue that there is no causal relationship between the two variables, because their respective probability values exceed the 5% critical value benchmark of this study. PC2 lag (1) with a p-value of 0.840 is completely insignificant. The trend and constant terms are also highly significant, justifying their inclusion in the model. Almost all the other variables have positive coefficients, which suggest positive relationships among the variables.

In the long run, PC1 is significant at a 5% critical value, so it retains its economic interpretation, but PC2 is not significant, even at a 10% critical value (see Table 6).

Table 6. Estimated ARDL short-run and long-run cointegrating forms.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>D(GDP(-1))</td>
<td>1.200</td>
<td>0.230</td>
<td>5.216 **</td>
<td>0.013</td>
</tr>
<tr>
<td>D(GDP(-2))</td>
<td>-1.723</td>
<td>0.270</td>
<td>-6.488 **</td>
<td>0.007</td>
</tr>
<tr>
<td>D(PC1)</td>
<td>0.362</td>
<td>0.480</td>
<td>0.753 **</td>
<td>0.006</td>
</tr>
<tr>
<td>D(PC1(-1))</td>
<td>0.834</td>
<td>0.634</td>
<td>1.315 **</td>
<td>0.040</td>
</tr>
<tr>
<td>D(PC1(-2))</td>
<td>0.343</td>
<td>0.730</td>
<td>3.207 **</td>
<td>0.049</td>
</tr>
<tr>
<td>D(PC2)</td>
<td>0.759</td>
<td>0.277</td>
<td>2.739</td>
<td>0.071</td>
</tr>
<tr>
<td>D(PC2(-1))</td>
<td>0.035</td>
<td>0.167</td>
<td>0.207</td>
<td>0.840</td>
</tr>
<tr>
<td>D(PC2(-2))</td>
<td>-0.285</td>
<td>0.118</td>
<td>-2.409</td>
<td>0.095</td>
</tr>
<tr>
<td>C</td>
<td>-8.928</td>
<td>2.145</td>
<td>-4.161</td>
<td>0.023</td>
</tr>
<tr>
<td>D(@TREND)</td>
<td>1.096</td>
<td>0.275</td>
<td>4.257</td>
<td>0.023</td>
</tr>
</tbody>
</table>

Long-Run Cointegrating Form

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC1</td>
<td>0.322</td>
<td>0.701</td>
<td>3.3</td>
<td>0.045 **</td>
</tr>
<tr>
<td>PC2</td>
<td>0.334</td>
<td>0.207</td>
<td>1.612</td>
<td>0.205</td>
</tr>
</tbody>
</table>

Note: ** represent significance level at 5% level. Source: Authors' computation.
4.2.4. VECM Granger Causality Test

The VECM Granger causality models based on Equations (6)–(8) are presented in Table 7. First, it can be confirmed that there is a short-run unidirectional causality running from $PC_1$ and $PC_2$ to GDP at a 5% critical value, but not vice versa. The short-run causality from $PC_1$ to GDP is a confirmation of the first finding in the ARDL framework. A bidirectional short-run causality is observed between GDP and $PC_2$ at the 10% significant level, but per the benchmark of this paper, we argue that there is no causal relationship between the two variables, because their respective probability values exceed the 5% critical value benchmark of this paper.

Table 7. VECM Granger causality test.

<table>
<thead>
<tr>
<th>Dependent</th>
<th>$\Delta GDP$</th>
<th>$\Delta PC_1$</th>
<th>$\Delta PC_2$</th>
<th>$ECT_{t-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta GDP$</td>
<td>-</td>
<td>0.362 (0.042) **</td>
<td>0.759 (0.018) **</td>
<td>-1.524 (−8.383) **</td>
</tr>
<tr>
<td>$\Delta PC_1$</td>
<td>0.362 (0.442)</td>
<td>-</td>
<td>2.342 (0.172)</td>
<td>−0.262 (−6.933) ***</td>
</tr>
<tr>
<td>$\Delta PC_2$</td>
<td>6.088 (0.09) *</td>
<td>2.129 (0.014) **</td>
<td>-</td>
<td>−0.761 (−10.308) **</td>
</tr>
</tbody>
</table>

Notes: ***, **, * Significant at 1%, 5%, and 10% levels, respectively. Source: Authors’ computation.

It can further be seen that there is no short-run causality from $PC_2$ to $PC_1$, but causality does exist running from $PC_1$ to $PC_2$ at the 5% significance level. Looking at the long-run causality, the $ECT_{t-1}$ coefficients for each of the three error correction models is negative and statistically significant. With GDP as the dependent variable, long-run causality runs from the explanatory variables, $PC_1$ and $PC_2$, at a 1% significance level (see Table 7). Similarly, with either $PC_1$ or $PC_2$ as the dependable variable, a long-run causality exists among all the variables at a 5% significance level.

5. Discussion

The findings from this study show that most of the bioeconomy subsectors contribute significantly and almost uniformly to the GDP growth in Japan. This finding implies that Japan needs to handle her bioeconomy in a holistic approach rather than a sector-specific approach. According to the World BioEconomy Forum [52], various countries have prioritized specific sectors of their bioeconomy to achieve specific targets. However, the findings in this study suggest that Japan must not leave any of the bioeconomy sectors behind in her quest to develop and achieve their bioeconomy targets.

This present study further establishes that among the significant contributing sectors of the bioeconomy, forestry and logging and wood products are the leading sectors of the bioeconomy in Japan. This finding is largely consistent with previous studies such as [53], and this suggests that bioeconomy output in Japan is still dominated by primary production. This finding also confirms the assertion made by [54] that traditional bioeconomy sectors dominate the bioeconomy. This may not be surprising, because the bioeconomy concept itself is based on biological materials that are usually generated from forestry and agriculture products. The finding that forestry and forest products are the leading bioeconomy sectors in Japan is very reflective of the happenings in the Asian country. Japan has strategies and plans that are directed exclusively at the production and industrial use of biomass [55]. Recently developed policies include The National Plan for the Promotion of Biomass Utilization [56]. Precisely, in relation to biomass for energy, the focus of this national strategy is on woody biomass in distributed energy systems and next-generation biofuels. This has caused a surge in imported and domestically produced wood pellets to meet the needs of power plants in the future [57]. Also, there is significant potential for biomass usage in Japan in the future, especially with the considerable amount of wasted wood [57]. Due to the high focus on bioenergy in Japan, we anticipated finding a higher coefficient for bioenergy in relation to the other sectors, but surprisingly, we found that bioenergy had the least coefficient among the sectors in this study. This may be due to the smaller size of bioenergy in comparison with other huge sectors such as forestry, agriculture, etc.

This study confirms that, in Japan, long-run cointegration and causal relationships exist between the bioeconomy subsectors and the GDP growth in each of the three models. However, the short-run
relationship cannot be confirmed in two out of the three models. One possible reason for this finding is that the concept of bioeconomy is long-term in nature [58], and has not yet unleashed its full potential [25]. Another important reason may be that bioproducts have not fully hit commercialization [59], and consumers are generally unfamiliar with bio-based products [60]. Bioproducts are currently being promoted by policymakers as policymakers map up strategies [4] to realize bioeconomy dreams, but this initiative would be more successful if it was led by the market.

Given the inherent sustainability assumption in bioeconomy [2], this study shows that bioeconomy has the capacity to significantly impact the sustainable development of Japan. To achieve this, policymakers need to pursue bioeconomy with profitability concerns as a major target to be able to attract industry, without which bioeconomy will remain an abstract notion [61], and the desired sustainable development may elude us.

This study aims by no means to be exhaustive, nor claims to be representative of the entire bioeconomy discussion in Japan. Given the broad nature of bioeconomy, this study has focused on only seven selected sectors of bioeconomy.

6. Conclusions

Our study utilized recent econometric techniques such as the autoregressive distributed lag (ARDL) and VECM Granger causality model to reveal the direction of the causality among the variables within the current study period. Our study also utilized probably the most popular multivariate statistical technique, principal component analysis (PCA), to elucidate the relationship among our independent variables.

Principal component analysis was first used to identify the bioeconomy sectors that contribute significantly to the GDP growth of Japan. The PCA yielded two principal components that explain 83.6% of the variations in the seven bioeconomy sectors. We found from the PCA that all of the bioeconomy sectors contribute almost uniformly to the GDP growth of Japan. In view of this finding, this study calls for a holistic development of the Japanese bioeconomy where all of the sectors are properly linked, since they are all almost equally important and interdependent. By ranking the Japanese bioeconomy sectors through the Varimax rotation method, this study finds that the paramount influencing bioeconomy sectors are forestry, logging, wood, and food products. Surprisingly, we find bioenergy to be the lowest contributor, even though it has received the most policy attention in Japan.

In a further analysis, we instituted the ARDL bounds test of cointegration with the two selected principal components as independent variables and GDP as a dependent variable. The test proved the existence of long-run relationships among all the variables, which means the Japanese bioeconomy and their GDP growth move together in the long run. In further analysis, the VECM Granger causality test showed that there exists a short-run causality running from PC1 and PC2 to GDP, but not vice versa. However, long-run causality was established among the three variables. The leading sectors in PC1 are forestry, logging, wood, and food products, and that of PC2 is the manufacture of paper and paper products. This confirms that the Japanese bioeconomy is still heavily dominated by primary production. We recommend a policy direction that seeks to promote high-value bioproducts in order to achieve the sustainable economic growth that is needed in Japan.
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Appendix A

1. Agriculture
2. Forestry and logging
3. Fishing and aquaculture
4. Manufacture of food products, beverages and tobacco products
5. Manufacture of wood and of products of wood and cork, except furniture; manufacture of articles of straw and plaiting materials
6. Manufacture of paper and paper products
7. Bioenergy
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