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Abstract: The strategic transition from fossil energy to renewable energy is an irreversible global trend, but the pace of renewable energy deployment and the path of cost reduction are uncertain. In this paper, a two-factor learning-curve model of wind power and photovoltaics (PV) was established based on the latest empirical data from the United States, and the paths of cost reduction and corresponding social impacts were explored through scenario analysis. The results demonstrate that both of the technologies are undergoing a period of rapid development, with the learning-by-searching ratio (LSR) being greatly improved in comparison with the previous literature. Research, development, and demonstration (RD&D) have contributed to investment cost reduction in the past decade, and the cost difference between high and low RD&D spending scenarios is predicted to be 5.5%, 8.9%, and 11.27% for wind power, utility-scale PV, and residential PV, respectively, in 2030. Although higher RD&D requires more capital, it can effectively promote cost reduction, reduce the total social cost of deploying renewable energy, and reduce the abatement carbon price that is needed to promote deployment. RD&D and the institutional support behind it are of great importance in allowing renewables to penetrate the commercial market and contribute to long-term social welfare.
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1. Introduction

Energy crises have become increasingly prominent worldwide. At the end of 2017, it was estimated that the known reserves of oil, natural gas, and coal will only be able to meet energy requirements for 50.2, 52.6, and 134 years, respectively, according to the 2017 annual production level. However, the high demand for economic growth and energy consumption continue, as exemplified by the 1.7% average growth rate in the global primary energy consumption from 2006 to 2016 [1]. This contradiction necessitates a strategic transition from energy production via fossil fuels to the use of renewable energy sources. Countries and organizations, such as China [2] and European Union (EU) [3], have proposed specific targets in energy transition. However, the fulfilling of targets proved to be difficult [4,5]. In order to achieve the energy transition, effective policy instruments and their economic impacts need to be carefully studied [6]. Among the renewable technologies, wind power and photovoltaic (PV), as clean, high-efficiency, and convenient methods of energy production, are playing increasingly significant roles in the global energy structure transition. In 2010–2017, the annual global incremental investments in PV and wind power were over $200 billion [7]. By the end of 2017, the global cumulative installed capacities of wind power and PV had reached 514 and 390 GW, and the power
that was generated from these sources represented 5.6% and 1.9% of the total, respectively [8]. Thus, the laws governing the development of wind power and PV, and their relationship with policy, are of particular importance.

The Obama administration was active in global climate governance. They attached importance to the strategic transition of the energy structure, and vigorously promoted the development of clean-energy technologies [9,10]. In 2008–2016, American research, development, and demonstration (RD&D) spending for wind power and PV combined was over $2 billion [11]. With this strong policy support, the United States achieved much in energy transition. In the same period, energy-related carbon dioxide emissions and carbon intensity reduced by 11% and 22%, respectively. The share of coal in total electricity generation dropped from 49% to nearly 31%, which was mainly due to replacement by gas-fired power and renewables [12]. In 2016, the cumulative installed capacities of wind power and PV reached 82 and 33 GW, respectively, with electricity shares of 5.3% and 1.1% [8]. However, in 2016, the Trump administration issued the “America First Energy Plan”, and the executive order on energy independence promoting traditional American energy industries and investigated the laws and regulations from the Obama era, especially the “Clean Power Plan”. Subsequently, on 1 June 2017, the Trump administration announced the withdrawal of the United States from the Paris Agreement, and the 2018 annual-budget proposal illustrated that all of the energy-related research projects, especially those involving renewables, would face budgetary constraints [13]. In the United States (US), wind power and PV continue to compete with gas-fired power, which is still advantageous in terms of cost. Thus, cost reduction is the key to the further penetration of renewables. Policy makers, investors, and society have highly considered the cost reduction path and its social impacts.

The learning curve is an effective way of looking at energy cost reductions. It is based on the basic assumption that experience, knowledge, and other factors can improve technology performance, depicting the trend that the unit cost declines with the accumulation of factors above. The modeling method is the fitting of each factor and unit cost. The sample period of the existing literature is concentrated before 2010 [14–21]. Therefore, the rapid expansion of installed capacity and the rapid decline of investment costs in recent years have not been taken into account, and the estimation of model parameters needs to be updated. In addition, most discussions regarding the results have focused on the reasons for structural changes in the model parameters, such as learning rates and time lag, and there has been little judgment on the social impacts that are caused by the cost-decline path under the learning-curve rule. This article establishes a two-factor learning-curve model about US PV and wind power that is based on the most recent empirical data and explores the cost-reduction contribution of cumulative production and knowledge stock. On the basis of the learning rates, the article then analyzes the influence of changes in installed capacity development and RD&D spending on wind power and PV cost reduction from 2017 to 2030, as well as the resulting changes in investments, social costs, carbon abatement, and abatement carbon price. Figure 1 shows the structure of this paper:
2. Literature Review

2.1. Learning-Curve and Variable Selection

Wright conducted the first empirical study on the learning curve in aircraft manufacturing in 1936 [22], and the Boston Consulting Group introduced this concept into relevant studies in management science in 1968 [23]. Researchers have put forward various types of learning mechanisms, mainly including learning-by-doing, learning-by-searching, and learning-by-using. These models are classified into four categories that are based on the number of included factors: one-factor, two-factor, three-factor, and multifactor models. Table 1 summarizes the different learning-curve models.

Table 1. Classification of learning-curve models, modified from Niu [24].

<table>
<thead>
<tr>
<th>Model</th>
<th>Learning Mechanism</th>
<th>Equation</th>
<th>Explanatory Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-Factor</td>
<td>Learning-by-doing</td>
<td>( C_t = C_0 \times CC^{-a} )</td>
<td>Cumulative production</td>
</tr>
<tr>
<td>Two-Factor</td>
<td>Learning-by-doing</td>
<td>( C_t = C_0 \times CC^{-a} \times KS^{-b} )</td>
<td>Cumulative production, knowledge stock</td>
</tr>
<tr>
<td></td>
<td>Learning-by-searching</td>
<td>( C_t = C_0 \times CC^{-a} \times KS^{-b} \times Q^{-c} )</td>
<td>Cumulative production, knowledge stock, average scale</td>
</tr>
</tbody>
</table>

The one-factor learning curve only reflects the learning-by-doing mechanism. The unit cost decreases from the initial position with an increase in cumulative production. Its decreasing speed is illustrated by the elasticity coefficient \( a \). The learning rate is defined as \( 1-2^{-a} \), which denotes the percentage change in cost as a consequence of doubling the cumulative production. The one-factor learning curve reached its highest popularity in the mid-1970s. Companies were encouraged to expand production to block the entrance of competitors and gain long-term cost advantages [25]. With further study, some researchers realized that the one-factor learning curve only considers the effects of technology from the demand side and, in certain cases, is very sensitive to the choice of data and variables [26]. Thus, they decomposed the learning effects into learning-by-doing and learning-by-searching, that is, a two-factor model. Average scale \( Q \) is further included by the three-factor...
model. The learning-curve model with three factors and above often has the problem of collinearity [24]. Therefore, in empirical studies, one-factor and two-factor models are most frequently used.

When the elasticity coefficient stays constant, the unit cost decreases at a certain rate with cumulative production. In practice, the learning speed of energy technology has been evolving. Therefore, researchers incorporate the path of dynamic changes in the learning curve of energy technologies. Yelle [27] identified models that illustrate the dynamic law, including the S-model, Plateau model, and Stanford-B model. In practice, most studies divide the cost-reduction process into multiple stages [24,28,29], which is, in essence, the combination of multiple static curves at different time ranges. Therefore, the multistage dynamic learning curve can be supplemented when the static curve cannot be well-fitted.

In research, different indicators can depict the unit cost, cumulative production, and knowledge stock in energy technologies. For example, the depiction of the unit cost of renewables usually involves the price of components [18,30,31], the costs of power generation [32–34], investment costs [14,19,20], and the trading prices of electricity [35]. Financial discounts affect the power generation costs. Prices of power purchase agreements are affected by several uncertain factors, including the supply–demand relationship and government subsidies. Therefore, the unit-investment cost ($/Kw) is considered to be the most accurate indicator for endogenous energy technology learning processes [36].

Around the year 2000, the researchers noticed that the impact of historic RD&D investments in current technology had declined over time [37]. For such investments to exert substantial impacts on technology development and cost reduction also takes time. Thus, researchers developed the recursion of knowledge stock. Assuming the decay factor and the time lag years, the knowledge stock for a certain energy-technology is as follows [38,39]:

$$KS_{t+1} = KS_t \times (1 - \rho) + RDD_{t+1-g}$$ (1)

$$\rho = \text{decay factor}; g = \text{time lag (year); } KS_t = \text{knowledge stock in year } t.$$

The learning-curve approach has some limitations. In fact, the cost of energy technology could rise in some sample years, such as the global weighted-average installation cost of wind power from 2004 to 2009 [40]. Some studies also showed negative-learning rates [41,42]. These show that the decrease in the unit cost with the increase of cumulative production at a specific learning efficiency is a phenomenon that is based on empirical observation rather than an inevitable endogenous rule. However, it is still of great significance in the understanding of changes in energy-technology cost and the improvement of the integrated model of energy economic environments.

2.2. Studies on the Learning Curve of US Wind Power and Photovoltaics

The United States developed a strong interest in wind-power and PV generation after the first oil crisis in 1973. In 1974, the US Congress approved the “Solar Energy Research Act” to authorize a vigorous solar-energy research program [43]. In the early 1980s, the first grid-connected wind turbine was installed in the United States. At that stage, the research, development, and commercialization of solar and wind began to bloom, and so did learning curve studies regarding them. The existing literature on the learning curve of wind power and PV in the United States has mostly adopted the single-factor model, while some studies also used two- and three-factor models. The learning-by-doing ratio (LDR) for wind power is typically about 16–32% in the single-factor model [14–16,18,19] and 12–14% [20,21] in the two-factor models, while the two-factor model learning-by-searching ratio (LSR) is typically about 16–18%. The LDR is 16–32% in the single-factor PV models [17,29], around 18% in two-factor models [20,21], and the corresponding LSR is 12–15%. The learning rates of American’s wind power and PV have been over 10% since the 1980s, indicating evolving they are technologies according to Jamasb’s classification [26].
3. Methods

3.1. Learning-Curve and Variable Selection

When considering all of the factors that are introduced above, a two-factor learning curve was adopted in this study. The unit cost is depicted by unit investment costs, cumulative production is represented by the cumulative installed capacity, and knowledge stock is represented by cumulative effective RD&D spending. RD&D spending covers all of the energy-related fundamental research, application research, and demonstration projects, but it excludes relevant administrative and education expenses [44]. Public RD&D spending was used for two reasons: (1) calculation of nongovernmental spending is challenging and (2) it can more directly reflect the impact of policy changes.

The introduction of a time lag and decay factor in learning curves can lead to high statistical flexibility and a good fit for the data. Endogenously different reactions to RD&D spending among different industries can also be better explained. Therefore, this study also used Equation (1), while changing the \((g, \rho)\) value into different combinations. Subsequently, the independent variables and dependent variable were linearly fitted with Statistical Package for the Social Sciences (SPSS) statistical software. For linear fitting, the Ordinary Least-Squares (OLS) method was adopted, which searches for the best match by minimizing the sum of squared errors. OLS applications have a set of assumptions that require the consideration of autocorrelation, nonnormality, and multicollinearity. Therefore, in this paper, the goodness-of-fit test, T test, Durbin-Watson (DW) test, and multicollinearity test were performed on the fitting results, and acceptable significance was set to be less than 10% to ensure that the error term was independent, there was no sequence correlation, and that the explanatory variables were linearly independent. Of all the models that passed the tests, the one with the best fitting was selected. All of the economic data used for this article were below the 2016 constant price. Table 2 provides the sources of the selected data.

### Table 2. Data sources used in the learning-curve model.

<table>
<thead>
<tr>
<th>Cost Source</th>
<th>Wind Power</th>
<th>PV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source</td>
<td>Unit investment cost</td>
<td>Unit investment cost</td>
</tr>
<tr>
<td>Cumulative production</td>
<td>Lawrence Berkeley national laboratory report [45]</td>
<td>Tracking the Sun report [46]</td>
</tr>
<tr>
<td>Source</td>
<td>Cumulative installed capacity</td>
<td>Cumulative installed capacity</td>
</tr>
<tr>
<td>Knowledge stock</td>
<td>Cumulative wind-power public RD&amp;D spending</td>
<td>Cumulative photovoltaic (PV) public RD&amp;D spending</td>
</tr>
</tbody>
</table>

The learning rates, LDR and LSR, are the percentage of cost reduction when the production or RD&D spending doubles, indicating the cost-reduction speed in this period. In reality, the two factors grow and double differently, and the learning rates are not equal to the contribution of two factors. Thus, this paper uses the following method to calculate the contribution of different factors. Cost reduction in year \(t\) when compared to the costs in 2009 can be divided into the cumulative production part \(\Delta C_{ICC}\) and the cumulative RD&D spending part \(\Delta C_{IKS}\). They are calculated, as follows:

\[
\Delta C_{ICC} = C_0 \times (CC_t^a - CC_{2009}^a) \times KS_{2009}^b
\]

\[
\Delta C_{IKS} = C_0 \times (KS_t^b - KS_{2009}^b) \times CC_{2009}^a
\]

where \(CC_t\) and \(KS_t\) are the values of cumulative production and cumulative RD&D spending in year \(t\), and \(CC_{2009}\) and \(KS_{2009}\) are the values in 2009. \(a\) and \(b\) are the elasticity coefficients of cumulative
production and cumulative RD&D spending. Further, the contribution of cumulative installation capacity $P_{cc}$ and the contribution of effective cumulative RD&D spending $P_{KS}$ are:

$$P_{cc} = \frac{\Delta C_{tCC}}{\Delta C_{tCC} + \Delta C_{tKS}}$$

$$P_{KS} = \frac{\Delta C_{tKS}}{\Delta C_{tCC} + \Delta C_{tKS}}$$

### 3.2. Scenario Settings

Four scenarios were considered to predict the future situation: two capacity-development scenarios, basic and active, and two RD&D spending scenarios, high and low. In the report of the US Energy Information Administration (EIA) “Annual Energy Outlook 2018” [47], it is stated that, under the reference scenario, namely, the law of economic and demographic changes and other laws and regulations do not change, and the installed wind capacity will reach 131 GW by 2030. A less conservative view is that it could reach 200 GW with optimistic technological innovation and cost reduction [48]. The learning-curve model assumes that production happens before cost reduction. Therefore, with reference to other studies, this paper set the accumulative installed capacity for 2030 as 130 GW in the basic scenario and 200 GW in the active scenario. Installation would grow by 3.4 GW per year in the basic scenario and 8.4 GW under the active scenario, while assuming an even growth rate from 2017 to 2030. The assumption of PV mainly refers to IRENA’s prediction of a global installed capacity in 2030 of 1757 GW, of which 237 GW will be installed in the United States [49]. Cumulative PV installation in 2030 is predicted to be 150 GW in the basic scenario and 250 GW in the active scenario. The proportion of utility-scale PV is predicted to account for 70% of all PV installed, with residential PV representing 20%. This assumption is based on the fact that the proportion of utility-scale PV increased from 20% to 60% of all PV that were installed from 2010 to 2016, while residential PV basically remained at 20% after 2011. Installation is predicted to grow by 6.0 GW per year in the basic scenario, 11.1 GW in the active scenario, and 1.7 and 3.1 GW for residential PV, respectively.

When considering the two RD&D spending scenarios, the main reference is the historical average RD&D spending in the sample period. The average RD&D spending of wind from 2009 to 2017 was $93 million, so it was set at $113 million per year for the high-spending scenario and $73 million per year for the low-spending scenario. Due to the particularly high investment in PV in 2009, the historical average value of $120 million from 2010 to 2017 was used as the reference for PV, with an average spending from 2017 to 2030 of $100 million in the low-spending scenario, and $140 million in the high-spending scenario. Under such a setup, a total of $520 million more would be invested in the high-spending than the low-spending scenario for wind and PV, respectively.

### 3.3. Levelized Cost of Energy

The reduction of investment costs leads to levelized cost of energy (LCOE) reduction. LCOE is the total present value of the cost, divided by the total present value of electricity generation over the life cycle of the project, which is suited to the comparison of different energy technologies [50,51]. The simplified LCOE algorithm is referred to in this paper, and the calculation equation is as follows [52,53]:

$$LCOE = \frac{C_t + \sum_{n=1}^{N} \frac{A_n}{(1+r)^n}}{\sum_{n=1}^{N} \frac{E_n}{(1+r)^n}}$$

where $C_t$ is the unit investment cost in year $t$, also the initial unit investment cost of the project. $A_n$ is the fixed operating cost in year $n$, including personnel costs and maintenance costs. Since wind and photovoltaic power come from free sources, fuel costs are not included. $E_n$ is the generated power in year $n$. As this paper considers unit values, $E_n$ is numerically equal to the power generated from a unit-power plant operating, in accordance with the capacity factor for a full year. $r$ is the discount rate,
which reflects the judgment of stakeholders on the time value of the capital. In this paper, the payback period of assets was set as 20 years under benchmark conditions and a discount factor of \( r = 7.5\% \), in accordance with IRENA [40].

According to the Electric Power Monthly data from EIA [54], from 2013 to 2017, the wind power capacity factor ranged from 32.2% to 34.6%, and that of utility-scale PV ranged from 25.1% to 25.9%. When considering that the wind power capacity factor has seen a growth trend in recent years, from 2017 to 2030, the predicted value of the wind power capacity factor is 36%, the utility-scale PV is 26%, and residential PV is slightly lower, at 19%. National Renewable Energy Laboratory’s (NREL’s) 2018 Annual Technology Baseline (ATB) [55] reported that the subsequent operating and maintenance (O&M) costs of wind energy, utility-scale PV, and residential PV will be 51, 14, and 24 $/kW/year, respectively. ATB’s wind-energy data seem relatively high when compared horizontally; thus, 28 $/kW/year, as reported by the 2016 Wind Technologies Market Report [56], was adopted in this article.

3.4. Social Costs and Carbon Abatement

The levelized energy cost reflects the cost over the whole life cycle, which covers the initial investment and subsequent operating and maintenance process. Wind power and PV compete with gas-fired power plants in their development process. If their LCOE is higher than that of gas-fired power plants, society actually pays additional costs for their deployment and grid access, including the government’s tax reduction and exemption and excess enterprise investment. In this paper, social cost is defined as the total additional cost that is paid by society throughout the process of high-cost wind-power and photovoltaic generation. It is the product of the LCOE cost difference between wind or PV and gas electricity, and the generated power, plus RD&D spending.

In year \( n \), the LCOE of the project installed in year \( t \) is

\[
LCOE_{(t,n)} = \frac{C_t + \sum_{n=1}^{N} A_n}{\sum_{n=1}^{N} E_n} 
\]

\( C_t = \) unit investment cost ($/KW) in year \( t \); \( A_n = \) fixed operating cost ($/KW) in year \( n \); \( E_n = \) generated power (KWh) in year \( n \).

Only the new capacity in year \( t \), that is, the difference between \( CC_t \) and \( CC_{t-1} \), is considered. Since utility-scale and residential PV share PV knowledge stock, the PV RD&D is only added to the social costs of the utility-scale PV calculation to prevent double counting. \( RDD_{n-g} \) is the RD&D spent, it is actually input in year \( n - g \), as there is time lag. The calculation equation of total social cost \( SC \) from 2017 to 2030 is as follows:

\[
SC = \sum_{n=2017}^{n=2030} \sum_{t=2017}^{t=n} \left[ (LCOE_{(t,n)} - LCOE_{gas}) \times E_n \times (CC_t - CC_{t-1}) + RDD_{n-g} \right]. 
\]

Gas-fired plants are considered to be relatively mature, with a constant LCOE_{gas} of $0.05/KWh [57]. Figure 2 is a schematic diagram of social costs under different paths. When compared with the basic scenario, the active scenario accelerates installation deployment, which increases cumulative installation, while investment costs decrease at faster rates. LCOE also drops faster while assuming the same levels of O&M, depreciation life, and capacity factor. The ratio of the total social costs for the basic scenario and the active scenario is \( OABM/(OMM' - A'B'M') \). The social cost of low and high RD&D spending is \( S:S' \). The social costs vary among the four scenarios.
The deployment of wind power and PV not only brings social costs, but also carbon emission reduction. The social benefits can be calculated from the perspective of carbon abatement. Carbon emissions from gas-fired plants are calculated by using the emission factor of 500 g/KWh, as in this paper [56]. The break-even abatement carbon price $P$, which makes the social benefits of new capacity from 2017 to 2030 equal to the social costs, is calculated as in Equation (9). When the carbon price level is higher than $P$, the deployment of wind power will generate additional benefits rather than additional burdens.

$$P = \frac{SC}{\sum_{n=2017}^{2030} \sum_{t=2017}^{t=n} En \times (CC_t - CC_{t-1})}$$

(9)

4. Results and Discussion

4.1. Learning-Curve Evaluation of Cost Reduction

4.1.1. Wind Power

From 2009 to 2016, the compound growth rate of wind power installation in the United States was 12.91%. By the end of 2016, the total installed capacity had reached 82 GW and the annual electricity generation reached 229 TWh, which accounted for 5.31% of the total electricity generation [12]. Despite this rapid growth, it will still be difficult to reach the goal that was set by the Department of Energy (DOE) of generating 10% of electricity through wind power by 2020 and 20% by 2030 [59]. As shown in Table 3, the model obtained an LDR value of 17.53% for the cumulative installed capacity from 2009 to 2016, an LSR value of 37.13% for the cumulative effective RD&D spending, a time delay of four years, a decay factor of 0.025, and an adjusted goodness of fit ($R^2$) of 0.981. The fitting results of the learning rates are affected by the inclusion of model factors and the selection of representational variables. The one-factor model does not take the contribution of RD&D into account, thus overestimating LDR, as shown in the research that is presented in Rubin [21]. Research regarding generation costs using one-factor models [15,18] also obtained different results from that of investment costs [14,16]. Kobos [20], as in this paper, adopted a two-factor curve using the cumulative installation capacity and the IEA’s RD&D data to study the situation in 1991–2000, obtaining an LDR of 14.2%, an LSR of 18.0%, a five-year time lag, and a 2.5% decay factor. The learning rates that were obtained in this paper were higher than his, with an LDR value even higher than that being achieved by some one-factor studies [14,16], indicating that, with large-scale investments and commercialization, the learning ability of wind power technology has substantially improved. The industry has moved into the stage that BCG defines as shakeout [23].
Table 3. Learning curve fitting results of wind power and PV.

<table>
<thead>
<tr>
<th></th>
<th>Wind</th>
<th>Utility Photovoltaic</th>
<th>Residential Photovoltaic</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Production Experience</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Learning-by-doing elasticity</td>
<td>−0.278</td>
<td>−0.101</td>
<td>−0.166</td>
</tr>
<tr>
<td>Learning-by-doing ratio (LDR)</td>
<td>17.53%</td>
<td>6.78%</td>
<td>10.86%</td>
</tr>
<tr>
<td>p-value</td>
<td>0.009</td>
<td>0.005</td>
<td>0.100</td>
</tr>
<tr>
<td>Learning-by-searching elasticity</td>
<td>−0.670</td>
<td>−2.012</td>
<td>−1.544</td>
</tr>
<tr>
<td>Learning-by-searching ratio (LSR)</td>
<td>37.13%</td>
<td>75.21%</td>
<td>65.70%</td>
</tr>
<tr>
<td>p-value</td>
<td>0.009</td>
<td>0.001</td>
<td>0.038</td>
</tr>
<tr>
<td><strong>Knowledge stock</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time lag (g)</td>
<td>4</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Depreciation factor (ρ)</td>
<td>0.025</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Adj. R²</td>
<td>0.974</td>
<td>0.993</td>
<td>0.949</td>
</tr>
<tr>
<td>DW</td>
<td>2.442</td>
<td>2.462</td>
<td>2.279</td>
</tr>
<tr>
<td>VIF</td>
<td>4.079</td>
<td>6.946</td>
<td>8.734</td>
</tr>
<tr>
<td>Constant</td>
<td>15.388</td>
<td>25.768</td>
<td>22.879</td>
</tr>
</tbody>
</table>

Figure 3 shows predictions under different scenarios. When compared with 2016, the investment cost of wind power is predicted to decrease by 19.6–30.8% by 2025 and 26.5–41.4% by 2030. In 2030, the maximum cost differences that are caused by installation and RD&D spending are predicted to be 132 and 118 $/KW, respectively, comprising about 12.60% and 11.27% of the total cost. The decrease in investment cost drives the decrease in LCOE. In 2030, the LCOE decline is predicted to be 25.5–37.4% lower than in 2016, and the lowest predicted LCOE is 0.0358 $/KWh.
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Figure 3. Learning curve fitting results of wind power and PV.

4.1.2. Photovoltaics

The installed capacity of PV has developed more rapidly, with a compound growth rate of 65.33% from 2009 to 2016. At the end of 2016, the total installed capacity of PV reached 33 GW and the annual power generation reached 46.6 TWh, which accounted for 1.08% of the total electricity generation [12]. PV systems can be divided into residential (0–10 KW), commercial (10–1000 KW), and utility-scale PV systems (>1000 KW) [40]. The installation share of utility-scale PV systems has constantly increased, from 20% in 2010 to over 60% by the end of 2016. In contrast, the share of commercial PV systems decreased over this period, and the share of residential systems stayed at almost 20% after 2012. In 2007, President Bush proposed a three-year solar program as part of his “Advanced Energy Initiative” [60] to accelerate the development of semiconductor materials and the improvement of system-level engineering. The Obama administration was also very supportive of
clean-energy development. During their tenure, RD&D spending on solar-energy research significantly increased [11]. In 2010–2016, American utility-level PV investment costs were reduced by 61.42% and residential PV installation costs by 52.2% [45], reflected a significant cost reduction.

For utility-scale PV, in 2009–2016, the obtained LDR was 6.78% and the LSR was 75.21%, with a time delay of four years and a goodness of fit (R²) of 0.993. For the residential PV in 2007–2016, the obtained LDR was 10.86% and the LSR was 65.70%, with a time delay of one year and a goodness of fit (R²) of 0.949. PV LSR also became much higher. Kobos’s study [20] on US PV from 1988 to 2000 identified an LDR of 18.4%, an LSR of 14.3%, a time lag of three years, and a decay factor of 0.1. The PV LDR was lower than that of wind power and the LSR was higher, indicating that PV is at an earlier stage of the industrial cycle, and RD&D spending can more efficiently improve its technology, and thus reduce costs.

As shown in Figure 4, under the logic of the learning curve and scenario settings, the investment cost of utility-scale PV is predicted to decrease by 35.0–41.4% from 2016 to 2025 and by 47.1–55.3% to 2030. In 2030, the maximum cost differentials that are caused by installation and RD&D spending are predicted to be $127 and $59 per KW, respectively, or about 11.8% and 5.5% of the total cost. The investment cost of residential PV is predicted to decrease by 28.2–38.2% from 2016 to 2025, and by 40.1–50.7% by 2030. The maximum cost differentials that are caused by installation and RD&D spending are predicted to be $220 and $169 per KW, or about 11.6% and 8.9% of the total cost.
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Figure 4. Learning-curve model fitting and scenario analysis of photovoltaic (PV) investment cost reduction. (a) Utility-scale PV; (b) residential PV.

While using the assumed parameters, the room for the LCOE decline of the utility-scale PV in 2030 when compared with 2016 is predicted to be 41.0–49.1%, with the lowest cost reaching 0.0456 $/KWh. The room for LCOE decline of residential PV is predicted to be 36.8–46.8%, with the lowest cost reaching 0.1081 $/KWh. In November 2016, the US DOE released the “SunShot 2030 Initiative”, which requires “a 50% cost reduction in PV power between 2020 and 2030”. The target costs for 2030 are 3 cents/KWh for utility-scale PV power and 5 cents/KWh for residential PV [61]. The study shows that these targets will be difficult to achieve, as, even with a depreciation life of 30 years and a capacity factor of 0.3, the minimum LCOE can only be as low as 0.0348 $/KWh. This means that more installations must be deployed to increase production experience, and more RD&D must be spent to promote the stock of knowledge. 
4.2. Driver Analysis of Cost Reduction

It was calculated that 55% of the cost reduction of wind power in 2016 as compared with 2009 was driven by the experience effect of cumulative production, and 45% was driven by the knowledge stock of the cumulative increase in RD&D spending. Experience accumulation mainly drove the cost decrease from 2009 to 2016. The main reason for the dominance of cumulative production is that, during this period, it doubled much quicker than the effective RD&D spending. Things were different for the utility-scale and residential PV, although cumulative production increased by 15.69 and 133.34 times, respectively, which was far higher than the effective RD&D spending of 1.44 and 1.39 times. LSR was much higher than LDR, and knowledge stock mainly drove the decline in investment costs, which accounted for 59.7% and 52.0%, respectively. The learning rates of cumulative RD&D spending in wind power, public utility-level PV, and residential PV were 37.13%, 75.21%, and 65.10%, respectively. Such high learning rates indicate that the two industries are experiencing an explosion of knowledge-driven cost reductions, ensuring that RD&D spending is conducive to making continuous use of industry characteristics.

4.3. Investment-Scale Analysis

Table 4 shows the estimated total investment scale from 2017 to 2030 based on the unit investment costs and installation capacity. It can be seen that the investment uncertainty that is caused by the amount of installed capacity is predicted to be greater than that caused by RD&D spending. In the case of the same RD&D spending, investment in the active scenario is predicted to be greater than that of the basic scenario, indicating that, under the rule of the learning curve, the effect of increased investment due to more installed capacity will be greater than the effect of reduced investment due to faster cost reduction. Rapid deployment means greater investment in the industry, while of the same installed capacity remaining constant, increased investment in RD&D spending brings more savings in social resources. Taking the basic scenario as an example, for wind energy, public utility-scale PV, and residential PV, the total investments in the low scenario are 2.4, 4.6, and 3 $billion more than in the high scenario, respectively. Meanwhile, high RD&D spending, which is assumed for wind and PV, was only $520 million more than in the low scenario.

<table>
<thead>
<tr>
<th></th>
<th>$Billion</th>
<th>Basic*Low</th>
<th>Basic*High</th>
<th>Active*Low</th>
<th>Active*High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind</td>
<td>64.1</td>
<td>61.7</td>
<td>146.5</td>
<td>141.2</td>
<td></td>
</tr>
<tr>
<td>Utility-Scale Photovoltaic</td>
<td>132.0</td>
<td>127.4</td>
<td>231.2</td>
<td>223.1</td>
<td></td>
</tr>
<tr>
<td>Residential Photovoltaic</td>
<td>63.8</td>
<td>60.8</td>
<td>110.8</td>
<td>105.6</td>
<td></td>
</tr>
</tbody>
</table>

* represents scenario combination, for example, Basic* Low represents the combination of basic capacity-development scenario and low RD&D spending scenario.

4.4. Social Costs and Carbon Abatement

As shown in Table 5, for wind power and PV, respectively, $520 million more is assumed to be spent in the high RD&D scenario. However, cost reduction and cost savings could be promoted to avoid excess spending. As for production, although the active scenario accelerates deployment and produces greater social costs, it also produces more emission reductions, and its abatement carbon price level is lower than the basic scenario. When comparing wind power and PV, the social cost of PV is far greater than that of wind power, but emission reduction is of the same level, so the abatement carbon price will be much higher than that of wind power, which suggests that wind power would be more competitive.
Table 5. Total social cost, carbon abatement, and abatement carbon price from 2017 to 2030.

<table>
<thead>
<tr>
<th></th>
<th>Wind</th>
<th>Utility Photovoltaic</th>
<th>Residential Photovoltaic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social Costs (Smillion)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basic*Low</td>
<td>437</td>
<td>36,614</td>
<td>37,282</td>
</tr>
<tr>
<td>Basic*High</td>
<td>−63</td>
<td>35,270</td>
<td>35,835</td>
</tr>
<tr>
<td>Active*Low</td>
<td>−6754</td>
<td>59,335</td>
<td>64,239</td>
</tr>
<tr>
<td>Active*High</td>
<td>−8315</td>
<td>56,731</td>
<td>63,372</td>
</tr>
<tr>
<td>Carbon Abatement (million t)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basic</td>
<td>567</td>
<td>726</td>
<td>146</td>
</tr>
<tr>
<td>Active</td>
<td>1394</td>
<td>1,324</td>
<td>271</td>
</tr>
<tr>
<td>Abatement Carbon Price ($/t)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basic*Low</td>
<td>0.77</td>
<td>50.45</td>
<td>255.09</td>
</tr>
<tr>
<td>Basic*High</td>
<td>−0.11</td>
<td>48.6</td>
<td>245.19</td>
</tr>
<tr>
<td>Active*Low</td>
<td>−4.84</td>
<td>44.82</td>
<td>237.06</td>
</tr>
<tr>
<td>Active*High</td>
<td>−5.96</td>
<td>42.85</td>
<td>233.86</td>
</tr>
</tbody>
</table>

Due to the uncertainty of the assumptions of the relevant parameters, changes in the abatement carbon price due to five parameters, namely, the cumulative installation capacity, depreciation life, capacity factor, O&M cost, and gas power LCOE, were explored. All of the results represent the change in a single factor alone, and the abatement carbon price of emission reduction is the average of the four scenarios. The first row of Table 5 shows the average abatement carbon price of the four scenarios to facilitate comparison:

As depicted in Table 6, the predicted abatement carbon price is lower when the cumulative installed capacity is higher, depreciation life is longer, the capacity factor is higher, the O&M costs are lower, and the LCOE of gas electricity is higher. California’s economy-wide cap-and-trade system and the Regional Greenhouse Gas Initiative (RGGI) in the northeast remain the only two active carbon-pricing programs in the US. Based on historical prices from 2017 to 2018, the carbon price of the RGGI is predicted to be 3–5 $/t [62], while that of California is 13–15 $/t [63]. Wind power is predicted to have a negative abatement price in most cases, which means that it is more economical than gas-fired plants, even without considering carbon abatement. Only in pessimistic scenarios, such as a 10% reduction in the capacity factor, is an abatement carbon price incentive needed to reduce emissions. This means that wind power will be a competitive energy production method in most scenarios and regions. However, the abatement carbon price of PV is still high, being above 15 $/t in each scenario. California has put minimum allowance prices on track to rise by 5% in real terms annually [64]. Even if the policy does result in a minimum price of about $26 per metric ton in 2030, photovoltaics is still uneconomical when compared with gas-fired plants and they are in need of other strong policy support.

Table 6. Abatement carbon price ($/t) under separate changes of different parameters.

<table>
<thead>
<tr>
<th></th>
<th>Wind</th>
<th>Utility-Scale Photovoltaic</th>
<th>Residential Photovoltaic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>−2.54</td>
<td>46.68</td>
<td>242.80</td>
</tr>
<tr>
<td>Cumulative Capacity</td>
<td>−10%</td>
<td>−0.98</td>
<td>47.87</td>
</tr>
<tr>
<td></td>
<td>+10%</td>
<td>−3.82</td>
<td>45.61</td>
</tr>
<tr>
<td>Depreciable Life</td>
<td>15 years</td>
<td>9.52</td>
<td>67.35</td>
</tr>
<tr>
<td></td>
<td>25 years</td>
<td>−9.19</td>
<td>35.28</td>
</tr>
<tr>
<td>Capacity Factor</td>
<td>−10%</td>
<td>8.37</td>
<td>64.18</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>−11.24</td>
<td>32.74</td>
</tr>
<tr>
<td>Operating and Maintenance (O&amp;M) Costs</td>
<td>−10%</td>
<td>−4.30</td>
<td>45.44</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>−0.77</td>
<td>47.92</td>
</tr>
<tr>
<td>Gas-fired plant Levelized Cost of Energy (LCOE)</td>
<td>−10%</td>
<td>7.41</td>
<td>56.74</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>−12.49</td>
<td>36.61</td>
</tr>
</tbody>
</table>
5. Conclusions and Policy Implications

The pace of renewable energy deployment and the path of cost reduction are uncertain. Therefore, it is necessary to explore different cost reduction paths and social impacts to gain policy implications. In this study, the two-factor learning curve showed a good fit for the decline in wind power and PV investment costs in the United States over the past decade. The calculated learning rates showed that both energy sources are rapidly developing technologies, with improved LSR values when compared with those that are presented in previous literature. Driver analysis found that the effective knowledge stock plays an important role in cost reduction, accounting for 45%, 59.7%, and 52.0% of the total reduction for wind power, utility-scale PV, and residential PV costs, respectively. In 2030, RD&D will continually play a considerable part in cost reduction, with a cost difference between high and low RD&D spending scenario reaching 5.5%, 8.9%, and 11.27% for the three technologies above.

The development of wind power and PV in 2017–2030 is in need of great amount of investment. It has been pointed out that such investments require public policies that aim to shape and create new technological opportunities and market landscapes [65]; the financial system also exerted landscape pressure [66]. Beyond those two points, this paper also suggests that reducing investment burden for the private sector and total social costs could be achieved by increasing public RD&D spending. In 2017–2030, wind power will gradually gain competitiveness, while PV, especially residential PV, still needs strong policy support. Thus, RD&D could help renewables to penetrate the commercial market and de-risk the private sector. On the contrary, a severe cut in RD&D spending for clean energy would be costly in the long run at home, as well as a bad example globally.

This research has limitations. Government spending was used to determine the RD&D spending data, which provided insights regarding public RD&D. However, private spending is also a driver for cost reduction. This paper can be a reference for investment calculation. Follow-up studies may include private-sector RD&D and regional differentiation over a longer sample period.

Author Contributions: Y.Z. and A.G. conducted analysis and drafted the paper.

Funding: This work was funded by the National Natural Science Foundation (71573145) and National Natural Fund Emergency Project (71741019), National Science and Technology Major Project (2016ZX05040-001).

Conflicts of Interest: The authors declare no conflict of interest.

References
35. Hong, S.; Chung, Y.; Woo, C. Scenario analysis for estimating the learning rate of photovoltaic power generation based on learning curve theory in South Korea. *Energy* 2015, 79, 80–89. [CrossRef]


© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).