GIS Based Novel Hybrid Computational Intelligence Models for Mapping Landslide Susceptibility: A Case Study at Da Lat City, Vietnam
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Abstract: Landslides affect properties and the lives of a large number of people in many hilly parts of Vietnam and in the world. Damages caused by landslides can be reduced by understanding distribution, nature, mechanisms and causes of landslides with the help of model studies for better planning and risk management of the area. Development of landslide susceptibility maps is one of the main steps in landslide management. In this study, the main objective is to develop GIS based hybrid computational intelligence models to generate landslide susceptibility maps of the Da Lat province, which is one of the landslide prone regions of Vietnam. Novel hybrid models of alternating decision trees (ADT) with various ensemble methods, namely bagging, dagging, MultiBoostAB, and RealAdaBoost, were developed namely B-ADT, D-ADT, MBAB-ADT, RAB-ADT, respectively. Data of 72 past landslide events was used in conjunction with 11 landslide conditioning factors (curvature, distance from geological boundaries, elevation, land use, Normalized Difference Vegetation Index (NDVI), relief amplitude, stream density, slope, lithology, weathering crust and soil) in the development and validation of the models. Area under the receiver operating characteristic (ROC) curve (AUC), and several statistical measures were applied to validate these models. Results indicated that performance of all the models was good (AUC value greater than 0.8) but B-ADT model performed the best (AUC = 0.856). Landslide susceptibility maps generated using the proposed models would be helpful to decision makers in the risk management for land use planning and infrastructure development.
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1. Introduction

Landslides are one of the most devastating natural disasters all over the world, especially in mountain regions affecting the economy and lives of the people [1,2]. In recent years, many studies were conducted to assess the risk of landslides, and to develop susceptibility maps with the objectives of reducing damages and fatalities [1,3]. According to World Bank reports, approximately 3.7 million km$^2$ of surface area worldwide is vulnerable to landslides, whereby 820,000 km$^2$ is in high-risk zones. Even developed countries, like Italy, Switzerland, Austria, and France have lost about 1 to 5 billion USD, and the United States about 3.5 billion USD [4] every year from damages due to landslides. Landslides also cause changes in the morphology of the area, including river courses [5]. Vietnam is located in the tropical monsoon region, which is mostly affected by natural disasters like flash floods or landslides [6,7]. About 22% of landslides occur in hilly areas of Vietnam, during monsoon period (average rainfall 800 mm) from July to September due to a combination of various factors such as topography, geology, and other geo-environmental factors including precipitation [8]. According to reports from the Ministry of Agriculture and Rural Development, 40% of the area in Vietnam was covered by the forest [9]. However, in recent years, vegetation cover has been reduced due to developmental activities. Anthropogenic activities, forest fires and the effects of climate change have increased natural disasters like landslides in Vietnam.

Current research on landslides can be divided into two groups: Qualitative approach and quantitative approach. The qualitative approach is based on the experiences and knowledge of experts. Analytic hierarchy process (AHP) is one of the best-known models of this approach [10,11]. However, with the development of computational power and geographic information system (GIS), nowadays, the quantitative approach—which is better and more objective than the qualitative approach—is more widely used in landslide studies. This approach includes traditional statistical models and machine learning (ML) based models. Traditional statistical methods include frequency ratio (FR) [12,13], evidential belief function (EBF) [14,15], and weights of evidence (WOE) [16,17]. Arabameri et al. [18] applied statistical index model-based landslide susceptibility mapping to reduce errors of experts, corresponding to the subjective re-classification. ML based models include alors que naïve Bayes (AQNB) [19,20], logistic model trees (LMT) [21,22], support vector machines (SVM) [23,24], neuro fuzzy (NF) [25,26], decision tree (DT) [27,28], artificial neural networks (ANN) [29,30], logistic regression (LR) [31,32]. He et al. [33] suggested that ML based models are good for landslide susceptibility mapping.

In recent years, many hybrid ML based models were developed for better landslide susceptibility mapping. The main idea of these hybrid models is to combine the optimization techniques with weak classifiers to improve the accuracy in landslide susceptibility modeling. Bui et al. [34] developed a hybrid model by combining least squares support vector classification (LSSVC) and bat algorithm (BA) to analyze landslide susceptibility in Lang Son province (Vietnam), and concluded that the new hybrid model was better than other benchmark ML based models like ANN and LR. In another study, Chen et al. [35] developed a hybrid ML based model (RF-NBT) which is a combination of rotation forest and naïve Bayes tree classifier to construct the landslide susceptibility map in Langao County, China, and concluded that the proposed RF-NBT model had increased accuracy of prediction compared with other models, namely logistic model tree (LMT), functional tree (FT), and reduced-error pruning tree (REPT) which are benchmark ML based models. In general, the ML based models—especially hybrid models—are considered to be a relatively more efficient method in comparison to the traditional statistical and qualitative methods.

In this study, the main objective is to develop and compare GIS based hybrid computational intelligence models to generate landslide susceptibility maps of the Da Lat province, which is one of
the most landslide prone areas of Vietnam. For this purpose, four hybrid models, namely B-ADT, D-ADT, MBAB-ADT, RAB-ADT, which are a combination of alternating decision trees (ADT) and ML methods namely bagging, dagging, MultiBoostAB, and RealAdaBoost, respectively, were developed. Performance of these models was validated using area under the receiver operating characteristic (ROC) curve and several statistical measures. Weka software was used to construct and validate the models, whereas ArcGIS application was used to prepare datasets and generate maps.

2. Description of Study Area

Da Lat city is located in the northeast area of Lam Dong province in the Central Highlands region of Vietnam (11°56′25″ North and 108°26′13″ East) (Figure 1). Topography of the study area is marked by high mountains, low hills and intervening valleys. The northern and northwestern regions are marked by Lang Biang Mountain. The East and Southeast hilly areas gradually lower into the valley of Da Nhim, whereas the West and Southwest areas gradually lower to the plateau of Di Linh. The average altitude of the area is 1520 m above mean sea level.

![Figure 1. Localization of Da Lat city, Vietnam.](image-url)
Climate of the Da Lat region is of subtropical monsoon type, divided into two main seasons: The rainy season (April to October) and the dry season (November to March). Average annual rainfall is about 1800 mm. Precipitation intensity is concentrated during the months of August and September each year.

In the Da Lat city area, there are more than 20 streams with average length of over 4 km. These streams are upstream tributaries of the Dong Nai River. In the river basin, 14 streams originate from an altitude of over 1500 m. Density of the stream networks in the North, East and South of the city areas is about 0.6 to 0.9 km/km². The average slope of the river basins is 30–40 degrees. Types of soils present in the area are: Ferralitic soils, soils with yellow-gray humus (Fha), alluvial soils (P), sloping soils (Dt) formed due to alteration, erosion and sedimentation of sedimentary and metamorphic rocks. In recent years, urbanization has reduced the forest and cultivated areas. Forest Fire, global climate change effects and anthropogenic activities are responsible for the reduction of forest areas and degradation of land cover.

3. Methods and Materials

3.1. Methods Used

3.1.1. Base Classifier of Alternating Decision Tree (ADT)

ADT is one of the machine learning algorithms often used in classification problems including landslide prediction [36,37]. ADT works on a principle that through combining weak hypotheses, which are created during the boosting procedure, modeling process would be better interpretable. The main difference in ADT compared with traditional decision tree methods is that it allows each part to be split more than one time [38].

In a classification problem, the rules of a general ADT can be defined as follows: A set of paths in the alternating tree is defined by an instance. As in standard decision trees, when a decision node is reached by a path, it continues with the sub-path (or the child) that corresponds to the result of the decision linked with that node. On the contrary, when a prediction node is reached, the path continues with all of the sub-paths (or children) of that node. Literally, the path splits into a set of paths, and each one corresponds to one of the children belonging to the prediction node, respectively. The “multi-path”, associated with that instance, is then defined as the ensemble of all the paths that are reached for a given instance by this manner. All the prediction nodes in each multi-path are then summed up to define a sign which directly relates to the classification of the tree associated with that instance [39]. A detailed description of this method is mathematically represented by Freund and Mason [38].

3.1.2. Ensemble Techniques

3.1.2.1. Bagging

Bagging technique comes from a merger of “Bootstrap-Aggregating”, where it combines bootstrapping and aggregation to form a unique ensemble model [40]. Considering a sample of a dataset, a base classifier is developed on a base of each of the bootstrapped subsamples, where they were previously pulled out. Once formed, another algorithm is then used to aggregate the base classifiers to form the more powerful predictor [41]. Bagging can improve the performance of the weak classifiers as it is able to decreases the variance of each classifier [42]. In terms of prediction problems, theoretically, it is justified that a bagged model will always have amended precision in comparison with a single predictor [43]. A detailed description of this method is mathematically represented by Breiman [44].

3.1.2.2. Dagging

Dagging is a popular ensemble technique which is often used to construct meta-classifiers [45]. This technique differs from the boosting and bagging methods in several ways. For example, depending
on the performance of the previously created classifiers, the boosting procedure adaptively modifies the training data set in terms of distribution, while bagging modifies it stochastically and boosts bases on the performance of each classifier as a weight for voting. Dagging creates a number of disjointed and stratified folds out of data and feeds each part of data to a copy of the supplied base learner [45]. The final prediction results are made on a principle of plurality vote, where all the basic classifiers generated have been previously entered into the meta-classifiers [46].

In general, in terms of data without noise processing, the boosting algorithms are rated better, compared to dagging and bagging. Nevertheless, dagging and bagging are evaluated more accurately compared to boosting to treat the problems with noisy data [45]. A detailed description of this method is mathematically represented by Ting and Witten [45].

3.1.2.3. MultiBoostAB

MultiBoostAB technique is also a classification ensemble algorithm constructed by many classifiers, generated via the classifying-learning process [47]. Misclassification could be considerably reduced thanks to the variety of classifiers. Basically, MultiBoostAB is an integration of Adaboost and wagging which are universal and typical ensemble methods for classification problems. The main advantage of MultiBoostAB lies in the reality that the reduction of deviation and variance is related to wagging and Adaboost [42]. The different classifiers are established by applying the training data in the MultiBoostAB algorithm, and then the classifier’s weights are tuned to improve the precision of the classification process [47]. A detailed description of this method is mathematically represented by Webb [47].

3.1.2.4. RealAdaBoost

RealAdaBoost proposed by Schapire R.E. and Singer Y. [48] is known as a generalization of the Adaboost algorithm. AdaBoost algorithm is the most representative boosting method, and is a combination of adaptive and boosting [49], based on an iterative scheme, in which the variance feeble learners are built on a similar set of the weighted training dataset. The prediction product of the feeble learners is the integration into a sum of all weights to construct a more accurate classifier. It has been noticed that it is crucial for AdaBoost to maintain a weight division until the training dataset is accomplished. During this process, the algorithm is centralized on the more difficult cases to classify, by gradually increasing their weights. When the active learner is found in the final, AdaBoost increases the weights of feeble learners with higher classification accuracy. A detailed description of this method is mathematically represented by Schapire R.E. and Singer Y. [48].

3.1.3. Validation Criteria

For validation of the ML based models, many criteria could be applied for the validation/assessment of the performance of the models. In this study, prediction accuracy of the proposed models was assessed by the positive predictive value (PPV), negative predictive value (NPV), accuracy (ACC), specificity (SPF), sensitivity (SST), kappa (k), Root Mean Square Error (RMSE), area under the ROC curve (AUC) [50–52]. More specifically, PPV and NPV are the probability of pixels associated with correct classification of landslide and non-landslide, respectively [53]. SST, SPF are the proportions of landslide pixels associated with the correct classification of landslide and non-landslide, respectively. ACC is the proportion of true negative and true positive classification results, which means it is the proportion of landslide and non-landslide pixels classified correctly [54]. These validation criteria were determined by using the definitions of true positive (TP), false positive (FP), true negative (TN) and false negative (FN) as below [55]:

\[
PPV = \frac{TP}{TP + FP} \tag{1}
\]

\[
NPV = \frac{TN}{TN + FN} \tag{2}
\]
SST = \frac{TP}{TP + FN} \quad (3)

SPF = \frac{TN}{FP + TN} \quad (4)

ACC = \frac{TP + TN}{TP + TN + FP + FN} \quad (5)

Kappa (k) is employed to assess accuracy in the landslide modeling process [54]. Kappa changes from $-1$ (non-reliable) to 1 (reliable) [56]. It can be calculated using the following equation:

\[ k = \frac{P_p - P_{exp}}{1 - P_{exp}} \quad (6) \]

where $P_p$ is accuracy and $P_{exp}$ are the expected agreements.

RMSE is often used to evaluate the differences between the predicted and target values [57–62], it can be calculated using the following equation:

\[ RMSE = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (e_i - \bar{e}_i)^2} \quad (7) \]

where $m$ is the number of samples, $e_i$ and $\bar{e}_i$ are the output and the target values of the $i$-th samples, respectively. RMSE has the same error metric units as the data, and smaller RMSE values indicate better performance of a model [60,63–68].

AUC is defined as the area under the ROC curve which is constructed using two statistical values: “Sensitivity” and “100-specificity” [52,69,70]. It is a very common, standard criterion and fundamental tool to evaluate the performance of an ML based model [71,72]. An ROC curve closer to the top-left corner indicates a better model [73,74]. The closer the curve comes to the 45-degree diagonal, the less accurate [75,76]. AUC is a measure of the accuracy of the models: 1 is optimal and 0.5 is poor [50,51].

3.2. Data Used

3.2.1. Landslide Inventory

Generation of the landslide maps using machine learning methods requires a knowledge of the historical landslide events [74,77]. Thus, the landslide inventory map is vital for determining the spatial links of historic earth slips with factors of geomorphological, hydrological, climatic factors, and anthropogenic activities [78,79]. In this study, an inventory map with 72 landslide locations was developed from satellite Google Earth images in conjunction with the field data of the national project of Vietnam Academy of Science and Technology, namely “a study on scientific basis to build an automatic sliding warning monitoring system in some key urban areas in Central Highlands” (http://www.vast.ac.vn/en/). Slides in the area were mainly of two types: Rock and Debris slides. Most of the slides were observed along road cuttings, during rainy seasons where ground mass/rock mass was vulnerable to sliding (Figure 2).
where \( m \) is the number of samples, \( e_i \) and \( \bar{e}_i \) are the output and the target values of the \( i \)-th samples, respectively. RMSE has the same error metric unit \( s \) as the data, and smaller RMSE values indicate better performance of a model [60, 63–68].

AUC is defined as the area under the ROC curve which is constructed using two statistical values: “Sensitivity” and “100-specificity” [52, 69, 70]. It is a very common, standard criterion and fundamental tool to evaluate the performance of an ML based model [71, 72]. An ROC curve closer to the top-left corner indicates a better model [73, 74]. The closer the curve comes to the 45-degree diagonal, the less accurate [75, 76]. AUC is a measure of the accuracy of the models: 1 is optimal and 0.5 is poor [50, 51].

### 3.2. Data Used

#### 3.2.1. Landslide Inventory

Generation of the landslide maps using machine learning methods requires a knowledge of the historical landslide events [74, 77]. Thus, the landslide inventory map is vital for determining the spatial links of historic earth slips with factors of geomorphological, hydrological, climatic factors, and anthropogenic activities [78, 79]. In this study, an inventory map with 72 landslide locations was developed from satellite Google Earth images in conjunction with the field data of the national project of Vietnam Academy of Science and Technology, namely “a study on scientific basis to build an automatic sliding warning monitoring system in some key urban areas in Central Highlands” (http://www.vast.ac.vn/en/). Slides in the area were mainly of two types: Rock and Debris slides. Most of the slides were observed along road cuttings, during rainy seasons where ground mass/rock mass was vulnerable to sliding (Figure 2).

![Landslide photos](http://www.vast.ac.vn/en/)

**Figure 2.** Landslide photos in the study area: (a, b) landslides on hilly areas; (c, d) landslides along the roads (taken by Vietnam Academy of Science and Technology—http://www.vast.ac.vn/en/).

#### 3.2.2. Landslide Influencing Parameters

Selection of the conditioning factors is essential and a mandatory step in landslide susceptibility assessment [37]. These factors can be divided into four groups: Physical geographic factors, hydrological factors, climate factors, and anthropogenic activity related factors [80]. In this study, 11 conditioning factors were selected for the landslide susceptibility modeling, namely curvature, distance from geological boundaries, elevation, land use, Normalized Difference Vegetation Index (NDVI), relief amplitude, stream density, slope, lithology, weathering crust and soil. These factors were selected based on the types of landslides and local topography and geo-environmental characteristics of the study area. Geology, soil and weathering data was obtained from the Vietnam Academy of Science and Technology, Vietnam (http://www.vast.ac.vn/en/).

Curvature is a geomorphological factor which controls the flow of water on the surface and influences the runoff and storage of water [46, 81]. A curvature map was generated from a digital elevation model (DEM) with 20 m resolution constructed from the topography map of the area available on a scale of 1/50,000, and classified into three classes: Concave (\(<-0.05\)), flat (\(-0.05–0.05\)) and convex (\(>0.05\)) (Figure 3a). Distances from geological boundaries and geological structures (joints, fractures and faults) are important factors as they form sliding planes and control sliding. In this study, six classes of distances from geological boundaries were constructed: 0–100, 100–200, 200–300, 300–400, 400–500, and \(>500\) m (Figure 3b). Elevation is an important factor in the landslide analysis [82, 83] as it affects rainfall, weathering and soil formation. An elevation map of the study area was generated from DEM and classified into 9 classes based on the natural break classification method: 990–1131, 1131–1221, 1221–1301, 1301–1366, 1366–1420, 1420–1471, 1471–1523, 1523–1584, 1584–1809 m (Figure 3c).
Figure 3. Cont.
Figure 3. Landslide conditioning factors maps: (a) Curvature, (b) distance to geological boundaries, (c) elevation, (d) land use, (e) NDVI, (f) relief amplitude, (g) stream density, (h) lithology, (i) slope, (j) soil, and (k) weathering crust.

Land use is one of the critical factors influencing landslide by affecting infiltration, runoff and soil erosion in conjunction with geo-environmental factors [46,72]. In the study, area land use was classified into 3 classes: Agricultural land, non-agricultural land, and barren land (Figure 3d). Landslides are predominant in areas of barren land, on the contrary forest land is less vulnerable to landslides [84]. An NDVI map of land use patterns was created with 5 classes: −0.264–0.1, 0.1–0.2, 0.2–0.3, 0.3–0.6, 0.6–0.645 (Figure 3e). There is direct correlation between relief amplitude and slope, with the occurrence and distribution of landslides [85]. Relief amplitude map was constructed using the focal statistic module in the ArcGIS application, and classified into 5 classes: 17.63–50, 50–100, 100–200, 200–300, 300–445.88 m (Figure 3f). Curvature affects runoff. Generally, runoff will be more in highly dense areas of streams [86]. The stream density map was extracted from DEM and classified into 5 classes based on
the natural break classification method: 0–0.388, 0.388–0.99, 0.99–1.636, 1.636–2.497, 2.497–5.59 km/km² (Figure 3g).

The lithology map represents physical characteristics of rocks and soils including color, texture, grain size, and composition [87]. In the study area, 11 types of lithology are present: Pliocene, La Nga formation, Don Duong formation, Ankroet-Ca Na complex: Phase 2, Quaternary, Neogen, Ankroet-Ca Na complex: Phase 1, Din Quan complex, Xuan Loc formation, DakRium formation, Ankroet-Ca Na complex: Gangue phase (Figure 3h). Slope is an important factor for analyzing slope stability, as probability of the occurrence of the landslide depends on the proportionality of the slope [88,89]. The slope map was divided into 5 classes: 0–5.368, 5.368–12.53, 12.53–19.68, 19.68–28.03, 28.03–76.04, based on the natural break classification method (Figure 3i).

Physical characteristics of the soil affect the infiltration and run-off capacity, and thus influences the landslide susceptibility [79]. In the study area, several types of soils were present, namely loamy gray soil, soil containing aluminum, newly transformed soil, loamy, sour soil, yellow, gray, red soil, very sour soil, sour red soil, loamy, red soil (acid), alkalinity poor soil, slob, loamy back soil, and gray soil (Figure 3j). Like soil, weathered rocks also influence infiltration and runoff of the area. Kvzoglu classified weathering crusts based on the changes in texture, mineral composition, and structure of lithology units [90]. Four types of weathering crusts were present in the area namely AIFE2, FesiAI1, FesiAI2, FesiAI3, Quaternary, SiAIFe1, SiAIFe2 (Figure 3k).

3.3. Methodological Flow Chart for Landslide Susceptibility Assessment

Methodology of the present study is described in four main steps: 1. Preparation of data; 2. building landslide susceptibility models; 3. validation of models; and 4. preparation of landslide susceptibility maps.

3.3.1. Preparation of Datasets

Datasets include training, and testing was prepared in this step. First of all, landslide inventory was divided randomly into two parts with the ratio of 70/30. Out of these, 70% of landslide inventory was used to sample with the conditioning factors for generating the training dataset, whereas 30% remaining landslide inventory was used to sample with the conditioning factors for creating a testing dataset. The training dataset was used to build the models, whereas the testing dataset was used to validate the models.

3.3.2. Building Landslide Susceptibility Models

In this step, four hybrid models, namely B-ADT, D-ADT, MBAB-ADT, RAB-ADT were constructed, and the ADT model was applied using the training dataset. These four hybrid models are a combination of ADT classifier with various ensemble techniques such as bagging, dagging, MultiBoostAB, and RealAdaBoost. In these hybrid models, ensemble techniques were used to optimize training dataset for inputting into ADT classifier. To build these models, the inner parameters of each model was optimized and used. More specifically, ADT was trained and built with the number of boosting interactions being 10, and the number of seed being 1. Bagging was trained with a bag-size percent of 100, 1 as the number of execution slots, 10 as the number of iterations, and 1 as the number of seed. Dagging was trained with a batch size of 100, 10 as the number of folds, and 1 as the number of seed. MultiBoostAB was trained with batch size of 100, 10 as the number of iterations, 3 as the number of seed, and a weight threshold of 100. RealAdaBoost was trained with a batch size of 100, 3 as the number of iterations, 1 as the number of seed, a shrinkage of 1, and a weight threshold of 100. Values of these parameters were optimized using the trial-error process.

3.3.3. Model Validation

In this step, validation of the landslide susceptibility models was done using statistical measures such as PPV, NPV, SST, SPE, ACC, RMSE, kappa, and AUC on both training and testing datasets.
Validation of the models on the training dataset shows the degree of good-fitness of the models with data used, whereas validation of the models on the testing dataset shows the predictive capability of the models.

3.3.4. Preparation of Landslide Susceptibility Maps

Preparation of landslide susceptibility maps was done using studied models. It was carried out in two main steps; (i) generating landslide susceptibility indexes (LSI) using the results of training models, and (ii) classifying LSI using a standard classification method, namely geometric interval integrated in ArcGIS application. In the present study, the maps were classified into five classes, namely very low, low, moderate, high and very high landslide susceptibility (Figure 4).

![Methodology flow chart of this study](image)

**Figure 4.** Methodology flow chart of this study (Note; BAG: bagging, DAG: dagging, MBAB: MultiBoostAB, and RAB: RealAdaBoost).

4. Results and Discussion

4.1. Analysis of Spatial Relationship between Past Landslides and the Conditioning Factors

Landslide influencing factors such as curvature, distance from geological boundaries, elevation, land use, NDVI, relief amplitude, stream density, slope, lithology, weathering crust and soil were used to analyze the spatial relationship with past landslide occurrence using the frequency ratio (FR) method which is a ratio between percentage of landslide pixels and percentage of all pixels on each class of factor map [91] for better generation of the datasets for modeling (Figure 5). FR analysis on the weathering crust indicated that the highest frequency of landslide occurs at the Quaternary (FR = 1.234), and zero on AlFe2 (FR = 0). In the soil, the highest frequency is on the very sour soil (FR = 4.359) and zero value on slob soil (FR = 0). In general, the slopes are directly related with the occurrence of landslides. FR analysis shows that the most susceptible slope is 19.68–28.03 (FR = 1.605), followed by 12.53–19.68 (FR = 1.237), and 28.03–76.04 (FR = 0.5295), respectively. River density in class: 0–0.388 sq.km is more affected by the landslide (FR = 1.271), than the area of river density 1.636–2.497 sq.km (FR = 1.153). More landslides occur on the relief amplitude of 17.63–50 (FR = 1.341).
The area having NDVI (−0.262–0.1) (FR = 1.87) is more susceptible than the area having NDVI 0.2–0.3 (FR = 1.499). Geological formation of the Pliocene formation is the most susceptible to landslides (FR = 31.46). On the contrary, landslides have not been observed on the DakRium formation and Neogen formation (FR = 0). Non-agricultural land is affected most by the landslides (FR = 2.511). The area of barren land (FR = 0) is very small, only in isolated patches. Most landslides occur (FR = 1.536) in the elevation range of 990–1131 m, which is middle range, as at higher elevations geo-environmental conditions do not favor landslides. Buffer zones of geological boundary/features up to 400 m distance are more susceptible to landslides (FR = 1.695 to 1.741). FR analysis indicates that landslides occur more in the convex area (FR = 1.069) than concave area (FR = 0.8779), as convex topography favors landslide occurrences (Figure 5).

Figure 5. Frequency ratio (FR) of factor maps.
4.2. Model Validation and Comparison

Performance of models was evaluated and validated using training and testing datasets by applying various statistical criteria. The model evaluation in the training phase is presented in Table 1 and Figure 6. Results show that performance of hybrid model RAB-ADT was the best (PPV = 90%) in terms of PPV, followed by D-ADT (88%), B-ADT (78%), MBAB-ADT (76%), and ADT (70%) models, respectively. In the case of the NPV, the D-ADT (NPV = 96%) model was superior to MBAB-ADT (94%), ADT (92%), RAB-ADT (90%), and B-ADT (86%), respectively. The highest SST was for the D-ADT model which correctly classified 95.65% as landslides, followed by MBAB-ADT (92.68%) and RAB-ADT (94%), ADT (89.74%), and B-ADT (84.87%), respectively. The RAB-ADT model also had the highest SPF: 90%, followed by D-ADT (88.89%), MBAB-ADT (79.66%), B-ADT (79.63%), and ADT (75.41%), respectively. In terms of ACC, the D-ADT value was 92%, which is superior to RAB-ADT (90%), MBAB-ADT (85%), B-ADT (82%), and ADT (81%). In terms of kappa index, the D-ADT model performed the best (0.84), demonstrating a substantial to almost perfect agreement between prediction and observation, followed by RAB-ADT (0.8), MBAB-ADT (0.7), B-ADT (0.64), and ADT (0.62), respectively. In terms of RMSE, D-ADT had the lowest value (0.396), followed by ADT (0.378), B-ADT (0.3735), MBAB-ADT (0.364), and RAB-ADT (0.2769), respectively.

In respect to the validation dataset, RAB-ADT had the highest values of PPV (81.82%), followed by B-ADT (77.27%), MBAB-ADT (72.73%), ADT, and D-ADT (63.64%), respectively. In the case of NPV, ADT had the highest value (90.91%), followed by MBAB-ADT (86.36%), B-ADT, D-ADT (81.82%), and RAB-ADT (72.73%), respectively. SST for the ADT model was 87.50% which is the highest, followed by MBAB-ADT (84.21%), B-ADT (80.95%), D-ADT (77.78%) and RAB-ADT (75%), respectively. In the case of ACC and kappa values, the values of MBAB-ADT models were better with ACC value: 79.55% and kappa value: 0.591, compared to other models. The highest SPF was obtained for RAB-ADT model (80%), whereas D-ADT had the highest RMSE value 0.463 in comparison to other models (Table 2 and Figure 6).

Table 1. Validation of the models using training dataset.

<table>
<thead>
<tr>
<th>No</th>
<th>Criteria</th>
<th>ADT</th>
<th>B-ADT</th>
<th>D-ADT</th>
<th>MBAB-ADT</th>
<th>RAB-ADT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>TP</td>
<td>35</td>
<td>39</td>
<td>44</td>
<td>38</td>
<td>45</td>
</tr>
<tr>
<td>2</td>
<td>TN</td>
<td>46</td>
<td>43</td>
<td>48</td>
<td>47</td>
<td>45</td>
</tr>
<tr>
<td>3</td>
<td>FP</td>
<td>15</td>
<td>11</td>
<td>6</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>FN</td>
<td>4</td>
<td>7</td>
<td>2</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>PPV (%)</td>
<td>70.00</td>
<td>78.00</td>
<td>88.00</td>
<td>76.00</td>
<td>90.00</td>
</tr>
<tr>
<td>6</td>
<td>NPV (%)</td>
<td>92.00</td>
<td>86.00</td>
<td>96.00</td>
<td>94.00</td>
<td>90.00</td>
</tr>
<tr>
<td>7</td>
<td>SST (%)</td>
<td>89.74</td>
<td>84.78</td>
<td>95.65</td>
<td>92.68</td>
<td>90.00</td>
</tr>
<tr>
<td>8</td>
<td>SPF (%)</td>
<td>75.41</td>
<td>79.63</td>
<td>88.89</td>
<td>79.66</td>
<td>90.00</td>
</tr>
<tr>
<td>9</td>
<td>ACC (%)</td>
<td>81.00</td>
<td>82.00</td>
<td>92.00</td>
<td>85.00</td>
<td>90.00</td>
</tr>
<tr>
<td>10</td>
<td>K</td>
<td>0.620</td>
<td>0.64</td>
<td>0.840</td>
<td>0.7</td>
<td>0.8</td>
</tr>
<tr>
<td>11</td>
<td>RMSE</td>
<td>0.378</td>
<td>0.3735</td>
<td>0.396</td>
<td>0.364</td>
<td>0.2769</td>
</tr>
</tbody>
</table>
Figure 6. Actual and predicted values of models.

Table 1. Validation of the models using training dataset.

<table>
<thead>
<tr>
<th>No</th>
<th>Criteria</th>
<th>ADT</th>
<th>B-ADT</th>
<th>D-ADT</th>
<th>MBAB-ADT</th>
<th>RAB-ADT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>TP</td>
<td>35</td>
<td>39</td>
<td>44</td>
<td>38</td>
<td>45</td>
</tr>
<tr>
<td>2</td>
<td>TN</td>
<td>46</td>
<td>43</td>
<td>48</td>
<td>47</td>
<td>45</td>
</tr>
<tr>
<td>3</td>
<td>FP</td>
<td>15</td>
<td>11</td>
<td>6</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>FN</td>
<td>4</td>
<td>7</td>
<td>2</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>PPV (%)</td>
<td>70.00</td>
<td>78.00</td>
<td>88.00</td>
<td>76.00</td>
<td>90.00</td>
</tr>
<tr>
<td>6</td>
<td>NPV (%)</td>
<td>92.00</td>
<td>86.00</td>
<td>96.00</td>
<td>94.00</td>
<td>90.00</td>
</tr>
</tbody>
</table>
### Table 2. Validation of the models using validation dataset.

<table>
<thead>
<tr>
<th>No</th>
<th>Criteria</th>
<th>ADT</th>
<th>B-ADT</th>
<th>D-ADT</th>
<th>MBAB-ADT</th>
<th>RAB-ADT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>TP</td>
<td>14</td>
<td>17</td>
<td>14</td>
<td>16</td>
<td>18</td>
</tr>
<tr>
<td>2</td>
<td>TN</td>
<td>20</td>
<td>18</td>
<td>18</td>
<td>19</td>
<td>16</td>
</tr>
<tr>
<td>3</td>
<td>FP</td>
<td>8</td>
<td>5</td>
<td>8</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>FN</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>PPV (%)</td>
<td>63.64</td>
<td>77.27</td>
<td>63.64</td>
<td>72.73</td>
<td>81.82</td>
</tr>
<tr>
<td>6</td>
<td>NPV (%)</td>
<td>90.91</td>
<td>81.82</td>
<td>81.82</td>
<td>86.36</td>
<td>72.73</td>
</tr>
<tr>
<td>7</td>
<td>SST (%)</td>
<td>87.50</td>
<td>80.95</td>
<td>77.78</td>
<td>84.21</td>
<td>75.00</td>
</tr>
<tr>
<td>8</td>
<td>SPF (%)</td>
<td>71.43</td>
<td>78.26</td>
<td>69.23</td>
<td>76.00</td>
<td>80.00</td>
</tr>
<tr>
<td>9</td>
<td>ACC (%)</td>
<td>77.27</td>
<td>79.55</td>
<td>72.73</td>
<td>79.55</td>
<td>77.27</td>
</tr>
<tr>
<td>10</td>
<td>K</td>
<td>0.546</td>
<td>0.591</td>
<td>0.455</td>
<td>0.591</td>
<td>0.5455</td>
</tr>
<tr>
<td>11</td>
<td>RMSE</td>
<td>0.457</td>
<td>0.431</td>
<td>0.463</td>
<td>0.429</td>
<td>0.4288</td>
</tr>
</tbody>
</table>

ROC method was used to determine the predictive capability of the models. For training data, comparison of the AUC values indicated that the RAB-ADT model has the highest degree of good fitness (AUC = 0.979), followed by D-ADT (AUC = 0.962), B-ADT (AUC = 0.933), ADT (AUC = 0.895) and MBAB-ADT (AUC = 0.884), respectively. Results based on the validation data show that the B-ADT model with AUC value 0.856 had the highest predictive ability, followed by the MBAB-ADT model with AUC value of 0.812, the D-ADT with AUC value of 0.808, and the RAB-ADT with AUC value of 0.799 and ADT with AUC values of 0.763. All models showed good capability of prediction according to ROC analysis, but performance of the RAB-ADT model was the best for the training data, whereas B-ADT model was the best in the validation of data (Figure 7).

Validation results show that performance of all the five models was good in landslide prediction. However, the B-ADT model has the best accuracy and predictive ability compared with other models. Analysis of the results of the models also confirmed that bagging is a useful tool for increasing model prediction accuracy by using an ensemble learning classifier [92]. The ADT model describes a transparent model structure with easier classification rules [37]. In this case, Bagging improved the stability of the ADT model. In addition, the generalization error of the basic classifier is shifted in the bagging model in the direction of the generalization error that is computed on smaller sets of training data. This is one of the benefits of bagging [5,92].
4.3. Generation and Evaluation of Landslide Susceptibility Maps

Based on the results of the models, landslide susceptibility maps were constructed of Da Lat City, Vietnam using ADT, B-ADT, D-ADT, MBAB-ADT, and RAB-ADT models for better land use planning and decision making for infrastructure development in this area. Landslide susceptibility maps were divided into five classes: Very low, low, moderate, high, very high (Figure 8). Maps generated by the ADT model show that the areas of these susceptibility classes were 21.23%, 5.975%, 15.26%, 36.89% and 20.65% for very low, low, moderate, high, very high, respectively. In the case of the B-ADT model, class areas were 17.58%, 13.73%, 23.4%, 24.68%, 20.61% for very low, low, moderate, high, very high, respectively, and for the D-ADT model, the area percentages were 19.67%, 11.26%, 24.71%, 27.93% and 16.42%, for very low, low, moderate, high, very high, respectively. Whereas, for the MBAB-ADT model, the percentage of class pixels were 27.82%, 14.82%, 10.97%, 24.91% and 21.47%, for very low, low, moderate, high, very high, respectively, and for the RAB-ADT model, these were 27.06%, 19.51%, 15.62%, 16%, 21.8%. FR analysis on landslide susceptibility maps shows that the map produced by the B-ADT model is the most reliable map compared with those produced by the other models. FR value of the B-ADT model for high and very high susceptibility classes was the highest compared with others (Figure 9).
Figure 8. Cont.
Figure 8. Landslide susceptibility maps of the models: (a) ADT, (b) B-ADT, (c) D-ADT, (d) MBAB-ADT, and (e) RAB-ADT.
5. Conclusions

Selection of a susceptibility model with a strong susceptibility prediction capacity is important. Currently, research to develop suitable, accurate landslide models is still in progress. In this study, new GIS based hybrid computational intelligence models, namely B-ADT, D-ADT, MBAB-ADT, and RAB-ADT, which are a combination of ADT method with various ensemble techniques, namely bagging, dagging, MultiBoostAB, and RealAdaBoost, were proposed and applied in landslide susceptibility mapping at Da Lat City in Lam Dong Province, Vietnam. Various statistical validation criteria such as PPV, NPV, SST, SPE, ACC, RMSE, kappa, and AUC were used to validate the performance of the models on both training and testing datasets generated using 72 past landslide events and 11 landslide conditioning factors.

The results show that all developed and applied models performed well for landslide susceptibility mapping, but the B-ADT model is the best compared with other models (D-ADT, MBAB-ADT, RAB-ADT, and ADT). The results also confirmed that ensemble techniques like bagging, dagging, MultiBoostAB, and RealAdaBoost are effective in the improvement of the performance of single ADT classifiers, but bagging is a better ensemble technique compared with others. It was noticed that the ensemble technique is useful to aggregate and improve the predictive capability of the single classifier, but it cannot reduce the uncertainties from using various models.

Landslide susceptibility maps produced by the models, especially the B-ADT model in this study, would be helpful to decision makers in better risk management for land use planning and infrastructure development, not only in Vietnam, but also in other landslide prone areas in the world. However, performances of these models need to be evaluated in other areas having different geo-environmental
conditions. Rainfall—considered as one of the triggering factors of landslides—was not considered separately in this study.
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