A Residential Load Scheduling with the Integration of On-Site PV and Energy Storage Systems in Micro-Grid
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Abstract: The smart grid (SG) has emerged as a key enabling technology facilitating the integration of variable energy resources with the objective of load management and reduced carbon-dioxide (CO₂) emissions. However, dynamic load consumption trends and inherent intermittent nature of renewable generations may cause uncertainty in active resource management. Eventually, these uncertainties pose serious challenges to the energy management system. To address these challenges, this work establishes an efficient load scheduling scheme by jointly considering an on-site photo-voltaic (PV) system and an energy storage system (ESS). An optimum PV-site matching technique was used to optimally select the highest capacity and lowest cost PV module. Furthermore, the best-fit of PV array in regard with load is anticipated using least square method (LSM). Initially, the mathematical models of PV energy generation, consumption and ESS are presented along with load categorization through Zero and Finite shift methods. Then, the final problem is formulated as a multiobjective optimization problem which is solved by using the proposed Dijkstra algorithm (DA). The proposed algorithm quantifies day-ahead electricity market consumption cost, used energy mixes, curtailed load, and grid imbalances. However, to further analyse and compare the performance of proposed model, the results of the proposed algorithm are compared with the genetic algorithm (GA), binary particle swarm optimization (BPSO), and optimal pattern recognition algorithm (OPRA), respectively. Simulation results show that DA achieved 51.72% cost reduction when grid and renewable sources are used. Similarly, DA outperforms other algorithms in terms of maximum peak to average ratio (PAR) reduction, which is 10.22%.
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1. Introduction and Motivation

With the rapid increase in population and economic growth, global energy consumption is also increasing drastically. High reliance on fossil fuel and increased use of thermal power resources contributed to an increase in CO₂ emissions that causes an increase in global warming [1]. While adopting the ways to tackle the increased energy demand, a reduction in greenhouse gas emissions is a major challenge that must be met on a global scale in order to promote energy sustainability. In recent years, while reducing the gap between energy generation and demand through a combination of thermal and nuclear energy resources, the pursuit of power generation through renewable energy sources, such as solar, wind, biomass and lowering environmental load, has been promoted with the aim of reducing greenhouse gas emissions, significantly. Renewable energy is becoming widely
accepted as a new source of energy to provide power to residential and commercial buildings around the world. On the other hand, energy is one of the basic necessities for sustainable development of society that must surely be delivered in an efficient way in order to promote a green environment with reduced CO$_2$ emissions [1]. However, the great paradigm shift due to the involvement of information and communication technologies (ICTs) the traditional ways of energy generation, transmission and distribution need to be upgraded [2–8]. The author in [9] presented a hybrid opinion network containing of continuous and discrete valued agents. This model discussed a communication behavior for social dynamical systems. The scaled consensus of switching topologies with continuous and discrete time subsystems is investigated. The traditional electricity infrastructure is not fully capable of handling and managing the distributed energy resources with high quality of communication service and grid stability. This is due to the fact that increasing energy demand needs extra costlier generation or back-up reserve capacity units that lead to high tariff rates and CO$_2$ emissions.

Therefore, to cope with such types of situations, a smart grid (SG) concept has recently been introduced which has the capability to fulfil the load demand that benefits both the end users and utility market [10]. The users can enjoy an uninterruptible power supply with economical tariff rate and utility can avail the opportunity to improve power system stability through supply–demand balance. The former can be achieved by exploiting efficient load management through distributed as well centralized control strategies [11]. For this purpose, different researchers introduced residential and commercial load scheduling techniques considering both end user and utility objectives [12,13]. Among these solutions, the major emphasis is given to balance the load demand through market supply without heavily relying on peak power plants and reserved capacity units [14]. However, some researchers focussed on balancing the load demand through load scheduling and energy management using optimization technique. Although these kinds of techniques are efficient in managing the load demand with partial or full control on residential load [15]. The peaks and troughs in the aggregated user energy demand profile are caused by the temporal variations in energy demand. The user’s participation is required in balancing the load by allowing the grid to reschedule the load. However, the end users are affected due to unplanned load scheduling by the grid [16]. For example, it is assumed that the user suffers the same degree of inconvenience if base and/or non-flexible load is shifted in either direction (before or after) of its most preferred time slot. In other words, delaying a base and/or non-flexible load by 2 time slots or advance scheduling the same load by 2 time slots will result in same amount of user inconvenience. To handle this situation, some researchers put their efforts into devising the load control strategies with major focus on load scheduling without disturbing end users’ objectives [17]. Furthermore, it is also equally important to understand that world is moving from a centralized energy control system to a distributed control and management system with the objective of promoting the environment [18]. In addition, this is also due to the European vision of the year 2030 and 2050 for achieving the objective of green energy and green economy, incorporation of renewable energy resources such as PV, wind, geothermal, biomass and electric vehicles into existing electrical systems is required [19]. In achieving these objectives, numerous researchers have done some work in managing the integration of distributed energy resources through autonomous control strategies [20]. Some researchers focussed on developing the autonomous control algorithms that provide benefits to only end users [21], while others focussed on maximizing utility and energy retailers benefits [22]. Some work also tackled the utility and end user objectives as a joint objective and tried to find the solutions to provide the benefits to both parties [23].

In recent years, the resources of water for producing energy are depleting very quickly due to the effects of climate change on hydrology patterns [24,25]. It is estimated that only 200,000 km$^3$—1% of water is available for agriculture, residential, industrial and power sectors in order to meet everyday needs [26]. Furthermore, the per capita energy demand is expected to rise significantly due to the rapid growth of population and industries in developed and developing countries [27]. As a result of these great challenges, the efficient management of the available capacity is imperative to prevent the over-exploitation [28]. On one hand, these important challenges are considered for managing
the energy resources efficiently, whether these are used for the end user comfort or upgrading the existing standards or infrastructure [29]. On the other hand, better management of fuel intensive resources and end user consumption behaviours can alleviate the strain on these commodities [30]. Therefore, flexible control of the energy supply and use system [19,31] is crucial within the context of renewable energy and storage integration [32]. In addition, a recent study shows the water usage for carbon-based and nuclear fuel-based energy as follows: (i) oil from oil reservoirs (70–1800 L/GJ), (ii) shale gas (36–54 L/GJ), coal (5–70 L/GJ), (iii) uranium (4–22 L/GJ), and (iv) traditional oil (3–7 L/GJ) [31]. Another study reveals that 76.9% of electricity is produced from oil, natural gas, coal, and nuclear fuels in the year 2015, while only 16% is generated from hydrothermal power plants. The energy generated from hydrothermal power plants led to high emission of carbon and causes serious environment concerns [33]. Similarly, a significant amount of power is required to support industrial and residential sectors and with this level of coupling, significant synergy could be observed while analysing these types of coupled system holistically. In the meantime, the SG concept was introduced and gained significant attention is given to the integration of renewable energy resources, especially into the demand side load management as a mean of de-carbonizing the environment. The importance of producing energy from coal, natural gas, oil and nuclear commodities is decreasing day by day, thus results in moving towards integration of green energy concept. The integration of green energy (solar and wind) and storage systems are at present gaining popularity [34]. Recent studies regarding variable energy resources and energy management through electrical load scheduling show that a dynamic control mechanism is required that integrates the intermittent nature of variable energy resources and dynamic energy consumption trends. It is a complex task, however, studies showed that due to high penetration and intermittent nature of variable resources, operator and energy retailers are restricted to rely on the combined dispatch of all energy resources. Operators need to encourage the end users to install stand-alone renewable energy systems to improve the system stability through load management. Otherwise, the mismatch between demand and supply may lead to infeasible dispatch of energy and increase the marginal cost production [35–37], while the challenges of utility and residential premises in managing the residential load demand with the integration of renewable energy resources may seem unrelated. However, these are actually interlinked entities and their resolution is potentially synergistic. Renewable energy technologies are a cheap source of energy and provide with low CO2 emissions. Since, renewable energy can easily be stored in back-up storage systems and can act as a flexible source of energy regarding supply and demand side of electricity systems [38]. Thus, demand response (DR) programs have an eminent effect on SG infrastructure in managing the end user load via market clearing prices and incentives. Because, residential sector is consuming 40% of energy and diversity in energy consumption plans poses major challenge to energy retailers to encourage them in participating energy management programs. The effective outcomes of SG concept are difficult to achieve without active participation of end users in DR-based energy management programs.

The review of relevant literature shows that homes equipped with Home energy management (HEM) architectures significantly reduce the electricity cost. HEMs equipped with renewable energy generation and storage architecture are given importance but the load matching with the renewable energy generation is ignored. Several HEM architectures efficiently shift the load from grid to an on-site energy generation and storage system, but the design of PV-based energy generation and storage setup has not yet been reported. An efficient and autonomous HEM architecture is required with twofold objectives, i.e., benefits the end user and utility. With the end user perspective, HEM needs to incorporate the on-site PV generation and storage system that optimally uses the grid and stored energy to maximize the comfort level. With the utility perspective, HEM should limit the energy consumption to a certain threshold level to avoid the load shedding, blackouts and use of peak power plants. Thus, our objectives are to design a demand side energy management (DSEM) model that (i) Categorizes, monitors and controls the household different loads according to end user preference and priority, (ii) Maximizes the end user comfort level by scheduling the load with minimum delay, (iii) Anticipates the optimum number of PV modules for an on-site load, i.e., smart home in our case,
(iv) Efficiently integrates the PV generation and storage system with energy management controller (EMC), (v) Optimally manages the grid energy and on-site stored energy, (vi) Minimizes the end user electricity cost, (vii) Minimizes the PAR to increase the grid lifetime, avoid the blackout, load shedding and use of Peak Power Plants (PPPs), and (viii) Efficiently formulates and solves the optimization problem considering the constraints.

2. Literature Review

With rapid increase in energy demand and CO$_2$ emissions due to massive use of fossil fuels, a significance attention needs to be given to consider renewable energy resources. Among all renewable energy resources, the most promising resources with nearly zero carbon emissions are the windmills and PV systems [39]. In comparison to both of the resources, energy obtained from PV system is highly attractive due to its abundant nature. Therefore, several incentive policies are designed especially for the end users to encourage them installing PV systems to alleviate uncertain energy demand during off peak hours. The integration of PV systems at end user side will reduce the energy cost, PAR, blackouts and carbon emissions, particularly. Consequently, PV systems tied with grid are expected to sustain popularity for the next generations [40]. One of the major challenges during the design of energy management systems (EMS) with the PV systems is its intermittent nature and thus leads to an increased design complexity. Other major challenges of PV system integration with existing electricity supply system are the variable PV generation and dynamic energy demand trends. The work reported in [41] used the on-site battery energy storage and PV system to solve the supply–demand mismatch problem. The work discussed in [42] focussed on efficient energy use for cost saving through an optimization algorithm with the integration of battery storage systems. The end user achieved the reduced energy cost by compromising on their comfort level. Thus, cost reduction and comfort maximization are contradictory objectives, hence difficult to achieve simultaneously.

Due to the battery-based ESS, autonomous control algorithms considering variable energy resources and dynamic energy demand are sought to optimally manage the available resources [43]. Therefore, combined dispatch and use of power resources considering a utility tariff scheme leads towards a complex optimization problem. Thus, finding the optimal charging and discharging patterns of battery storage system would ultimately minimize the end user electricity cost and maximize the power system stability. Numerous studies are available dealing with the complex nature of such types of problems and their possible solutions [44]. For nonlinear problems, it is less feasible to use mixed integer linear programming (MILP) and linear programming (LP) approaches without transforming the problem first [45]. The authors in [46] formulate the objective function using a binary and discrete decision variables with a low computing resources [47,48]. The authors in [49] used a hybrid computational intelligence approach for energy optimization using GA and Evolutionary algorithms. In this study, load is scheduled in such a way to minimize the electricity cost rebound peaks. Another study used ant colony optimization (ACO) algorithm to solve predefined load scheduling problem [50]. It is also concluded from the study that heuristic and metaheuristic algorithms such as; PSO, GA, ACO, are comparatively efficient in achieving the optimized solutions when uncertain decision variables are involved [51,52].

The extensive literature review regarding load scheduling has come up with individual technologies, policy recommendations, system analysis and control techniques, energy management, PV-based generation and storage integration issues [53]. Policy-based system analysis techniques sometimes tend to take statistical, qualitative and qualitative approaches while focusing on efficient resource management especially at residential premises [54]. Similarly, quantitative approaches have been case study driven and thus focusing on realistic solutions by taking into consideration utility and end user objectives. Some studies have a particular focus on devising customer centric solutions, while others tend to consider utilities concerns as well [55]. In the meantime, some researchers being able to devise autonomous energy management solutions considering utility and variable energy resources at the same time to facilitate both parties [56]. However, it is found that due to contradictory objectives,
the solutions still have some gaps to be handled efficiently [57]. Another problem associated with some load management techniques is the single layer optimizations, such as; residential load scheduling [58], generation scheduling with distributed resources [59], optimal storage integrations [60], end user comfort management with particular focus on cost reduction [61]. Thus, due to lack of generic techniques considering respective objectives, most of these techniques neither feasible nor generally extensible to other case study geographies [62].

To complete the discussion, several researchers used different algorithms and energy management techniques to achieve energy saving and optimization objectives. Statistical results show that the building equipped with EMSs have energy saving factor from 11.39% to 16.22% each year. The EMS used for artificial lighting system reported the highest energy saving factor, of up to 39.5%. Similarly, the energy saving factor for HVAC and other equipments are reported as 14.07% and 16.66%, respectively. Furthermore, the published work also reported that EMS based on different optimization algorithms, such as the harmony search algorithm, enhanced differential evolution, and harmony search differential evolution, efficiently reduced the end user electricity cost by a factor of 17.84%, 11.12%, and 13.2%, respectively. Homes and buildings equipped with EMS architectures significantly reduce the electricity cost. However, EMS equipped with renewable energy generation and storage system and load matching with the PV generation system is not yet reported in the residential sector.

2.1. Contributions

The review of relevant literature shows that homes equipped with HEM architectures significantly reduce the electricity cost, although HEM equipped with renewable energy generation and storage units are given importance. However, the estimation of installed capacity of renewable and storage units as per load requirements is yet to be explored and significant work is required in this area. The literature reveals that HEM architectures efficiently manage the load considering grid and on-site energy generation and storage systems. However, the design of PV-based energy generation and storage systems need to be explored in order to get the full benefits of SG technology. Thus, an efficient and autonomous HEM architecture is required to provide benefits to both end user and utility. With the end user perspective, HEM needs to incorporate the on-site PV generation and storage system that optimally uses the grid and stored capacity to maximize the comfort level. With the utility perspective, HEM should be able to minimize the energy consumption to a certain level to avoid the load shedding, blackouts and use of expensive peak power plants. Thus, on the basis of aforementioned discussion, this work proposes a new home energy management (HEM) mechanism to address the limitations and drawbacks. The proposed work has the following capabilities; it facilitates the end users to decide whether they want to maximize comfort or cost (through a waiting time parameter), efficient load management with the integration of RES and user involvement significantly improved the power system stability through balanced supply–demand profile and it helps in reducing CO$_2$ emissions as renewable energy and storage units act as “first choice” in the proposed work. The key contributions of this paper are discussed as follows:

- We first categorize the loads based on user preference requirement and priority of operation. Then based on this, mathematical models of each individualized load category are presented to help optimized working patterns.
- To facilitate end users in terms of less cost and high comfort, operational time of each load is modelled as a delay parameter, where high priority is given to critical load, while low priority loads are given flexibility in their operating horizon with the objective of minimized cost and delay.
- To avoid users to buy costlier electricity tariff, on-site PV generation and back-up storage systems are integrated in our model. For this purpose, PV generation and storage systems are optimally designed in such a way to provide baseline load capacity to all respective loads without heavily relying on grid energy source. This helps in minimizing the cost and discomfort of end users along with reduced CO$_2$ emissions.
• Then based on mathematical models of load consumption, delay and ESS, the optimization problem is formulated as a multi-objective optimization problem which is solved by using DA. However, for optimality analysis, we compare the results of proposed DA with GA, BPSO and OPRA. Furthermore, the performance and complexity of the algorithms are also analysed in terms of large number of loads and time slot variations.

• The simulations are performed against different case studies and results are obtained for cost, PAR, CO₂ and discomfort reduction.

2.2. Paper Outline

The rest of the paper is organized as: Section 3 discusses the DSEM model describing the mathematical description of different loads, on-site PV generation and storage systems, hybrid energy system and cost calculation mechanism. Section 4 presents the formulation of multi-objective optimization problem. Section 5 provides the description of different algorithms which are used to solve the proposed problem. Section 6 presents the results obtained from different algorithms focusing on load scheduling, cost and PAR reduction, optimal PV energy and storage integration and use. Finally, the paper is concluded in Section 7.

3. DSEM Model

The energy of a residential grid network is supplied by the utility and shared by several users through the power line. DSEM is equipped with EMC which is connected to household load on one side and smart meter on other side. The working of EMC is to: (i) collect the user preferences and demand information, (ii) send the control signal to each load via wireless network controller (WNC) for optimal consumption of energy, (iii) gather the energy generation and storage information from the on-site energy generation and ESS, (iv) optimally use the grid energy and ESS, and (v) receive the time variant electricity price signal from the utility. Based on the collected information, EMC sends an on-site energy demand to the smart meter. The smart meter bi-directionally communicates through communication line with the utility. The DSEM architecture is shown in Figure 1.

Figure 1. DSEM Architecture.
3.1. Modelling Consumption Behaviour

This section discusses the load consumption behaviour of the considered load. We also discuss the mathematical models of all load types and their respective constraints and limits. Let \( A \) denotes a set of automatic and manual operated residential loads such that:

\[
A = B \cup C \cup D \cup E,
\]

where, \( B, C, D \) and \( E \) represent sets of base, delay tolerant, semi delay tolerant and critical load, respectively. It is considered that \( B \) and \( E \) are zero-delay tolerant load, since the end user is not willing to give-up on the comfort level. Moreover, the loads in \( E \) includes zero-delay tolerant loads, since the end user is not willing to give-up on the comfort level. The category \( C \) includes elastic loads in such that their operation time can be interrupted or shifted to any other time slot over the given time horizon \( H \). The category \( D \) comprises semi-delay tolerant loads that are assumed to be operated within a specific time window. The load in category \( E \) can be added any time as per user needs. The loads in \( B \) and \( E \) have the highest priority and zero tolerance towards delay. Moreover, the loads in \( D \) has the second highest priority and can bear some delay on the basis of predefined intervals \([a_a, \beta_a]\). The category \( C \) is maximum delay tolerant and has the minimum priority. For each load \( a \in A \), the power consumption vector over the given time horizon \( t \in H \) is written as;

\[
P_{a,t} \triangleq [p_{a_1,t_1}, p_{a_2,t_2}, \ldots, p_{a_n,H}].
\]

The loads in \( B, C, D \) and \( E \) consume certain amount of power during time \( t \), can be written as:

\[
\sum_{l=1}^{H} \sum_{a \in A} p_{a,l} \times c_{a,l},
\]

subject to:

\[
P_{a} \leq P_{a,l} \leq P_{a}, \quad \forall a \in A,
\]

\[
c_{a,l} = 1, \forall t \in \{t_1, t_2, t_3, \ldots, t_n\}, \forall a \in B,
\]

\[
c_{a,l} = 0, \forall t \in H \setminus t, \forall a \in B,
\]

\[
c_{a,l} = 1, \forall t \in H \setminus t, \forall a \in C,
\]

\[
c_{a,l} = 0, \forall t \in H \setminus H', \forall a \in C,
\]

\[
c_{a,l} = 1, \forall \gamma_a \leq t \leq \delta_a, \forall a \in E,
\]

\[
c_{a,l} = 0, \forall t = H - (\gamma_a + l_a), \forall a \in E,
\]

where, \( c_{a,l} \) is the status of load \( a \) during time slot \( t \), \( P_{a} \) and \( P_{a} \) is the minimum and maximum power consumption, \( \gamma_a \) is the operation start time, \( \delta_a \) is the operation finish time, and \( l_a \) is the length of operation time of load \( a \). Equation (3a) gives upper and lower limits on power, while Equations (3b)–(3f) denote power ON/OFF status of various loads according to the respective limits and conditions. The category \( E \) includes critical load, that can be plugged-in to the HEM architecture any time \( H \). The semi-delay tolerant load has a specific operation window e.g., for load \( z_1 \), the lower and upper bound are \( z_1 \) and \( z_2 \), respectively, in which load has to complete its task. The duration between \( z_1 \) and \( z_1 \) is divided as \([z_1, z_1 + t_1], [z_1 + t, z_2], [z_2, z_2 + t], \) and \([z_2 + t, z_1 - t], \) and \([z_1 - t, z_1] \). During the interval \([z_1, z_1 + t], [z_1 + t, z_2], [z_2, z_2 + t], \) and \([z_2 + t, z_1 - t], \) and \([z_1 - t, z_1] \), the load may be either in ON or OFF state. After the time \( z_1 \), the load must be in OFF state. The power scheduling of load category \( D \) over the specified time range \([a_a, \beta_a]\) is given as:

\[
a_a \leq t \leq a_a - \beta_a - \rho_a, \quad \forall a \in D, t \in H.
\]
where, \( \rho_a \) gives the amount of time delay in regard when load is rescheduled to other feasible time slot during peak hours or overload conditions. The Equation (4) denotes that the load \( a \in D \) is restricted in between \( a \) and \( \beta \) time intervals to complete its task. The allowed time horizon for any load \( a \in A \) should not be less than the length of its operation time and is expressed as:

\[
l_a \leq \beta_a - a_a, \forall H.
\]  

(5)

Then based on the aforementioned limits and constraints associated with respective load types, the information is transmitted to EMC via home area network as shown in Figure 2.

Figure 2. Input set by the user.

The operation start and finish time of load \( a \) ranges between \( \gamma \) and \( \delta \) and is calculated as:

\[
\gamma_a \leq r_a \leq \delta_a, \forall \ a \in A
\]  

(6)

subject to:

\[
\alpha_a \leq \gamma_a \leq \beta_a - l_a, \quad (6a)
\]

\[
\delta_a \leq \beta_a, \quad (6b)
\]

where, Equation (6a) gives the operation start time of \( \gamma_a \) and Equation (6b) shows that each load must complete its task during allowed time horizon. Our objective is to optimize the power consumption vector of each load type over the given time interval. Therefore, in order to achieve this objective, the major emphasis is given to obtain optimized scheduling patterns of each load, especially elastic and semi elastic loads.

The category E has the highest priority and EMC needs to operate immediately whenever any service is required. EMC manages, monitors and controls the household loads and its working operation is shown in Figure 3.
Load Delay

It is usually expected that residential load can finish their working within the permissible time limits in order to avoid extra delay, which may disturb end user comfort level. Keeping this objective in mind, the maximum acceptable delay ($\rho$) that any load can bear is calculated as:

\begin{align*}
\rho_{a,t} &= 0, \quad \forall a \in \{B,E\}, t \in \mathcal{H} \quad (7) \\
\rho_{a,t} &= \mathcal{H} - l_{ar}, \quad \forall a \in C, t \in \mathcal{H} \quad (8) \\
\rho_{a,t} &= \bar{\beta}_{a} - \bar{\alpha}_{a} - l_{ar}, \quad \forall a \in D, t \in \mathcal{H} \quad (9)
\end{align*}

whereas, the minimum delay ($\bar{\rho}$) for each load over the given time interval is:

\begin{equation}
\bar{\rho}_{a,t} = 0, \quad \forall a \in A, t \in \mathcal{H},
\end{equation}

Equation (7) shows that load $a$ belongs to the load category $B$ and $E$ and thus have zero tolerance towards delay, Equation (8) represents the load category $C$ that has the minimum priority and can be scheduled anytime in the entire time horizon and Equation (9) shows that load $a$ belongs to the semi-delay tolerant category and can only be scheduled in the pre-set allowed time slots. Where, $\Gamma_{req,a}$ denotes the required operation time of load $a$, and $\Gamma_{EMC,a}$ provides the scheduled time interval. Hence, Equation (10) elucidates that scheduled time interval is equal to the required amount of time needed to perform a specific task.

\begin{equation}
\Gamma_{req,a} = \Gamma_{EMC,a}
\end{equation}

Therefore, in order to achieve this objective, EMC seeks to minimize the mismatch between required and optimized time intervals in association with limits and constraints.
3.2. On-Site Energy Generation and Storage System

In communication and networks, the coexistence of both discrete and continuous valued agents is interpreted as hybrid system [9]. Whereas in SG, a hybrid energy system is defined as the existence of more than one energy system to accommodate the end users energy demand. As was discussed, total load demand is fulfilled by the grid, renewable energy and storage systems and this complete architecture is considered to be a hybrid energy system, wherein renewable energy and battery storage systems act as “primary choice”, while the grid source acts as secondary choice in fulfilling the energy demand. In doing so, the end user can enjoy the reduced electricity cost, while utility gains the benefits in terms of power system stability as high peaks are eliminated during demanding hours. This proposed system architecture is shown in Figure 4.

![Figure 4. A conceptual diagram of proposed hybrid energy system.](image)

3.2.1. PV Generation

The average power obtained from installed PV modules is calculated as:

$$\kappa_{avg} = P_i \times \xi_i,$$

where, $P_i$ denotes the power produced by PV cell at irradiance level $i$ and $\xi_i$ gives the probability of irradiance. The Equation (12) for irradiance spectrum can be written as [46]:

$$\kappa_{avg,t} = \int P_{i,t} \times \xi_{i,t} \, dt, \forall t \in \mathcal{H},$$

The Equation (13) denotes the average power output of a PV module for all the possible irradiance spectrums in the integral form. Where, $P_{i,t}$ can be written in terms of voltage $V$ and current $I$ as under:

$$P_{i,t} = V_{i,t} \times I_{i,t}, \forall t \in \mathcal{H}.$$

The Equation (14) gives average power obtained form PV array against specific temperature and irradiance over the given time $t$. Thus, the total obtained power as per dynamic temperature and irradiance can be calculated using [63–65]. Whereas, the rate of change in temperature with respect to the reference temperature is calculated as:

$$\delta T = T - T_r$$

(15)
Equation (16) gives the rate of change in current due to variation in PV module tilt and temperature:

\[
\delta I = a \times \left( \frac{S}{S_r} \right) \times \delta T + \left( \frac{S - S_r}{S_r} \right) \times I_{sc}
\]  
(16)

Equation (17) is the change in voltage due to change in current during different time horizon:

\[
\delta V = -b \times \delta T - R_s \times \delta I
\]  
(17)

This rate of change results in changing the value of \(V\) and \(I\), which are given as:

\[
V_{new} = V_r + \delta V
\]  
(18)

\[
I_{new} = I_r + \delta I
\]  
(19)

The insolation and cell temperature level relation is defined as the sum of ambient temperature and two percent of the irradiance level and is given as under:

\[
T = \frac{s}{50} + T_A
\]  
(20)

The optimum number of PV modules required for the household maximum load shifted from grid to ESS at any time slot \(t\) is anticipated as: if \(n_{\kappa_t} < P_{D_t}\), increase the value of \(n\). The quality of load matching depends on PV arrays, load characteristics, and isolation profile. Based on PV supply/demand match evaluation criteria, an optimum PV-site matching technique is used to select the module type with the highest average capacity and lowest cost. The current \(I\) of the PV module as a function of \(V\) can be expressed as [66]:

\[
I = I_{sc} \left\{ 1 - g_1 \left[ e^{(g_2 V^n)} - 1 \right] \right\}
\]  
(21)

The values of constants, \(g_1, g_3\) and \(n\) are obtained from [63]. Finally, the total renewable energy \(\kappa_{tot,t}\) obtained from PV system is used in two ways; some amount \(\kappa_{a,t}\) is directly provided to fulfill the residential load demand, while, the remaining energy \((\kappa_{st,t} = \kappa_{tot,t} - \kappa_{a,t})\) is stored in backup storage system. The relationship between these two amounts is given as:

\[
\sum_{t=1}^{H} \left( \sum_{a \in A} \kappa_{a,t} + \sum_{s=1}^{N} \kappa_{st,t} \right) \leq \kappa_{tot,t}
\]  
(22)

In contrast to renewable energy, the net amount of energy obtained from grid at any time slot \(t \in \mathcal{H}\) cannot exceed a certain level \(P_{grid}^{grid}\), which is given as:

\[
\left( \sum_{t=1}^{H} \sum_{a \in A} P_{a,t} + P_{c,t} \right) - \kappa_{st,t} \leq P_{grid}^{grid}, \quad \forall \sigma_{a,t} = 1
\]  
(23)

where, \(P_{c,t}\) denotes the electrical charge in the battery power. Furthermore, the ESS must satisfy Equation (24) constraint for any type of load that is to be shifted from the grid to ESS:

\[
\kappa_{st,t} - (P_{h,t} \times \sigma_{a,t}) \geq 0, \quad \forall a \in A, \quad \forall 1 \leq t \leq H.
\]  
(24)

where, the remaining power obtained from PV generation must not exceed the ESS capacity:

\[
P_{c,t} - \kappa_{st,t} \geq 0, \quad \forall s, t \in \mathcal{H}.
\]  
(25)
3.2.2. ESS

As it is understood, ESS has the upper and lower levels to store the surplus energy, which is expressed as:

\[ \kappa L_{s,t} \leq \kappa L_{s,t+1} \leq \kappa L_{s,t} \quad \forall 1 \leq t \leq H. \]  

(26)

The total amount of surplus energy which can be stored in ESS at time \( t \), which is greater than \( \kappa L_{s,t} \), is given as:

\[ \kappa L_{s,t} = \kappa L_{s,t-1} + \left( P_{c,s} \times \eta_s \right) - \frac{P_{d,s}}{\eta_s} \geq \kappa L_{s,t} \quad \forall t \in H. \]  

(27)

where, \( \eta_s, P_{d,s} \), and \( I \) denote efficiency of battery \( s \), discharge in power of the battery and pre-defined storage quantity, respectively. To prolong the battery life time, it is recommended to avoid deep discharge of a battery. Therefore, we defined upper and lower limits on battery charge and discharge rate, which are given as:

\[ P_{c,s} \leq P_{c,s} \leq P_{c,s}, \forall t \in H. \]  

(28)

\[ P_{d,s} \leq P_{d,s} \leq P_{d,s}, \forall t \in H. \]  

(29)

During the time when load demand exceeds a certain level and electricity tariff is also high, then ESS acts as “first choice” to fulfil the load demand. Therefore, ESS starts providing the energy as per schedules given by EMC and is given as:

\[ \kappa s_{t+1} = \kappa s_t - P_{d,s}, \quad \forall t \in H \]  

(30)

whereas,

\[ P_{d,s} = \sum_{a \in A} \left( P_{a,t} \times \sigma_{a,t} \right), \quad \forall t \in H \]  

(31)

The Equation (30) denotes the remaining stored energy in the ESS system. Whereas, the Equation (31) represents the amount of energy dissipated during time slot \( t \) for the load \( a \in A \) shifted from grid to ESS system.

3.2.3. Evaluation of Hybrid Energy System

The daily load demand of the end user as a function of \( t \) and user preferences are shown in Table 2. End users are hoping to fulfil their demand using PV system, ESS and grid resources. Whereas, the choices to use these resources are mentioned above. Therefore, in order to manage these energy resources efficiently, with the objective of overall cost reduction and power system stability, autonomous energy management algorithm is needed. In this regards, this work considers all the objectives and limitations and designs an autonomous load scheduling algorithm(s). As the primary source of energy is PV and ESS system, therefore, the total PV modules required to fulfil the load demand and the energy obtained from the grid are calculated as:

\[ j_{pv} \times P_{o,t} \times \phi_{pv} = P_{D,t} \]  

(32)

\[ P_{g,t} \times \phi_{g} = P_{D,t} \]  

(33)

where, \( j_{pv} \) denotes the total number of PV modules required for the energy demand \( D \), \( \phi_{pv} \) and \( \phi_{g} \) define efficiency of PV modules and grid system, and \( P_{o,t} \) and \( P_{g,t} \) are power imported from single PV module and grid at time slot \( t \), respectively. The equation formulated for a hybrid energy system is given as:

\[ z \times P_{o,t} \times \phi_{pv} + (1-z)P_{g,t} \times \phi_{g} = P_{D,t}, \]  

(34)
where, \( z \) denotes the ratio which is used to define the amount of PV and grid energy. The best fit ratio \( z \) is anticipated by using LSM and is given as [64]:

\[
z_{bf} = \left[ (\phi_{pv} \times P_{o,t} - \phi_{g} \times P_{g,t}) \right]^{\dagger}(P_{D,t} - \phi_{g} \times P_{g,t})\]  

It reduces the sum of squares of deviations of generated power and household load, which is expressed as [64–66]:

\[
(\phi_{pv} \times P_{o,t} - \phi_{g} \times P_{g,t}) \times z = P_{D,t} - (\phi_{g} \times P_{g,t})
\]  

Based on Equations (35) and (36), EMC takes decision about when to use ESS along with grid energy. For example, if \( 0 < z < 1 \), then it would be beneficial to use ESS along with grid energy.

### 3.3. Energy Consumption and PAR Model

For each load \( a \in A \), the energy consumed by load is given as:

\[
E_{a,t} = \sum_{t=1}^{H} \sum_{a \in A} P_{a,t} \times c_{a,t} \times l_{a}, \quad \forall c_{a,t} = 1.
\]  

Let the house have \( N \) number of loads, then the total daily energy demand \( E_{tot,t} \) of a single household is written as:

\[
E_{tot,t} = \sum_{t=1}^{H} \sum_{a \in A} E_{a,t} \times \vartheta_{a,t}.
\]  

where, \( \vartheta_{a,t} \) is the operation time of load \( a \) during time slot \( t \). Generally, if we consider only the users’ benefits, then the load scheduling has to be performed in a way that most of the load during high peak hours will be shifted to off-peak hours leading towards reduced billing cost. However, it may create rebound peaks which ultimately disturb power system stability regarding high PAR. In contrast, the effective load management mechanism has to reschedule the load to avoid the rebound peaks. Otherwise, the energy retailers and service providers keep backup generation capacity to protect electrical network. Eventually, this may lead costlier generation and hence increase the tariff price which would ultimately disturb end user benefits. Mathematically, the PAR is calculated as follows:

\[
PAR = \frac{P}{P_{avg}}
\]  

where,

\[
P = \max_{t \in \mathcal{H}} \left( \sum_{t=1}^{H} \sum_{a \in A} P_{a,t} \right)
\]  

and

\[
P_{avg} = \frac{\sum_{t=1}^{H} \sum_{a \in A} P_{a,t}}{\mathcal{H}}.
\]  

Equation (39) shows the ratio between the maximum power and average power consumed by household load \( a \) at a given time horizon \( \mathcal{H} \). An efficient energy consumption leads to a minimized PAR and thus our third objective is to minimize the maximum PAR over the given time slot.
3.4. Cost Model

The daily energy consumption cost of $N$ household loads during time slot $t \in \mathcal{H}$ is calculated by EMC as:

$$C_{1,t} \triangleq \sum_{t=1}^{H} \sum_{a \in \mathcal{A}} ([P_{a,t} \times l_{a,t}] \times \sigma_{a,t}) \times \psi_t, \quad \forall \sigma_{a,t} = 1. \quad (42)$$

where, $\psi_t$ is the electricity cost charged by the utility for the amount of energy consumed at time slot $t$. It is, therefore, reasonable to assume that the total cost anticipated by utility for load $a \in \mathcal{A}$ would become:

$$C_{2,t} = \sum_{t=1}^{H} \sum_{a \in \mathcal{A}} E_{tot,t} \times \psi_t. \quad (43)$$

Now, the fair billing $B$ is defined as:

$$B \triangleq \frac{\sum_{t=1}^{H} C_{2,t}}{\sum_{t=1}^{H} C_{1,t}} \geq 1. \quad (44)$$

The fair billing is validated by the end user if $B = 1$, and if $B > 1$, then user’s bill includes the cost $E_{cost}$ due the losses that occurred in between power distribution and smart meter at any time $t$ and is calculated by:

$$E_{cost,t} = C_{2,t} - C_{1,t}, \forall t \in \mathcal{H} \quad (45)$$

4. Formulation of Multi-Objective Optimization Problem

The objective of proposed model is to optimally schedule the household load over the given time period by taking into consideration respective constraints and limits. In this regard, the proposed algorithm is designed to optimally integrate PV system, ESS, and grid energy resources with the objective of cost and PAR reduction with increased comfort level. Hence, the primary objective is to fulfill the load demand through PV and ESS system without heavily relying on grid energy source.

$$P1 = \text{minimize}\{\sum_{t=1}^{H} \sum_{a \in \mathcal{A}} ([P_{a,t} \times \theta_{a,t}] - \kappa_{tot,t})\}. \quad (46)$$

subject to:

$$0 \leq \rho_a \leq \delta_a - \gamma_a - l_a, \forall a \in \mathcal{A} \quad (47)$$

$$0 \leq \alpha_a \leq \theta_a \leq \beta_a, \forall a \in \mathcal{A} \quad (48)$$

$$E_{a,t} = \begin{cases} P_{a,t}, & t_a \in \delta_a - \gamma_a - \rho_a, \forall a \in \mathcal{A}, t \in \mathcal{H}, \\ 0, & \mathcal{H} \setminus t_a \end{cases} \quad (49)$$

$$\sigma_{t,a} \in \{0, 1\} \quad (50)$$

The constraints shown in Equations (47)–(50) define: (i) maximum load delay between starting and finish time while completing its task, (ii) load $a$ must complete its assigned task within the allowed time ($\alpha$ and $\beta$), (iii) load $a$ consumes certain amount of power during its operation time, and (iv) status of the load $a$ (0 for idle mode, 1 for operation mode).

Therefore, the optimal management and use of the energy resources lead to effective cost minimization, because the electricity prices are dynamic in nature and usually known in advance to customers in a day-ahead market. However, prices are unknown to users in a real time pricing (RTP) environment, where it is more difficult to optimally manage the loads in conjunction with the integration of distributed energy resources (PV and ESS). Therefore, our next objective is to reduce the
electricity cost through scheduling the load in optimal time slots without curtailing the load demand and is given as:

\[
P_2 = \text{minimize} \left\{ \sum_{t=1}^{H} \sum_{a \in A} \left( [P_{a,t} \times \theta_{a,t}] - \kappa_{t,1,t} \right) \times \psi_t \right\}. \tag{51}
\]

where, Equation (51) denotes the electricity cost charged by the utility against the amount of energy consumed by load \(a\) during time slot \(t\). However, it is worth mentioning here that in order to avoid the situations when high peak can be generated due to turning-on high load during low pricing hours, a threshold is imposed to limit the maximum upper limit of energy consumption. Thus, an efficient energy consumption leads to a minimized PAR and thus our next objective is to minimize the maximum PAR over the given time slot \(t\) and is formulated as:

\[
P_3 = \text{minimize}(\text{PAR}) \tag{52}
\]

subject to:

\[
\sum_{t=1}^{H} \sum_{a \in A} P_{a,t} \leq \tau_{\text{max}}. \tag{53}
\]

where, \(\tau_{\text{max}}\) is the threshold value used to avoid different risks, such as blackout, use of expensive backup generation plants, and load shedding. Generally, each user has a desire to complete the tasks of each load with minimum delay subject to minimized electricity bill. Thus, our next objective is to minimize the load operation delay in order to achieve maximum end user comfort and is described as:

\[
P_4 = \text{minimize} \left\{ \sum_{t=1}^{H} \sum_{a \in A} \rho_{a,t} \right\}. \tag{54}
\]

subject to:

\[
\rho_{a,t} = H - l_a, \quad \forall a \in C, \quad t \in H \tag{55}
\]

\[
\rho_{a,t} = (\beta_a - a_a) - l_a, \quad \forall a \in D, \quad t \in H \tag{56}
\]

\[
\rho_{a,t} = 0, \quad \forall a \in \{B,E\}, \quad t \in H \tag{57}
\]

The constraints in Equations (55)–(57) define the allowed scheduling horizon for each load \(a \in A\). Mathematically, the cost minimization objective function in conjunction with PV and ESS integration is written as:

\[
P_5 = \text{minimize}(P_1 + P_2 + P_3 + P_4). \tag{58}
\]

subject to: Equations (7)–(11), (28), (29), (47)–(50)

5. Proposed Solutions

In the following sections, we describe the working and coping of the algorithms used to solve the multi-objective optimization problem. For detailed analysis, we used heuristic and robust optimization algorithms and provided the merits and demerits on the basis of input and outputs.

5.1. Optimal Load Scheduling Using DA

DA is a greedy graph search algorithm that is used to find the shortest path for load scheduling problems in micro grid [56,67,68]. It calculates the shortest path (with lowest cost in our case) for a start point (source node; operation start time of load) to the end point (destination node; finish time of load) in the graph. The DA anticipates the shortest path, i.e., minimum cost from any specific source node \(s_1\) to any node in a parent weighted graph such as; \(G_{w} = (F, e)\), where \(F\) and \(e\) are the sets of vertices and edges, respectively. Initially, the algorithm calculates weights as it traverses from the
source node to all the connected nodes and saves the best values. Then it moves through all other connected nodes to find the next best value. Meanwhile, it also avoids saving all the previously saved best value and calculates the cost by comparing with previously saved values. The weighting factor $x$ is the sum of edges weights from the node $s_1$ to $d$ and is given as:

$$if (u, f) \in e \rightarrow x(u, f) > 0 \forall f, u \in F$$

$$x(f_1, f_2, ..., f_n) = \sum_{i=1}^{i=n} x(f_i, f_{i+1})$$ (59)

where, $x(f_i, f_{i+1})$ is the weight (cost) between $f_i$ and $f_{i+1}$. The shortest path from $u$ to $f, d(u, f)$, in $G$ has the minimum weight among all nodes. If there is no path between $u$ and $f$, then $d(u, f) = \infty$.

$$S = \{u | u \in F\}$$

$$f \in F \rightarrow f(u, f) \text{ is defined, } \forall u \in S$$ (60)

where, $S$ is a subset of $F$, made-up gradually in an iterative process as follows: (a) start node $y$ is selected from set $F$ and inserted in $S$, (b) the shortest path from $y$ to all available nodes in set $F - S$ are determined as:

$$d(y, f) = d(y, u) + \min \{x(u, f)\}, \forall f \in F \setminus S$$ (61)

where, $u$ is the node between $f$ and $y$. In the next step, the marked best fit solution $u$ and the related edges to this node are added to set $S$ and $e$, respectively. The algorithm continues until it updates all the nodes in set $S$, which means the final result is achieved. The time complexity of DA is \(O(N + N(N-1) + N(N-1)(N-2) + \ldots + N(N-1)(N-2)\ldots(N-N-1))\). The pseudo-code of DA is shown in Algorithm 1.

**Algorithm 1** DSEM model based on DA.

**Require**: $a, b, s, d, g$

1: $d_a = 0, g \geq 0, P_a = \infty, \forall a \in \{1, 2, 3, ..., N\}$
2: $T_c = \min(g, 1), \% T_c \rightarrow \text{current Tier}$
3: $T_c + +$
4: $T_n = \min(g, T_c), TN_c = d_1, d_2, d_3, ..., d_N; \% TN_c \rightarrow \text{current TierNode}$
5: $TN_n = \infty$
6: Find $e = \arg \min_u \{d_e\}$
7: Update $P = P \cup d_e; \% P \rightarrow \text{Path}$
8: $TN_e = TN_c - \{d_e\}$;
9: **while** $TN_c \neq \infty$ **do**

10: $TN_c = TN_n$;
11: $s = d_e; \% d \rightarrow \text{Destination}$
12: $e = \arg \min \{d_e\}; \% d_a \in TN_a$
13: Update $P = P \cup d_e$;
14: $TN_n = TN_c - \{d_e\}$
15: **end while**
16: $P_r$ is obtained; $\% P_r \rightarrow \text{resultant Path}
5.2. Optimal Load Scheduling Using BPSO

BPSO is a population-based heuristic optimization technique used in micro grid for load scheduling [69–71] in which each possible solution in entire search space is represented by a particle. Initially, each particle is assigned a random position and velocity. Each particle represents the status of the electrical load. In this work, a pattern of $n$ number of particles is selected that represents the $n$ number of household electrical loads. For example, if the household has 10 electrical loads then a pattern of 10 number of particles is selected to solve the problem. These particles then fly and move towards the optimal solution in the entire search space. Their flight of movement can be affected by local and global best positions.

$$l_{\text{best}}(a, t) = \arg\min_{t \in T} \{f_a(t)\}, \forall a \in \{1, 2, 3, ..., M\},$$ (62)

$$g_{\text{best}}(t) = \arg\min_{t \in T} l_{\text{best}}(a, t).$$ (63)

The velocity $g$ of each particle is updated as [32]:

$$g_{i,t+1}(j) = \sum_{i=1}^{H} \sum_{t=1}^{M} \left( w_{g,i}(j) + c_1 r_1 (l_{\text{best},i,t}(j) - \sigma_{i,t}(j)) + c_2 r_2 (g_{\text{best},i,t}(j) - \sigma_{i,t}(j)) \right), \forall r_1, r_2 \in [0, 1]$$ (64)

where, $\sigma_{i,t}(j)$ is the $j$th element of $i$th particle in $t$th iteration of the algorithm and $r_1$ and $r_2$ are random variables. The pulls of the local and global best position are represented by constants $c_1$ and $c_2$. The weight $w$ of the particle momentum is mathematically defined as:

$$w = w_i + \frac{g_i}{\xi} \times (w_f - w_i).$$ (65)

where,

$$g_{i,t+1} = \begin{cases} g_i, & \text{if } g_i < g_{i,t+1} \\ \frac{g_i}{\xi}, & \text{if } g_{i,t+1} \leq g_i \end{cases}$$ (66)

The position $\lambda$ of each particle is updated as:

$$\lambda_{i,t+1}(j) = \begin{cases} 1, & \text{if } \text{sig} (g_{i,t+1}(j)) > r_{ij} \\ 0, & \text{otherwise} \end{cases}$$ (67)

where, sigmoid $\text{sig}$ function is defined as:

$$\text{sig} (g_{i,t+1}(j)) = \frac{1}{1 + \exp(-g_{i,t+1}(j))}.$$ (68)

Equation (68) shows the sigmoid function and is used to map velocity of a particle coordinate with probability. The resulting probability determines whether the coordinates take values of 1’s or 0’s. Each particle is evaluated and ranked based on their fitness value. After $n$-iterations, the $g_{\text{best}}$ is selected, which is known as best optimal solution. The $g_{\text{best}}$ is the pattern of $N$ bits representing the status of $N$ number of household loads. The pseudo-code of BPSO is presented in Algorithm 2.
Algorithm 2 Load management mechanism based on BPSO.

Require: \( p, i, s, l, \epsilon_p, \text{pos}, \text{g} \)
1: \( g_{\text{best}} = \infty \&\& l_{\text{best}} = \text{zero} \)
2: for \( i = 1 \) to \( s \) do
3: \hspace{1em} Generate population
4: \hspace{1em} \( g \leftarrow \text{rand}(g, \text{g}) \)
5: \hspace{1em} \( \text{pos} \leftarrow \text{rand}(\text{s}) \)
6: \hspace{1em} \( l_{\text{best}} \leftarrow \text{pos} \)
7: end for
8: update \( g \) using Equation (64)
9: Update pos using Equation (67)
10: for \( k = 1 \) to \( i \) do
11: \hspace{1em} \( g_{\text{best,} i} \leftarrow \text{argmini} (l_{\text{best,} i}) \)
12: \hspace{1em} \( l \leftarrow -1 \)
13: end for
14: \( g_{\text{best}} \) is obtained; \( % g_{\text{best}} \rightarrow \) resultant best solution

5.3. Optimal Load Scheduling Using OPRA

To develop an understanding of the performance of different load scheduling algorithms, we implement and solve load scheduling problem using OPRA. OPRA consists of \( N \) number of binary bits and each bit represents the status of the load \( a \in A \), which are evaluated in each iteration using fitness function. Where, each binary bit represents the status of household load (ON or OFF) and \( 2^N \) number of possible combinations of \( N \) bits are generated to find best optimal solution. To find and verify best optimal solution, which is also known a global optimum, the fitness function against all the constraints is evaluated. The very initial pattern with minimum electricity cost is selected as the best pattern. This selection of patterns is shown in Figure 5. The algorithm stops working when the required optimal number of patterns from entire search space are obtained. Alternatively, we can also define total number of iterations as a stopping criteria. The pseudo-code of OPRA is shown in Algorithm 3.

Algorithm 3 Load management mechanism based on OPRA.

Require: \( l_n, l_n\alpha x, \epsilon_p, l \) and \( p_a \)
1: Generate the \( N \) bit pattern
2: for \( h = 1 \) to \( H \) do
3: \hspace{1em} \( G_{\text{best}} \leftarrow \infty \)
4: \hspace{1em} for \( k = 1 \) to \( 2^N \) do
5: \hspace{2em} \( \sigma \leftarrow \sigma^{2N} \)
6: \hspace{1em} end for
7: \hspace{1em} for \( t = 1 \) to \( T \) do
8: \hspace{2em} Validate all constraints
9: \hspace{1em} end for
10: \hspace{1em} for \( i = 1 \) to \( 2^M \) do
11: \hspace{3em} if \( f(\sigma_i) < f(G_{\text{best}}) \) then
12: \hspace{4em} \( G_{\text{best}} \leftarrow \sigma_i \)
13: \hspace{3em} else
14: \hspace{4em} \( G_{\text{best}, j} \leftarrow G_{\text{best}, i} \)
15: \hspace{3em} end if
16: \hspace{3em} \( l_a \leftarrow l_a - 1 \)
17: \hspace{3em} end for
18: end for
5.4. Optimal Load Scheduling Using GA

GA algorithm is used to optimally schedule the household load [72–74] and generates the optimal patterns using objective function without violating the constraints. The algorithm usually adapts heuristics in the problem to provide the cost effective solutions. Initially, a population is randomly generated that consists of $M$ number of chromosomes. Each chromosome represents a solution to the problem and is constructed as an array of bits (combination of genes). Each gene represents the ON/OFF status of the household electrical load. The length of chromosome is equal to the required number of bits that represent the household total electrical loads. These chromosomes are evaluated using fitness evaluation function and fitness of each chromosome is ranked, accordingly. After calculating the fitness value of each chromosome, the reproduction, crossover, and mutation operators are applied to form new off-springs from the previous population. The population of new off-springs from the existing ones have possibly higher fitness and this operation is known as crossover. The generation of new off-springs from the parent chromosomes is shown in Figure 6.

![Figure 5. Schematic diagram showing the selecting of optimal load patterns using OPRA algorithm.](image)

![Figure 6. Generation of new off-springs from parent chromosomes through crossover operation.](image)
Selection allocates more copies of those solutions with higher fitness values and thus imposes the survival of the fittest mechanism on the candidate solutions. To avoid same offsprings in the next population and pre-mature convergence, a little bit randomness needs to be added to avoid repetition and is demonstrated in Figure 7.

Before mutation

| Chromosome | 110111000 01110 |

After mutation

| Chromosome | 1101101000 01110 |

Figure 7. Single point mutation.

In this work, a single point is considered for crossover, the Roulette Wheel selection method for reproduction, and the single bit is flipped during mutation operation. After crossover and mutation, all the chromosomes are screened with the pre-defined constraints to filter out the best chromosomes among the population. The chromosomes with best fitness during \( n \) number of generations are selected as an optimal solution. The GA process is stopped after reaching \( n \times n \) number of iterations. The pseudo-code of GA-based DSEM is shown in Algorithm 4.

**Algorithm 4** Load management mechanism based on GA.

**Require:** \( p, g, m, n, t, c, l, e, e_m, e_c \)

1. Generate initial population
2. for \( i = 1 \) to \( t \) do
   3.  \( best = arg \min_i (e) \)
   4.  if \( best == 1 \) then
       5.  \( e = \) --
       6.  end if
   7.  for \( j = 1 \) to \( l \) do
       8.  \( m = arg \min_i (e), t) \)
       9.  end for
   10. if \( c(i) < e_{max} \) then
       11.  \( RE = RE - c(i) \)
       12.  else
       13.  \( e(i) = e_g \)
       14.  end if
   15. do selection process
   16. if \( rand < e_i \) then
       17. do crossover
       18. end if
   19. if \( rand < e_m \) then
       20. do mutation
   21. end if
   22. end for

5.5. Feasibility Region

A set of optimal points that contains all the possible solutions satisfying all the constraints, equalities and inequalities in a given scenario is known as feasible region. The main objective of the DSEM is to maximize the end user comfort with minimized electricity cost and PAR. Thus, electricity cost is comprised of two components, i.e., amount of energy consumed during certain time slot \( t \) and electricity price at that time. Four scenarios are considered to find the feasible region for energy
consumption and electricity cost and are given as: (i) S1: Minimum load, minimum electricity price, (ii) S2: Minimum load, maximum electricity price, (iii) S3: Maximum load, minimum electricity price and (iv) S4: Maximum load, maximum electricity price. The per hour electricity cost charged by the utility against any time slot is anticipated as:

\[ C_t = \sum_{a \in A} P_{a,t} \times \psi_t, \quad \forall \sigma_{a,t} = 1, h \in \mathcal{H}. \]  

subject to:

\[ C1 : 0 \leq C_t \leq 64 \quad \forall t \in \{1, 2, 3, ..., \mathcal{H}\} \]

The daily electricity cost is calculated using Equation (42) and minimized with subject to the following constraints:

\[ C2 : C_{1,t} \leq 232 \]

\[ C3 : 0 \leq E_{a,t} \leq 9 \]

The feasible region of the electricity cost against the consumed energy subject to the constraints (C1, C2 and C3) is demonstrated in Figure 8. In Figure 8, the overall region for the load operation is an area covered by points \( p_1(2, 4), p_2(2, 16), p_3(9, 18), p_4(9, 72), p_5(9, 64) \) and \( p_6(8, 64) \). The points \( p_1 \) and \( p_2 \) represent the scenario S1 and S2 and \( p_3 \) and \( p_4 \) represent the scenario S3 and S4. This leads to the result that the scheduling horizon must not: (i) exceed the maximum unscheduled cost (232 cents) and (ii) violate the constraints given in Equations (70)–(72). After implementing this threshold level, feasible region of the load scheduling is shown by the pentagon of points \( p_1, p_2, p_3, p_5, \) and \( p_6 \).

![Figure 8. Feasible region of Energy consumption.](image)

**6. Simulation Results and Discussion**

In this section, we analyse the performance of proposed model using different algorithms in terms of managing grid energy, electricity cost, comfort and PAR minimization. The performance analysis is done in software tool MATLAB version 2014b on Sony VAIO VPC-EB47GM machine with Intel(R) Core(TM) i5 CPU M 480 2.67 GHz and 6 GB of memory on Windows platform. Furthermore, the scalability of the algorithms in terms of total number of time slots and computation time is also measured, so as to analyze the optimality. We verify the applicability of proposed algorithms through optimally managing the energy consumption by finding the tuple of time shifts of various loads. In a result, minimum cost and PAR objectives are achieved along with high user comfort. For experiments,
the electricity price data is obtained from a day-ahead market showing real time consumption trends, which is shown in Figure 9.

![Figure 9. RTP scheme obtained from a day-ahead electricity market.](image)

6.1. Simulation Setup

Table 1 provides the parameters of a single household, which are used for experimentation purpose. Generally, each user may have a variable load pattern, on the basis of their comfort level.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of devices in single home</td>
<td>10</td>
</tr>
<tr>
<td>Mini and Max power rating</td>
<td>0.5–2 kW</td>
</tr>
<tr>
<td>Mini and Max operation time</td>
<td>1, 5 time slots</td>
</tr>
<tr>
<td>Delay</td>
<td>As per user’s priority</td>
</tr>
<tr>
<td>Pricing scheme</td>
<td>RTP</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters of GA</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>population size</td>
<td>10,000</td>
</tr>
<tr>
<td>Swarm size</td>
<td>1000</td>
</tr>
<tr>
<td>Velocity ranges</td>
<td>[−4, 4]</td>
</tr>
<tr>
<td>Crossover probability</td>
<td>0.9</td>
</tr>
<tr>
<td>Mutation probability</td>
<td>0.01</td>
</tr>
</tbody>
</table>

For simulation, we considered four different type of loads that are used in different seasons. In the proposed work, each user has 11 fixed loads with different power rating, operation time and comfort requirements. The total household load is managed and operated to complete the assigned task as under:

- Out of 11, the 4 loads, i.e., $l_1, l_2, l_3$ and $l_{11}$ have the highest priority and will operate when required.
- $l_4, l_5$ and $l_6$ have the second highest priority and will operate in the predefined time slots.
- $l_7, l_8, l_9$ and $l_{10}$ have zero priority and can be operated at any time within the given scheduling horizon.
The power rating and load demand are summarized in Table 2.

<table>
<thead>
<tr>
<th>Load</th>
<th>Power Rating (kW)</th>
<th>Priority (3 = high, 1 = Low)</th>
<th>Delay Tolerant</th>
<th>Time Restriction</th>
</tr>
</thead>
<tbody>
<tr>
<td>l_1</td>
<td>0.5</td>
<td>3</td>
<td>No</td>
<td>As required</td>
</tr>
<tr>
<td>l_2</td>
<td>0.5</td>
<td>3</td>
<td>No</td>
<td>As required</td>
</tr>
<tr>
<td>l_3</td>
<td>1</td>
<td>3</td>
<td>No</td>
<td>As required</td>
</tr>
<tr>
<td>l_4</td>
<td>0.5</td>
<td>2</td>
<td>Yes</td>
<td>t_3−t_7</td>
</tr>
<tr>
<td>l_5</td>
<td>2</td>
<td>2</td>
<td>Yes</td>
<td>t_3−t_8</td>
</tr>
<tr>
<td>l_6</td>
<td>0.5</td>
<td>2</td>
<td>Yes</td>
<td>t_8−t_10</td>
</tr>
<tr>
<td>l_7</td>
<td>1</td>
<td>1</td>
<td>Yes</td>
<td>t_1−t_10</td>
</tr>
<tr>
<td>l_8</td>
<td>2</td>
<td>1</td>
<td>Yes</td>
<td>t_1−t_11</td>
</tr>
<tr>
<td>l_9</td>
<td>1.5</td>
<td>1</td>
<td>Yes</td>
<td>t_1−t_11</td>
</tr>
<tr>
<td>l_10</td>
<td>1.5</td>
<td>1</td>
<td>Yes</td>
<td>t_1−t_11</td>
</tr>
<tr>
<td>l_11</td>
<td>1</td>
<td>1</td>
<td>Yes</td>
<td>As required</td>
</tr>
</tbody>
</table>

### 6.2. User Comfort

The comfort level is defined as the services required by the end user to fulfill their load demand with reduced electricity cost and operating delay time, and is demonstrated in Table 2. Based on end user comfort requirement, each load has a predefined start and finish operation time horizon. In this work, the end user defines its comfort level by defining certain delay level in the operation of household load. EMC needs to schedule the load in the pre-defined window to complete the desired task while achieving the aforementioned objectives.

From Table 2, the l of load 4, 5 and 6 are 3 time slots each, which lies in semi-delay tolerant category. In the absence of DSEM architecture, each load is assigned t_5, t_6 and t_7 time slots for operation and is shown in Figure 10a. The user comfort is also a major objective of our proposed work and is demonstrated in Figure 10b–d. It is evident from Figure 10b–d that our proposed model efficiently scheduled the end user loads in the allowed time horizon and achieved maximum user comfort. The operation time assigned by each optimization algorithm is tabulated in Table 3.

![Figure 10](image-url)
Table 3. DSEM based semi-delay tolerant load scheduling.

<table>
<thead>
<tr>
<th>Load</th>
<th>Optimization Technique</th>
<th>Operation Time Slots</th>
</tr>
</thead>
<tbody>
<tr>
<td>load 4</td>
<td>DA</td>
<td>$t_1, t_2, t_3$</td>
</tr>
<tr>
<td></td>
<td>BPSO</td>
<td>$t_1, t_2, t_3$</td>
</tr>
<tr>
<td></td>
<td>OPRA</td>
<td>$t_2, t_3, t_4$</td>
</tr>
<tr>
<td></td>
<td>GA</td>
<td>$t_2, t_3, t_4$</td>
</tr>
<tr>
<td>load 5</td>
<td>DA</td>
<td>$t_3, t_4, t_8$</td>
</tr>
<tr>
<td></td>
<td>BPSO</td>
<td>$t_3, t_4, t_5$</td>
</tr>
<tr>
<td></td>
<td>OPRA</td>
<td>$t_3, t_4, t_5$</td>
</tr>
<tr>
<td></td>
<td>GA</td>
<td>$t_3, t_4, t_8$</td>
</tr>
<tr>
<td>load 6</td>
<td>DA</td>
<td>$t_8, t_9, t_{10}$</td>
</tr>
<tr>
<td></td>
<td>BPSO</td>
<td>$t_6, t_8, t_9$</td>
</tr>
<tr>
<td></td>
<td>OPRA</td>
<td>$t_7, t_8, t_9$</td>
</tr>
<tr>
<td></td>
<td>GA</td>
<td>$t_6, t_9, t_{10}$</td>
</tr>
</tbody>
</table>

6.3. Energy Consumption Profile

Regarding energy consumption, three sets of evaluations are carried out to examine the performance of the proposed DSEM and optimization algorithm.

1. **Zero shift method (ZSM)**: Household loads operate under no DSEM and optimization algorithms. Users operate household load irrespective of the electricity cost to achieve the maximum comfort.

2. **Fine shift method (FSM)**: Household loads are being used under DSEM and optimization algorithms. The residents are concerned with electricity cost along with the comfort level.

3. **FSM equipped with PV generation and storage system**: Household loads run under DSEM and optimization algorithm along with the integration of PV generation and storage system.

In the first case, the household loads are operated using grid energy only while ignoring the electricity tariff. It is clear from Figure 9 that the electricity tariff is at peak from 10:00 to 20:00. For simulation, we considered 10 time slots, i.e., $H = t_1, t_2, t_3, ..., t_8, t_9, t_{10}$ to schedule the loads. The load demand in different time slots under the ZSM is tabulated in Table 4. It is observed in Table 4 that the household selected the loads to operate during some time slots ($t_3-t_8$) rather than scheduling in the entire allowed time horizon ($t_1-t_{10}$). From Table 4, it is also clear that most of the high loads are operated during high peak hours ($t_5-t_7$) which will ultimately result in high electricity cost.

Table 4. Load demand of different loads for ZSM.

<table>
<thead>
<tr>
<th>Power Rating (kW)/LoT</th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$t_3$</th>
<th>$t_4$</th>
<th>$t_5$</th>
<th>$t_6$</th>
<th>$t_7$</th>
<th>$t_8$</th>
<th>$t_9$</th>
<th>$t_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5/3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$l_4$</td>
<td>$l_4$</td>
<td>$l_4$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2/3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$l_5$</td>
<td>$l_5$</td>
<td>$l_5$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.5/3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$l_6$</td>
<td>$l_6$</td>
<td>$l_6$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1/4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$l_7$</td>
<td>$l_7$</td>
<td>$l_7$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2/4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$l_8$</td>
<td>$l_8$</td>
<td>$l_8$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1.5/5</td>
<td>-</td>
<td>-</td>
<td>$l_9$</td>
<td>$l_9$</td>
<td>$l_9$</td>
<td>$l_9$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1.5/4</td>
<td>-</td>
<td>-</td>
<td>$l_{10}$</td>
<td>$l_{10}$</td>
<td>$l_{10}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1/1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$l_{11}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Total Demand (kW)</strong></td>
<td><strong>0</strong></td>
<td><strong>0</strong></td>
<td><strong>4</strong></td>
<td><strong>4</strong></td>
<td><strong>9</strong></td>
<td><strong>8.5</strong></td>
<td><strong>8</strong></td>
<td><strong>2</strong></td>
<td><strong>0</strong></td>
<td><strong>0</strong></td>
</tr>
</tbody>
</table>

However, in the second case, the loads are operated under DSEM and optimization algorithm. The energy consumed by ZSM and FSM is shown in Figure 11. BPSO meets the DA at some most costly time slots while the other two schemes exhibit different scheduling plans.
Figure 11. Energy Consumption profiles using different optimization techniques over the given scheduling time period.

For the highest tariff slots, i.e., 4, 5, 6 and 7, DA performed significantly better in comparison with other optimization algorithms. It can be seen in Figure 11 that DA managed the entire load in the low and off peak hours. From Figure 9, there are 10 peak hours starting from 10:00 to 20:00, i.e., electricity price is high during these time slots. It is clear from Figure 11 that FSM has optimally shifted the load from high peak hours to low peak hours. In case of FSM equipped with PV generation and storage system, the load during high peak hours are shifted from grid to ESS and draws energy from the ESS.

In this work, the storage capacity ranges from 3 KWh to 4 KWh depending upon the solar irradiance level and status of the battery cells. The health of the battery is good when it is kept at near 100% of its capacity or to be charged immediately as it discharges completely or partially. The output power from a PV array is directly proportional to the solar irradiance received from the sun. The output of the PV module starts from zero during sunrise, increases till noon and declines to zero till evening. The rated maximum output of the PV module depends on the actual site condition and is achieved only occasionally. In our scenario, smart home is connected to grid and PV, daily sun peak hours can be used for calculation and the number of sun peak hours is thus numerically equal to the daily solar irradiance measured in KWh/m². The amount of usable energy harvested from PV modules is lower than the output of the PV modules due to the energy losses in the system components. The solar radiation observed greater than the 250 W/m² is taken in simulation. The solar irradiance and the ambient temperature for a typical day of June is shown in Figure 12. In our case, PV modules are selected using Module-site matching technique with an assumption of 80% efficiency, and parameters of the PV modules are tabulated in Table 5.

The ESS is exploited by the proposed DA and the effectiveness of the model is shown in Figure 13. It is evident from Figure 13 that the proposed model optimally used the grid and stored energy. The load that needs to be operated during high peak hours on grid energy is shifted to ESS by EMC thus results in optimal use of both energy resources.
Figure 12. Solar irradiance and ambient temperature profiles over the period of 24 h.

Table 5. Parameters of PV module at standard test conditions.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manufacturer</td>
<td>Trinasolar</td>
</tr>
<tr>
<td>Model</td>
<td>TSM-245 PC/PA05</td>
</tr>
<tr>
<td>Number of PV modules</td>
<td>18</td>
</tr>
<tr>
<td>$P_{\text{max}}$ (W)</td>
<td>245</td>
</tr>
<tr>
<td>$V_{\text{max}}$ (V)</td>
<td>30.2</td>
</tr>
<tr>
<td>$I_{\text{max}}$ (A)</td>
<td>8.13</td>
</tr>
<tr>
<td>$V_{\text{oc}}$ (V)</td>
<td>37.5</td>
</tr>
<tr>
<td>$I_{\text{sc}}$ (A)</td>
<td>8.68</td>
</tr>
<tr>
<td>Efficiency of the module (%)</td>
<td>15</td>
</tr>
<tr>
<td>Cell orientation</td>
<td>60 cells</td>
</tr>
<tr>
<td>Temperature co-efficient of $P_{\text{max}}$ (%)</td>
<td>$-0.43%/{^\circ}C$</td>
</tr>
<tr>
<td>Temperature co-efficient of $V_{\text{oc}}$ (%)</td>
<td>$-0.32%/{^\circ}C$</td>
</tr>
<tr>
<td>Temperature co-efficient of $I_{\text{sc}}$ (%)</td>
<td>0.047%/{^\circ}C</td>
</tr>
</tbody>
</table>

Figure 13. Energy consumption profile against different optimization techniques with the integration of ESS.
6.4. Cost Profile

The cost against the amount of energy consumed by the household loads and the performance of each optimization technique is shown in Figure 14. According to the electricity tariff, the highest cost needs to be paid against the time slots 5 and 7. It is evident from the results that DA outperformed all the traditional techniques by shifting all the loads to other time slots except the peak cost slots. Similarly, BPSO exhibits better results in comparison with OPRA and GA and is demonstrated in Figure 14.

![Figure 14](image1.png)

**Figure 14.** Total cost incurred over the given time period using different optimization algorithms.

6.5. Scalability Factor and Computation Time

The scalability factor of the proposed schemes are evaluated in terms of:

1. Number of time slots,
2. Number of loads.

In the first case, the performance of each optimization algorithm is evaluated based on increasing the number of time slots for the load given in Table 2. By increasing the number of time slots and following the RTP pricing scheme, more scheduling opportunities are available for each algorithm. This higher degree of freedom for each optimization algorithm results in better scheduling the loads as shown in Figure 15. It is clear from Figure 15 that DA-based DSEM performed better under wide range of scheduling horizons.

![Figure 15](image2.png)

**Figure 15.** A comparison between energy consumption cost and total number of time slots against optimization algorithms (i.e., scalability w.r.t number of time slots).
In the second case, simulation is done for a fixed number of scheduling slots, i.e., 10 while the number of loads vary from 27 to 100. The total cost increases as the number of loads increases (greater the load, greater the energy consumption) and the result is shown in Figure 16.

![Figure 16. A comparison between energy consumption cost and total number of time slots against optimization algorithms (i.e., scalability w.r.t number of time loads).](image)

The results demonstrated in Figure 16 shows that the DA outperformed all the candidate solutions followed by BPSO. Thus, we summarize that our optimization schemes provide the low cost solutions irrespective of the number of scheduling time slots and loads.

Simulation is run for two different scenarios in order to calculate the computational time for each algorithm. In the first scenario, a fixed number of loads (30) with varying time slots (50 to 300) is considered and the computation time taken by each optimization technique is shown in Figure 17.

![Figure 17. A comparison between computation time and total time slots.](image)

In the second case, iteration number is fixed to 100 and number of load varies from 30 to 65. The computation time taken by each algorithm is depicted in Figure 18.
It is clear from Figure 17 that the OPRA outperformed all the candidate solution techniques and scheduled the load with minimum execution time. From Figures 17 and 18, BPSO took less computation time in comparison with DA due to its low complexity factor, i.e., $O(I \times N)$. From Figure 18, the complexity of DA increases as the number of nodes (loads) increases. The entire network has $N$ different costs, i.e., each node in different tier has a different cost. The distance to reach a node in any tier does not depend on the previous starting node. One node will be selected in one tier that finds the next and current distance from the starting node. Thus, DA takes a bit high execution time due to its highest complexity nature ($O(N + N(N - 1) + N(N - 1)(N - 2) + \ldots + N(N - 1)(N - 2)\ldots(N - N - 1))$).

6.6. PAR Discussion

The relationship between the ZSM and FSM with respect to the PAR is shown in Figure 19. Simulation is run for a fixed time slots of 24 hours with total number of loads varying from 11 to 20 each day.
The purpose of minimizing PAR is a two-way concept, i.e., for utility and end user. With utility prospects, the lifetime of the grid is increased as the demand curve always remains under the supply curve. The amount of energy produced by utility during any time slot is sufficient for the users demand thus resulting in no activation of peak power plants. On the other hand, the end user consumption is limited to a certain threshold level. This threshold level helps the users in getting the desired energy level from the utility with no load shedding and blackouts issues. With the addition of ESS, it is clear from Figure 19 that PAR is minimized as compared to the case where there is no ESS.

6.7. Overall Analysis of the Proposed Schemes

To complete the discussion, the proposed schemes are analysed based on: (i) maximizing user comfort, (ii) optimally consuming grid energy, (iii) minimizing energy cost, (iv) minimizing PAR and (v) optimally usage of ESS. In the first scenario, cost comparison is done by scheduling the load ($l_1 - l_{11}$) during high peak hours, i.e., 10:00–20:00. The results obtained from the simulation are tabulated in Table 6.

### Table 6. A comparison of the proposed algorithm with conventional algorithms in terms of performance parameters.

<table>
<thead>
<tr>
<th>Optimization Technique</th>
<th>Scheme</th>
<th>DSEM</th>
<th>ESS</th>
<th>$Cost_{\text{max}}$</th>
<th>$Cost_{\text{avg}}$</th>
<th>$Cost_{\text{total}}$</th>
<th>$Cost_{\text{red}}(%)$</th>
<th>$PAR_{\text{max}}$</th>
<th>$PAR_{\text{avg}}$</th>
<th>$PAR_{\text{total}}$</th>
<th>$PAR_{\text{red}}(%)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>- -</td>
<td>ZSM</td>
<td>×</td>
<td>×</td>
<td>64</td>
<td>23.2</td>
<td>232</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DA</td>
<td>FSM</td>
<td>√</td>
<td>×</td>
<td>26</td>
<td>12.85</td>
<td>128.5</td>
<td>44.61</td>
<td>60</td>
<td>55.24</td>
<td>386.7</td>
<td>7.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td>√</td>
<td>√</td>
<td>26</td>
<td>11.25</td>
<td>112.5</td>
<td>51.72</td>
<td>58.2</td>
<td>53.6</td>
<td>375.3</td>
<td>10.22</td>
</tr>
<tr>
<td>BPSO</td>
<td>FSM</td>
<td>√</td>
<td>×</td>
<td>26</td>
<td>15.1</td>
<td>151</td>
<td>34.91</td>
<td>61.4</td>
<td>56.4</td>
<td>394.97</td>
<td>5.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td>√</td>
<td>√</td>
<td>26</td>
<td>12.8</td>
<td>128</td>
<td>44.83</td>
<td>60</td>
<td>55.16</td>
<td>386.1</td>
<td>7.63</td>
</tr>
<tr>
<td>OPRA</td>
<td>FSM</td>
<td>√</td>
<td>×</td>
<td>35</td>
<td>15.9</td>
<td>159</td>
<td>31.47</td>
<td>62.4</td>
<td>57.09</td>
<td>399.67</td>
<td>4.39</td>
</tr>
<tr>
<td></td>
<td></td>
<td>√</td>
<td>√</td>
<td>25</td>
<td>14.15</td>
<td>141.5</td>
<td>39.01</td>
<td>61.3</td>
<td>56.22</td>
<td>393.6</td>
<td>5.84</td>
</tr>
<tr>
<td>GA</td>
<td>FSM</td>
<td>√</td>
<td>×</td>
<td>42</td>
<td>17.75</td>
<td>177.5</td>
<td>23.49</td>
<td>63</td>
<td>57.94</td>
<td>408.6</td>
<td>2.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>√</td>
<td>√</td>
<td>35</td>
<td>15.5</td>
<td>155</td>
<td>33.19</td>
<td>61.4</td>
<td>56.7</td>
<td>389.9</td>
<td>6.72</td>
</tr>
</tbody>
</table>

The results show that DA has considerably better results for all the aforementioned objectives. DA optimally managed the grid and ESS energy in comparison with ZSM and thus leads to low electricity cost and maximum user comfort level. Keeping the trend, BPSO meets the DA in some case (FSM with DSEM) while OPRA and GA provide different patterns each time. It is evident from Table 6 that DSEM model based on DA has efficiently scheduled the load and reduced the end user electricity cost by 44.61% and 51.72% in the presence of only DSEM architecture and DSEM along with ESS, respectively. The cost reduction between the DA and the next best optimization technique, i.e., BPSO, is 9.7% and 6.89% in case of only DSEM architecture and DSEM along with ESS, respectively.

In the second scenario, simulation is run for 24 h, 7 days per week to analyse the PAR response and results obtained are tabulated in Table 6. It is evident from the Table 6 that DA efficiently reduced the PAR by a factor of 7.49% and 10.22% in case of DSEM and DSEM with ESS, respectively. The overall trade-off among all optimization schemes are given in Table 6. Thus, we summarize that our proposed DSEM based on DA provides low cost and PAR solutions independent of the number of scheduling time slots and loads.

7. Conclusions and Future Work

A novel DSEM model and EMC based on DA were proposed and implemented for the optimal energy management of residential user in this paper. The novel aspect of this work is the optimal selection of PV arrays and ESS, based on which the optimal load scheduling algorithms have been designed. Prior to this, we categorized the load into base, schedulable, semi-schedulable and critical according to user preferences and assigned predefined priorities in order to provide operation flexibility. Then, these loads were mathematically modelled in such a way that optimization algorithm can have
better control. EMC is supported by optimum PV module selection and use scheme that efficiently shifts the high cost load from grid to an on-site PV and ESS. The cost reduction objective is achieved through optimal use of grid, PV and ESS sources, where PV units and ESS act as a “primary source” of energy during peak hours. The intuition behind our model is to address the optimal management of base, semi-schedulable, schedulable, and critical energy demands, time varying price signal, optimal selection and integration of PV modules, energy harvesting from PV modules and use of stored energy to maximize comfort level and minimize the end user electricity cost and PAR. Simulation results show that EMC based on DA achieved the maximum comfort level and also optimally scheduled the load, minimized the electricity cost and PAR in comparison with BPSO, OPRA and GA. An evaluation of the proposed algorithm in comparison with other algorithms is done based on an increased number of time slots and household loads and the presented results validates that the proposed algorithm leads to better solution. In addition, incorporating PV-based energy generation and storage system in the HEM architecture leads to better synergy between electricity consumption and PV production. The result is that the end user electricity cost is reduced by 52% and grid stability is increased by minimizing the PAR to 10.22% in comparison with ZSM. In future, we will update this model with other modules such as: (i) integration of windmill energy generation system, (ii) an energy exchange model among several micro smart grids, (iii) cloud-based infrastructure to connect micro smart grids, (iv) join the grid using Blockchain technology, (v) efficient storage system and (vi) facilitating electrical vehicles.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SG</td>
<td>Smart grid</td>
</tr>
<tr>
<td>PV</td>
<td>Photovoltaic</td>
</tr>
<tr>
<td>LSM</td>
<td>Least square method</td>
</tr>
<tr>
<td>GA</td>
<td>Genetic algorithm</td>
</tr>
<tr>
<td>OPRA</td>
<td>Optimal pattern recognition algorithm</td>
</tr>
<tr>
<td>ICT</td>
<td>Information and communication technology</td>
</tr>
<tr>
<td>EMS</td>
<td>Energy management system</td>
</tr>
<tr>
<td>LP</td>
<td>Linear programming</td>
</tr>
<tr>
<td>HEM</td>
<td>Home energy management</td>
</tr>
<tr>
<td>EMC</td>
<td>Energy management controller</td>
</tr>
<tr>
<td>RTP</td>
<td>Real time pricing</td>
</tr>
<tr>
<td>CO₂</td>
<td>Carbon-dioxide</td>
</tr>
<tr>
<td>ESS</td>
<td>Energy storage system</td>
</tr>
<tr>
<td>DA</td>
<td>Dijkstra algorithm</td>
</tr>
<tr>
<td>BPSO</td>
<td>Binary particle swarm optimization</td>
</tr>
<tr>
<td>PAR</td>
<td>Peak to average ratio</td>
</tr>
<tr>
<td>DR</td>
<td>Demand response</td>
</tr>
<tr>
<td>MILP</td>
<td>Mixed integer linear programming</td>
</tr>
<tr>
<td>ACO</td>
<td>Ant colony optimization</td>
</tr>
<tr>
<td>DSEM</td>
<td>Demand side energy management model</td>
</tr>
<tr>
<td>WNC</td>
<td>Wireless network card</td>
</tr>
<tr>
<td>PPP</td>
<td>Peak power plant</td>
</tr>
</tbody>
</table>
### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{a,t}$</td>
<td>Power consumption of load $a$ at time $t$</td>
</tr>
<tr>
<td>$\sigma_{a}(t)$</td>
<td>Status of load $a$ during time $t$</td>
</tr>
<tr>
<td>$\beta_{a}$</td>
<td>Load $a$ finish time</td>
</tr>
<tr>
<td>$\gamma_{a}$</td>
<td>Operation Start Time of load $a$</td>
</tr>
<tr>
<td>$\delta_{a}$</td>
<td>Operation time of load $a$</td>
</tr>
<tr>
<td>$P_{\max}$</td>
<td>Maximum power consumption of load $a$</td>
</tr>
<tr>
<td>$\kappa_{avg}$</td>
<td>PV module average output power</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of PV modules</td>
</tr>
<tr>
<td>$\xi_{i,t}$</td>
<td>Probability of irradiance at time $t$</td>
</tr>
<tr>
<td>$b$</td>
<td>Voltage-temperature coefficient (V/$^\circ$C)</td>
</tr>
<tr>
<td>$l_{a}$</td>
<td>LOT of load $a$</td>
</tr>
<tr>
<td>$a_{a}$</td>
<td>Load $a$ starting time</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Load delay</td>
</tr>
<tr>
<td>$\delta_{a}$</td>
<td>Operation Finish Time of load $a$</td>
</tr>
<tr>
<td>$\psi_{t}$</td>
<td>Electricity price during time slot $t$</td>
</tr>
<tr>
<td>$P_{\min}$</td>
<td>Minimum power consumption of load $a$</td>
</tr>
<tr>
<td>$P_{grid\max}$</td>
<td>Maximum power imported from grid</td>
</tr>
<tr>
<td>$P_{i,t}$</td>
<td>Power produced at irradiance $i$ and time $t$</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of particles</td>
</tr>
<tr>
<td>$I_{sc}$</td>
<td>Module short circuit current (A)</td>
</tr>
<tr>
<td>$S$</td>
<td>Total Tilt isolation</td>
</tr>
<tr>
<td>$R_{s}$</td>
<td>Module series resistance ($\Omega$)</td>
</tr>
<tr>
<td>$T_{r}$</td>
<td>Reference temperature ($^\circ$C)</td>
</tr>
<tr>
<td>$I$</td>
<td>Maximum current (A)</td>
</tr>
<tr>
<td>$V$</td>
<td>Voltage of module (V)</td>
</tr>
<tr>
<td>$V_{oc}$</td>
<td>Open circuit voltage of module (V)</td>
</tr>
<tr>
<td>$P_{c,s,t}$</td>
<td>Maximum charge of the battery (W)</td>
</tr>
<tr>
<td>$P_{d,s,t}$</td>
<td>Minimum charge of the battery (W)</td>
</tr>
<tr>
<td>$P_{d,s,t}$</td>
<td>Maximum discharge of the battery (W)</td>
</tr>
<tr>
<td>$L_{s}$</td>
<td>Storage capacity</td>
</tr>
<tr>
<td>$\eta_{s}$</td>
<td>Efficiency of the battery $s$</td>
</tr>
<tr>
<td>$j_{pc}$</td>
<td>Required PV modules for demand $D$</td>
</tr>
<tr>
<td>$\phi_{g}$</td>
<td>Efficiency of grid system</td>
</tr>
<tr>
<td>$P_{g}$</td>
<td>Power imported from grid (W)</td>
</tr>
<tr>
<td>$\delta_{a,t}$</td>
<td>Operation time of load $a$ during time $t$</td>
</tr>
<tr>
<td>$B$</td>
<td>Fair billing</td>
</tr>
<tr>
<td>$g_{i,t}$</td>
<td>Velocity of particle $i$ during time $t$</td>
</tr>
<tr>
<td>$\lambda_{i}$</td>
<td>Position of particle $i$</td>
</tr>
<tr>
<td>$S_{r}$</td>
<td>Reference Tilt isolation</td>
</tr>
<tr>
<td>$T_{A}$</td>
<td>Ambient temperature ($^\circ$C)</td>
</tr>
<tr>
<td>$\delta T$</td>
<td>Change in Cell temperature ($^\circ$C)</td>
</tr>
<tr>
<td>$V$</td>
<td>Voltage of module (V)</td>
</tr>
<tr>
<td>$V_{oc}$</td>
<td>Open circuit voltage of module (V)</td>
</tr>
<tr>
<td>$P_{c,s,t}$</td>
<td>Maximum charge of the battery (W)</td>
</tr>
<tr>
<td>$P_{d,s,t}$</td>
<td>Discharge of the battery (W)</td>
</tr>
<tr>
<td>$P_{d,s,t}$</td>
<td>Minimum discharge of the battery (W)</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of storage batteries</td>
</tr>
<tr>
<td>$l$</td>
<td>Pre-defined storage quantity (W)</td>
</tr>
<tr>
<td>$\phi_{pc}$</td>
<td>Efficiency of PV modules</td>
</tr>
<tr>
<td>$P_{o}$</td>
<td>Power imported from single PV module (W)</td>
</tr>
<tr>
<td>$z$</td>
<td>Ratio that defines the PV and grid</td>
</tr>
<tr>
<td>$a$</td>
<td>Current-temperature coefficient (A/$^\circ$C)</td>
</tr>
<tr>
<td>$E_{cost,t}$</td>
<td>Cost due to losses during time $t$</td>
</tr>
<tr>
<td>$w$</td>
<td>Weight assigned to a particle</td>
</tr>
<tr>
<td>$P_{D,t}$</td>
<td>Total power demand over given time $t$ (W)</td>
</tr>
</tbody>
</table>
References


51. Stoppato, A.; Cavazzini, G.; Ardizzon, G.; Rossetti, A. A PSO (particle swarm optimization)-based model for the optimal management of a small PV (Photovoltaic)-pump hydro energy storage in a rural dry area. *Energy* 2014, 76, 168–174. [CrossRef]


60. Yang, J.S.; Choi, J.Y.; An, G.H.; Choi, Y.J.; Kim, M.H.; Won, D.J. Optimal scheduling and real-time state-of-charge management of energy storage system for frequency regulation. *Energies* 2016, 9, 1010. [CrossRef]


© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).