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Abstract: Many applications have relied on the hedonic pricing model (HPM) to measure the willingness-to-pay (WTP) for urban externalities and natural disasters. The classic HPM regresses housing price on a complete list of attributes/characteristics that include spatial or environmental amenities (or disamenities), such as floods, to retrieve the gradients of the market (marginal) WTP for such externalities. The aim of this paper is to propose an innovative methodological framework that extends the causal relations based on a spatial matching difference-in-differences (SM-DID) estimator, and which attempts to calculate the difference between sale price for similar goods within “treated” and “control” groups. To demonstrate the potential of the proposed spatial matching method, the researchers present an empirical investigation based on the case of a flood event recorded in the city of Laval (Québec, Canada) in 1998, using information on transactions occurring between 1995 and 2001. The research results show that the impact of flooding brings a negative premium on the housing price of about 20,000$ Canadian (CAN).
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1. Introduction

City life involves a complex array of attractive (i.e., positive) and unattractive (i.e., negative) features, which urban economists call externalities and that are described as being unpriced and non-market amenities because there exists no official market for such effects. Externalities can be related to urban or non-urban or environmental components. Examples of urban externalities include noise, traffic congestion, pollution and crime. Examples of non-urban externalities include those related to natural disasters such as floods, fire, earthquakes and erosion. Yet, measuring the economic impact of such externalities still poses a challenge to scholars worldwide ([1]).

Since its development by Rosen in 1974 ([2]), many applications have relied on hedonics, which is an approach based on revealed preferences, to measure the willingness-to-pay (WTP) of the market to avoid negative externalities or to benefit from positive externalities. Hedonic pricing models (HPM) have been widely applied to the real-estate market to measure and estimate the value of urban as well as non-urban/environmental amenities and externalities. Many of these externalities are usually qualified as “exogenous shocks”, at least from an individual economic agent’s perspective. Although such hedonic applications are considered fairly straightforward, many challenges still remain to adequately measure or rather estimate the effect of urban externalities, or environmental amenities, on values of real-estate property.

One of these challenges is to make sure that the omission variable bias is adequately controlled for in the regression analysis (i.e., the exhaustive list of a complex good’s...
characteristics is observed and included in the statistical model). The presence of latent information can introduce bias in the estimated WTP if it happens to be correlated with the externalities of interest. This could consequently invalidate the conclusions drawn from the statistical analysis. Another challenge to applying HPMs to measure externalities is to make sure that the WTP adequately represents a causal relation, i.e., that the externality is causing the price, and not the opposite. Major roads and their impact on housing price is a good example of reverse causality: major roads cause negative externalities, which influence housing price. However, roads are also built and located within axes where house prices are lower. Thus, isolating the causal relation (dealing with endogeneity) is also a challenge that researchers face while using HPM and that could lead to an invalidation of results.

An interesting approach to correctly isolate the impact of environmental amenities on the housing price would be to use information on changes (or shock) that occur over time. In such a case, the difference-in-differences (DID) estimator ([3–5]), including its extension to the spatial ([6,7]) and the spatiotemporal case ([8]), presents an adapted methodological framework that can be used to isolate causal relations from a statistical framework. The DID estimator is one of many possible approaches to investigate causal relations ([9]). However, the precision of the estimation obtained using the DID approach also depends on some major assumptions ([10]).

The aim of this paper is to propose a new methodological framework that uses a spatial matching estimator that is based on the DID approach. The resulting methodological proposition, a spatial matching difference-in-differences (SM-DID) estimator, is advantageous in many aspects. Firstly, it explicitly exposes a clear link between the matching approach and that adopted in professional practice which is usually based on the comparable sales approach (CSA). This makes the proposed approach quite intuitive ([11]). Secondly, the proposed approach greatly simplifies the statistical procedure used for estimating the effect of a local change that occurs in a quasi-natural (or natural) experiment and adequately deals with the potential problems related to the existence of a sub-market. Thirdly, the presented approach can deal with a relatively small number of transactions (observations) which is advantageous and a promising avenue for further investigation, especially when studying the impact of externalities in non-urban and rural areas. To demonstrate the potential of the proposed spatial matching DID estimator (SM-DID), an empirical investigation that is based on the case of a 1998 flood event recorded in the city of Laval (Québec, Canada) and on information on house sale transactions occurring in a given neighborhood between the years 1995 and 2001 is presented. The results suggest that the methodology is promising and estimate the impact of flooding on single-family houses to be a negative premium of about 20,000$ CAN.

The paper is divided into eight sections. The Section 2 is a brief introduction on flood literature. The Section 3 presents a brief overview of the use of the hedonic pricing model HPM and its descendent, the DID estimator, for measuring the effect of urban externalities, showing its clear link with the comparable sales approach which is a popular method among real estate professionals. This section formally demonstrates how the proposed ‘matching’ estimator/methodological framework can be used to isolate the impact of a given extrinsic amenity. The Section 4 is a thorough explanation of how to identify the “comparable(s)” in “treatment” and “control” groups. The Section 5 presents the data used to implement the methodological framework on the case of flood to investigate its expected effect on the price of single-family housing. The Section 6 presents the results followed by a formal discussion of their implications.

2. Materials and Methods

The flood literature has been quite dominant in the past few years. Floods have been constantly and repeatedly hitting, especially in recent years, as a result of climate change. Floods are the costliest natural disasters in Canada ([12]) with an average loss of 1–2 billion
dollars per year ([13]). As a result, it is expected that floods might have an influence on real estate prices.

However, the investigation of the effect of floods (as an environmental disamenity) on real estate property prices is far from being a straightforward pursuit. Franco and Macdonald ([14]) state that there has been a volume of work on floods with a number of studies concentrating on the effect of flood risk, while others on the occurrence of floods or flash floods and their impact on the real estate market. Existing studies on the effect of natural hazards on residential prices show that the market responds to such an environmental disamenity by a decrease in the property price that is located in flood zones ([15–19]).

The vast heterogeneity of results suggests a relationship between floods and housing price that has its own specificity. Floods are phenomena of nature that happen when lakes, streams and rivers overflow their natural banks. As a natural disaster, a flood is defined by the damage it causes to people or property ([20,21]). However, flood areas are considered attractive and a pulling force for human settlement because of human convenience for plenty of various reasons that include the attractive view, transportation, water supply and the rich agricultural soil ([22]). In Canada, as in other places of the world, flood maps are created to demark areas prone to being flooded in the case of water mounting to a certain elevation. As such, flood maps demarking floodplains provide stakeholders with essential data to make the decisions needed in case of the management of flood risk or in issues regarding urban planning or asset management ([23] Squareoneinsurance.com, 2020). In general, floodplain designation is an identification of areas that are to be flooded with a sort of annual frequency, for example, once in a span of 20 or 100 years. As such, a floodplain is a demarcation where there is a probability that a flood event occurs in a certain land unit ([24]).

Surveying the literature, Beltrán et al. ([25]) state that the price discount ranges between $75.5\%$ and $+61\%$ of a price premium. This dramatic difference could be explained by numerous reasons. One plausible reason might be that many studies fail to distinguish between properties that are located inside flood zones and those that were ‘actually’ flooded, which results in a huge problem in the interpretation of results ([26]). Another reason might be that floods are localized events. A global and more convincing reason might be that the methodologies currently used in the investigation of the price of environmental externalities are still in need of correction. So far, most studies compare the sale price for properties located inside a flooding zone, which is usually defined as being located inside versus outside a 100- or a 500-year flood zone ([27–32]).

The methodology presented in this research aims to fill the gap in the literature by providing an innovative framework that incorporates the recent literature while taking into consideration the spatiotemporal reality of the price determination process ([8]), where counterfactuals are identified by calculating the smallest distances, over space and characteristics.

### 2.1. Measuring Urban Externalities: The Hedonic Pricing Model (HPM)

The hedonic pricing theory was formally defined by Rosen ([2]). However, even long before his pioneering work, many empirical applications adopted a similar framework, which simply consists of expressing, through a statistical model, the sale price of a complex good i sold at time $t$. $y_t$ is a function of the individual (intrinsic and extrinsic) amenities that form a bundle that describes a real estate good (Equation (1)).

\[
 y = \alpha + X\beta + \epsilon 
\]  

The sale prices are stacked in a vector $y$ of dimension ($N_T \times 1$), that is usually expressed in a logarithmic transformation; the list of independent variables is stacked in a matrix $X$ of dimension ($N_T \times K$), $\iota$ is a vector of one, and $\epsilon$ is a vector of errors; both are of dimension ($N_T \times 1$), where $N_T$ is the total sample size ($N_T = \sum N_t$). The vector of parameters $\beta$, of dimension ($K \times 1$), captures the implicit price of each amenity, including
the intrinsic as well as the extrinsic amenities, while $\alpha$ is a scalar, constant term parameter. As such, the estimation of the price equation is considered to be quite straightforward and allows one to obtain the implicit price related to extrinsic amenities ([33]).

The temporal dimension of the transaction information can actually be exploited to adequately control for endogeneity and causality issues. In such a case, a difference-in-differences (DID) estimator ([4,5]) is used to isolate the impact of a change in a given amenity within two periods (before and after an exogenous change—$D_\tau = \{0,1\}$) in a specific location (within treatment and control areas—$D_s = \{0,1\}$). The DID estimator adequately makes it possible to isolate the contribution of one specific amenity after a given, assumed exogenous change or shock occurring in the urban space or landscape. By introducing these two additional variables, one obtains the HPM-DID specification (Equation (2)).

$$y = \alpha t + X\beta + D_s\delta_s + D_\tau\delta_\tau + (D_s \circ D_\tau)\gamma + \varepsilon$$  (2)

where $\delta_s$ is a matrix of coefficients isolating the impact of being inside the spatial delimitation where the change occurs, $\delta_\tau$ is a matrix identifying the impact related to any temporal modification in the price determination process, and $\gamma$ is a matrix of coefficients measuring the impact of the change occurring in a spatially delimited zone (treatment) that is identified after the investigated change occurred. The symbol $\circ$ indicates a term-by-term multiplication of the elements of both matrices ($d_{ij} \times d_{ij\tau}$). The validity of the estimation and the vector of parameters of interest $\gamma$ both depend on the assumption that there exists a common trend (before the treatment) between both groups (treatment and control).

### 2.2. Creating a DID Estimator Using the Comparable Sales Approach (CSA)

Another way to implement the DID estimator is to use the comparable sales approach (CSA) ([11,34–36]). While the classic hedonic pricing model (HPM) and the DID specification present the standard theoretical framework that is most commonly used to measure the implicit price or willingness-to-pay WTP for urban externalities ([37]), its main weakness remains in the fact that it is data-intensive. The quality and accuracy of the hedonic estimation remain tied to the researcher’s ability to acquire as much information as possible on the list of (extrinsic and intrinsic) amenities of the goods being investigated. This statistical trap can easily be avoided by using a first difference approach which is an extension of the repeated sales approach ([6]) and which builds on the hedonic model yet departs from it, under the assumption that the spatial amenities are fixed over time. This statistical assumption greatly simplifies the statistical analysis.

Instead of starting from the usual HPM-DID estimator (Equation (2)), the framework presented here is built on the comparable sales approach (or CSA). The CSA is an intuitive approach, where inference is made on the final sale price of a real estate property based on information provided on both, actual and past sale price, for comparable properties (as well as information on the property transacted—[36]). In this perspective, it is important to note that while the CSA and the HPM are intrinsically linked, they are highly divergent in implementation ([38–41]). Yousfi et al. ([11]) shows that both approaches, applied to a mass appraisal perspective, return similar prediction results. The main difference is in how the researchers implement the prediction model, which is done either: (i) by integrating the amenities of the transactions in a sale price equation (HPM), or (ii) by finding houses that have similar characteristics (to identify similar “goods”) and use information on previous transaction prices to predict the actual sale price (CSA). While French and Gabrielli ([42]) criticize the CSA approach saying that the choice of comparable(s) is often subjective, it is worth noting that the specification of the price equation involves important assumptions that are also subjective in HPM.

The CSA method consists essentially of taking advantage of the temporal order of the transactions. House $i$ to be sold at time $t$ and its price is to be predicted using previous transactions of house $j$ sold at an earlier time $(t - 1)$. By adding the HPM from transaction $j$
on the right-hand side of the HPM for transaction $i$, which is simply equivalent to adding zero to the equation, one gets the basic structure of the CSA approach (Equation (3)).

$$y_{it} = \alpha t + X_{it}\beta + D_{is}\delta_s + D_{it}\delta_{\tau} + (D_{is} \circ D_{\tau}) \gamma + \epsilon_{it} + \left[y_{it-1} - (\alpha t + X_{it-1}\beta + D_{is-1}\delta_s + D_{it-1}\delta_{\tau} + (D_{is-1} \circ D_{\tau}) \gamma + \epsilon_{it-1})\right]$$

(3)

The expression can be further simplified (Equation (4)):

$$y_{it} - y_{jt-r} = (X_{it} - X_{jt-r})\beta + (D_{si} - D_{sj})\delta_s + (D_{it} - D_{jt})\delta_{\tau} + [(D_{is} \circ D_{\tau}) - (D_{js} \circ D_{\tau})] \gamma + (\epsilon_{it} - \epsilon_{jt-r}).$$

(4)

Finding houses $i$ and $j$ that have the same (or at least highly similar) characteristics ($X_{it} = X_{jt-1}$) greatly simplifies the equation to obtain the final expression of the predicted sale price that is related to the sale price of an identified previous transaction (of house $j$), as well as to the “change” occurring in their spatiotemporal context (Equation (5)).

$$y_{it} - y_{jt-r} = (D_{si} - D_{sj})\delta_s + (D_{it} - D_{jt})\delta_{\tau} + [(D_{is} \circ D_{\tau}) - (D_{js} \circ D_{\tau})] \gamma + \epsilon_{it}$$

(5)

Thus, by varying the definition of the time period, $t$ and $t-1$, to include transactions that occur before ($D_{\tau} = 0$) and after ($D_{\tau} = 1$) a given event (at $t = t^*$), one can obtain the difference between the sale price before (Equation (6)) and after (Equation (7)) the exogenous change.

$$y_{i(D_{\tau}=1)} - y_{j(D_{\tau}=1)} = (D_{si} - D_{sj})\delta_s + (D_{it} - D_{jt})\delta_{\tau} + [(D_{is} \circ D_{\tau}) - (D_{js} \circ D_{\tau})] \gamma$$

(6)

$$y_{i(D_{\tau}=0)} - y_{j(D_{\tau}=0)} = (D_{si} - D_{sj})\delta_s + (D_{it} - D_{jt})\delta_{\tau}$$

(7)

Since both pairs of transactions occur before and after the exogenous event, it is easy to show that $D_{\tau} = D_{\tau^*}$, which simplifies both equations.

Subtracting Equation (7) from Equation (6) leads to the final equation that expresses the difference in the differences (DID) between “similar” houses before and after a given change (Equation (8)).

$$y_{i(D_{\tau}=1)} - y_{j(D_{\tau}=1)} - (y_{i(D_{\tau}=0)} - y_{j(D_{\tau}=0)}) = (D_{si} - D_{sj})\delta_s + (D_{it} - D_{jt})\delta_{\tau} \gamma$$

(8)

The spatial constant term ($D_{si} - D_{sj})\delta_s$ in Equations (6) and (7) is canceled out because both transactions are spatially close, having similar spatial characteristics.

Thus, the final expression (shown in Equation (8)) denotes the impact of a given change in extrinsic amenities on housing prices in relation to the status and the moment of the transactions. By identifying “comparable” transactions (that have the same characteristics) within a relatively small radius (for both houses) we ensure that the spatial amenities and characteristics are similar.

This approach reduces the bias problem related to the omitted variables to returns the net impact of an exogenous change. The use of the matching approach based on the CSA within a difference in the differences (DID) estimator context returns a final simple framework that makes it possible to isolate the impact of a given change in the direct vicinity before and after a given event (Figure 1). This framework enables researchers to evade many weaknesses that are associated with the empirical applications of the standard hedonic pricing model in the context of highly heterogeneous spatial structures. The proposed framework also makes it possible to conduct an adequate analysis that takes advantage of the chronological order of transactions occurring over space and pooled in time. These advantages seem fairly valuable, when evaluating the proposed framework, and explain why it presents an interesting alternative to existing methodologies that try to identify and measure the impact of urban or environmental externalities (e.g., localized natural disasters). The research’s proposed methodology allows researchers to compare sale price gaps before and after an event, for houses located in treatment and control zones, while also adequately controlling for the local spatial context.
3. Identifying Counterfactuals

Finding appropriate “comparable(s)” allows researchers to greatly simplify the computation, as well as simplify the way of isolating the contribution of one specific component/amenity/externality to the price determination process. This approach aims to find/identify appropriate “counterfactuals”, i.e., comparable(s) that enable one to isolate the impact related to one specific variable (or amenity). Having a number of transactions and observations, that are similar except for the amenity of interest (which ensures that the omission bias is minimized, while not totally under control), and that are located within the same local sub-market, makes it easy to measure the implicit price of urban or environmental externalities (e.g., as in the case presented here in this paper, which is an investigation of the effect of flood as a natural disaster on residential property prices). In this context, limiting the search of “comparable(s)” to a spatial delimitation where most of the extrinsic (or spatial) externalities shared by transactions are almost similar explicitly minimizes the omission variable bias. All these advantages help ensure that most of the latent structure of the price determination process is adequately controlled for.

3. Identifying Counterfactuals

Of course, this approach is not without challenges. The major challenge when applying the proposed methodology resides in how to define the “comparable(s)”’. One way to define “comparable(s)” is to find adequate neighbors that have similar characteristics, while being differently exposed to a given event (according to which they are classified/defined as treatment vs. control groups). The “matching” principle was first developed by Rubin ([43]) and then by Rosenbaum and Rubin ([44]) and has been extended ever since. Yet, the most commonly used method to define neighbors easily remains to be that of the propensity score matching technique, p(X). This score is calculated by regressing the probability that a given unit i faces an exogenous event (the “treated” status) and is represented by (Ds = {0,1}), given its own characteristics (stocked in a vector X) (Equation (9)).

\[
\text{Prob} (D_s = 1) = f(X_{it} \theta)
\]

(9)

where \( \theta \) is the vector of coefficients associated with the matrix of characteristics of all goods \( X_{it} \) while \( f(.) \) is a general function. Usually, this approach is based on a logit model. As such, it is assumed that the \( f(.) \) takes the following form (Equation (10)):

\[
f(X_{it} \theta) = \exp(X_{it} \theta) /[1 + \exp(X_{it} \theta)]
\]

(10)
After constructing an adequate logistic model, i.e., rejecting the null hypothesis that all coefficients are equal to 0 (LR-test), and making sure that the performance of the prediction, based on the Hosmer and Lemeshow ([45]) test, is satisfied, one can then calculate the propensity score using the estimated coefficients and the real values of the available characteristics (Equation (11)):

\[
p(X_{it}) = \frac{\exp(X_{it}\theta)}{1 + \exp(X_{it}\theta)}.
\] (11)

The common support assumption also needs to be validated to make sure that the neighbors are close enough to be considered comparable. This assumption can be easily tested by a simple visual representation of the distribution of the propensity score depending on the status of the observations \((D_\tau = \{0,1\})\).

Calculating the propensity score, \(p(X_{it})\), makes it possible to find and identify neighbors, or counterfactuals, for each observation depending on their status. The neighbor is defined by the difference, \(d(i)\), between the propensity score for an observation \(i\) and that of observation \(j\) and necessitating a variation of the goods’ status (as being either treatment or control) (Equation (12)).

\[
d(i) = \min \| p(X_{it} | D_{si}) - p(X_{jt} | D_{sj}) \| \leq c
\] (12)

The smallest distance between observations having different status \((d_{si} \neq d_{sj})\) identifies the nearest neighbors and helps to calculate the “counterfactual” for both status (Average Treatment Effect-ATE) or for the treated cases (Average Treatment on Treated-ATT). The difference between the observations can be limited to a certain threshold value, \(c\), to ensure a better comparison. After having identified the distance between the observations that are of different status, it is possible to calculate the effect of the treatment (being subjected or not to a given extrinsic amenity).

A robustness check can be conducted by varying the number of “nearest neighbors” used to infer the value of the counterfactual. Usually, it is suggested to take more than one neighbor, but also to restrict the total number of “comparable(s)” to reduce the variance of the estimations ([34]). It is also recommended to limit the number of neighbors to reduce the bias related to potentially too long “distances” between the observations and their counterfactuals. There exists a certain trade-off that operates between: (i) the choice of the number of neighbors; and (ii) the choice of the critical cut-off criteria, \(c\), also called the “caliper”.

The significance of the impact (or the difference between the outcome of interest) can be calculated using a standard t-test, based on the assumption that the difference is null \((H_0: (y_i(D_\tau = 0) - y_j(D_\tau = 0)) = 0;\) and \(H_0: (y_b(D_\tau = 1) - y_g(D_\tau = 1) = 0)\) and with the alternative that the differences are different from 0. Another approach, which happens to be more robust, consists of making a falsification test based on a random permutation of the status ([46,47]). This approach allows one to estimate and construct a distribution of the “potential” impact based on the assumption that the treatment is randomly assigned. Repeating this exercise several times returns a distribution of the “random impact”, which should be centered around 0. After calculating and charting the distribution of the fictive effect, it is possible to compare it with the rank of the value obtained from the real differences (based on real and actual status) to obtain a pseudo-significance ([48]). This approach appears to be more robust than that of traditional statistics since it is based on a non-parametric method. These simulation and pseudo-significance approaches are well used in spatial analysis, since the exact distribution of the statistics is hard to establish ([49]).

4. Data

The methodological framework is applied to a flood event that occurred at the beginning of April 1998 in the city of Laval. Laval is an island which lies in the southwest of the province of Quebec (Canada) and is located to the north of the island of Montréal.
It represents the largest of the Montreal suburbs. According to Statistics Canada Census of 2016, the city of Laval has a land area of 247.23 square kilometers and a population of 422,993. The island is separated from the surrounding territory by two rivers: the river Des Milles îles to the north, and the river Des Prairies to the south. The latter separates Laval island from the city of Montréal (Figure 2). Because of its specific geography, the island of Laval has been victim of flood events over time, but has been severely hit more recently, with major events occurring in the spring of 2017 and 2019.

Figure 2. Location of Flooded Transactions.

The flood of 1998 was not strictly local. It evicted 3757 people from their houses in Quebec and Eastern Ontario according to the Montreal Gazette. Newspapers reported that at the time of the event, between 500 and 550 houses were affected by flooding in the city of Laval. This flood was qualified as a major event by the Public Security Agency (Ministère de la Sécurité Publique-MSP) and thus is considered to be one of the most important flood events to occur at that time.

Information on the precise location of the 1998 flood event is hard to obtain. While flood events are documented by the MSP, with information on the location and time of the event, the exact spatial delimitation of the flooded area is not precise. Available data provide information on the flooding zone, as defined by the local authority (Municipalité Régionale de Compté–or MRC). The zones are often imprecise and result in obtaining a delimitation of potentially flooded zones that are defined by the 0–20 year and 0–100 year probability. Thus, it is not because a house is located in this zone that it was necessarily flooded. A flooding zone only shows where floods are more likely to occur. Trying to isolate the impact based on this information can be misleading ([50]).

For the former reason, the authors use a proxy of the affected houses that is based on the precise delimitation of the houses that were ‘actually’ hit by more recent floods occurring during the spring of 2019. This new information, with good spatial coverage, is used as a proxy for where the flood of 1998 occurred. This proxy is based on satellite images localizing the floods and because the ground level is usually constant over short time periods, it is assumed that this information enables us to identify houses that are more
likely to have faced flood events over time. This is assumed since natural disasters usually occur in the same place over time.

The empirical investigation is undertaken using single-family house transaction data for the city of Laval that occurred between 1995 and 2001 (i.e., three years before and after the flood). The total number of private dwellings in Laval is 165,686. The transaction data were purchased from the Greater Montreal Real Estate Board (GMREB). The original dataset consists of residential property transactions of single-family housing of a total number of 3469 observations located in the island of Laval in two districts: Fabreville and Sainte-Rose. Each observation represents information on the transaction price as well as the address which thus makes it possible to geocode property to its exact location (and coordinates) using GIS. Information on transactions includes a total of 15 descriptors for extrinsic and intrinsic amenities. Information on the characteristics of the neighborhood has been added to the database using census track for 1996 and 2001, resulting in 22 independent variables available for the analysis (Table 1).

Table 1. List of Variables Available for the Analysis.

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Source</th>
<th>Mean</th>
<th>s.d.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (in years)</td>
<td>GMREB</td>
<td>19.833</td>
<td>16.840</td>
</tr>
<tr>
<td>Lot size (in m²)</td>
<td>GMREB</td>
<td>5430.186</td>
<td>2495.990</td>
</tr>
<tr>
<td>Garage (Yes/No)</td>
<td>GMREB</td>
<td>0.369</td>
<td>0.484</td>
</tr>
<tr>
<td>Basement (Yes/No)</td>
<td>GMREB</td>
<td>0.353</td>
<td>0.479</td>
</tr>
<tr>
<td>Excavated pool (Yes/No)</td>
<td>GMREB</td>
<td>0.052</td>
<td>0.222</td>
</tr>
<tr>
<td>Bungalow (Yes/No)</td>
<td>GMREB</td>
<td>0.556</td>
<td>0.498</td>
</tr>
<tr>
<td>Multi-storey House (Yes/No)</td>
<td>GMREB</td>
<td>0.067</td>
<td>0.251</td>
</tr>
<tr>
<td>Cottage (Yes/No)</td>
<td>GMREB</td>
<td>0.377</td>
<td>0.486</td>
</tr>
<tr>
<td>Semi-detached house (Yes/No)</td>
<td>GMREB</td>
<td>0.171</td>
<td>0.377</td>
</tr>
<tr>
<td>Being inside 0–20 years flooding zone (Yes/No)</td>
<td>Données Quebec</td>
<td>0.175</td>
<td>0.380</td>
</tr>
<tr>
<td>X coordinates (in meters-NAD83)</td>
<td>GMREB</td>
<td>277,713</td>
<td>783.344</td>
</tr>
<tr>
<td>Y coordinates (in meters-NAD83)</td>
<td>GMREB</td>
<td>5,047,705</td>
<td>671.178</td>
</tr>
</tbody>
</table>

Note: GMREB → Greater Montreal Real Estate Board; NT = 252 observations; s.d. → Standard deviation.

Limiting the analysis to the neighborhood affected by the flood which is Fabreville, and identifying transactions occurring inside the potential flood zone (indicated by black points), with information on those that have more likely faced floods (indicated by red points), the total number of transactions for the analysis is 252 (Figure 2). Out of this number, 202 transactions lie inside the flooding zone (at risk) but did not face flood, 52 transactions are located inside the flooded zone, while 31 transactions occurred after the flood, i.e., after April 1998 (Table 2).

Table 2. Transactions According to Their Status.

<table>
<thead>
<tr>
<th>Flood Event</th>
<th>Treatment Before (Dτ = 0)</th>
<th>After (Dτ = 1)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outside the zone (Dτ = 0)</td>
<td>67</td>
<td>135</td>
<td>202</td>
</tr>
<tr>
<td>Inside the zone (Dτ = 1)</td>
<td>19</td>
<td>31</td>
<td>50</td>
</tr>
<tr>
<td>Total</td>
<td>86</td>
<td>166</td>
<td>252</td>
</tr>
</tbody>
</table>

Without imposing any control for the amenities of the houses, prices appear to be statistically equal for houses that were likely hit by the flood (before and after the flood; p = 0.6817), while those potentially not hit have seen a significant rise in property value (p = 0.0112-Table 3). This quick comparison suggests that there could be a negative premium related to living inside the flood zone. However, the difference can be related to something else. Thus, there is a need to control for the structure of the houses to ensure
that the difference is really related to the flood. This is what was further investigated in the analysis.

Table 3. Descriptive Statistics for Houses Inside and Outside (D_s) the Flood Zone, Before and After (D_t) the Treatment.

<table>
<thead>
<tr>
<th>Main Statistics</th>
<th>Final Sale Price (in $)</th>
<th>N</th>
<th>Mean</th>
<th>s.d.</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Transactions</td>
<td>252</td>
<td>85,938</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outside the zone (D_s = 0)</td>
<td>202</td>
<td>88,544</td>
<td>1873</td>
<td></td>
</tr>
<tr>
<td>Before (D_t = 0)</td>
<td>67</td>
<td>81,825</td>
<td>2837</td>
<td></td>
</tr>
<tr>
<td>After (D_t = 1)</td>
<td>135</td>
<td>91,878</td>
<td>2379</td>
<td></td>
</tr>
<tr>
<td>Inside the zone (D_s = 1)</td>
<td>50</td>
<td>75,411</td>
<td>4496</td>
<td></td>
</tr>
<tr>
<td>Before (D_t = 0)</td>
<td>19</td>
<td>73,021</td>
<td>7468</td>
<td></td>
</tr>
<tr>
<td>After (D_t = 1)</td>
<td>31</td>
<td>76,876</td>
<td>5706</td>
<td></td>
</tr>
</tbody>
</table>

5. Results

The first step of the matching estimator with the spatial matching difference-in-differences (SM-DID) approach consists of developing a (logit) model to predict the probability of facing a flood (yes- D_s = 1 or no- D_s = 0), i.e., receiving the treatment. This model has no particular meaning. It helps to identify the houses that have similar characteristics, as shown in the propensity score, based on the prediction of the probability of facing a flood event. It is not necessary to restrict the used variables to the “classical” amenities typically used in housing price models. It could also include other variables, such as the X and Y geographical coordinates. The addition of these variables helps to identify similar goods having similar locations and takes explicitly into account the spatial dimension.

The model estimated in this case shows an interesting prediction power, with a pseudo-R^2 of 0.4787, and is globally significant (χ^2 = 120.19; p = 0.0000). It also has a good specification, with a non-significant Hosmer & Lemeshow ([45]) statistic (p = 0.6171). The logit model has five (5) individual variables that appear to be statistically related to the location of the houses (Table 4).

Table 4. Estimated Logit Model (Coefficients and Statistical Significance).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficient</th>
<th>Sign</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (in years)</td>
<td>−0.0057</td>
<td></td>
</tr>
<tr>
<td>Lot size (in m²)</td>
<td>0.0002</td>
<td></td>
</tr>
<tr>
<td>Garage (Yes/No)</td>
<td>−1.927</td>
<td>**</td>
</tr>
<tr>
<td>Basement (Yes/No)</td>
<td>0.5856</td>
<td></td>
</tr>
<tr>
<td>Excavated pool (Yes/No)</td>
<td>0.1517</td>
<td></td>
</tr>
<tr>
<td>Bungalow (Yes/No)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>House with many storeys (Yes/No)</td>
<td>−2.4311</td>
<td>**</td>
</tr>
<tr>
<td>Cottage (Yes/No)</td>
<td>−1.3012</td>
<td>**</td>
</tr>
<tr>
<td>Town house: Semi-detached house (Yes/No)</td>
<td>−0.3114</td>
<td></td>
</tr>
<tr>
<td>Within a restrained flooding zone (Yes/No)</td>
<td>3.5358</td>
<td>***</td>
</tr>
<tr>
<td>X coordinates (in meters-NAD83)</td>
<td>−0.0046</td>
<td>***</td>
</tr>
<tr>
<td>Y coordinates (in meters-NAD83)</td>
<td>0.0044</td>
<td>***</td>
</tr>
<tr>
<td>Constant</td>
<td>−20,825.51</td>
<td>***</td>
</tr>
<tr>
<td>Pseudo-R^2</td>
<td>0.4787</td>
<td></td>
</tr>
<tr>
<td>χ^2-stat</td>
<td>120.19</td>
<td>***</td>
</tr>
<tr>
<td>Hosmer-Lemeshow stat</td>
<td>6.27</td>
<td></td>
</tr>
</tbody>
</table>

N_T = 252; Legend: *** p < 0.01; ** p < 0.05.
To be useful, the prediction of the propensity score, based on the estimated model, needs to show a common support zone, which means that the model allows a common support zone (i.e., that the score of some houses located inside the zone is similar to those located outside the zone). To be interesting and useful, the counterfactuals need to be credible to adequately identify twins in both zones. Drawing the propensity score depending on the location (treatment or control) shows that the common support zone assumption holds.

Based on the predicted propensity score, the next steps consist of calculating the comparable sale prices of the twins. Using the neighbors inside the flood zone that were most likely not hit, it is possible to calculate the counterfactual sale price for those inside the zone and likely hit, and vice-versa. After having built the comparable price for both groups, it is possible to calculate the difference between the sale price depending on their location \((D_x = \{0,1\})\) and on the times when the transactions were recorded \((D_\tau = \{0,1\})\).

The first difference, before the flood, shows a positive gap between the sale price for houses that were likely hit as compared to those that were not likely hit (Table 5). This first difference suggests a positive premium related to the proximity to the river, which is consistent with what economic theory suggests (i.e., houses with better amenities tend to be sold at higher prices). The second difference, after the flood, shows a negative difference for the same locations. This difference suggests that houses that were not likely hit were sold at higher prices than those that were likely hit (Table 5). The difference in the differences (DID) estimator shows a global negative effect on price varying between 18,000$ (for the two nearest neighbors) and 30,000$ (for one nearest neighbor). As the comparison based on only one neighbour is more sensitive to extreme values, the analysis focuses on the DID using between two and four neighbors. All results suggest similar impacts, i.e., a negative premium of the flood of about 20,000$ CAN.

Table 5. List of Variables Available for the Analysis.

<table>
<thead>
<tr>
<th>ZIS Zone</th>
<th># of NN</th>
<th>Before</th>
<th>After</th>
<th>DID</th>
<th>Sign</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1,373,895</td>
<td>−1,756,850</td>
<td>3,130,745</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1,614,360</td>
<td>−179,040</td>
<td>1,793,400</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2,236,182</td>
<td>−27,450</td>
<td>2,263,632</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1,455,233</td>
<td>−859,761</td>
<td>2,314,994</td>
<td>***</td>
<td></td>
</tr>
</tbody>
</table>

Note: NN is nearest neighbors; Legend: *** \(p < 0.01\).

The analysis based on the falsification test confirms the significance of the noted difference (Figure 3). The fact that all results appear to be at the right end of the distribution confirms the robustness of the outcome. For all the used nearest neighbors, the analysis reveals that the impact measured using the dataset is different enough from what can be obtained based on a random assignment. Thus, the results are different from simple coincidence, which supports the conclusion and the significance of the impact.
6. Discussion

The impact of floods has long been discussed in the literature. However, their estimated impact remains highly heterogeneous. The fact that some studies find a positive effect of floods indicates that there are major drawbacks in the methodologies used in the evaluation of such impacts. The study shows that there is a need to adequately identify the zone that has really faced a flood. While many improvements have been suggested in recent work, such as the use of geographic regression discontinuity (GRD) analysis ([14,51]), limiting the analysis to the flooding zone, as is usually defined for 0–20 or 20–100 years, may not be accurate enough for such an exercise. Flood zones only help identify the risk of facing a flood, and not necessarily the fact that a flood has really occurred. Thus, the market tends to adjust to what has really occurred, and not to what can be a possible risk.

There is a need to work with more precise spatial information when one attempts to isolate the impact with spatial precision. The exact location of floods needs to be known when one is dealing with the estimation of their impact. Limiting the research to the large use of “potential flood zones” does not allow us to isolate the impact of floods that have really occurred since they are usually localized phenomena and are not systematically recorded in flooding zones. In fact, a flood zone can be used as a natural selection tool (for treatment and control zones) for comparing price changes for those houses that were flooded, compared to those that did not experience this drastic shock. There is a need to be spatially precise when one attempts to measure the impact of floods on housing prices. Otherwise, any outcome is possible.

The comparison based on the spatial matching difference-in-differences (SM-DID) estimator for a limited space is found to provide helpful insight for measuring and isolating
the impact of a given event. Adopting a matching methodology limits the analysis to a local submarket and uses spatial delimitation which is proven to be advantageous and an interesting alternative to the hedonic pricing model. Firstly, it allows us to identify the difference before and after a flood event without using a sophisticated statistical model that may rely on an omission variable bias. Secondly, the intuition of the methodology is straightforward and can be seen as a natural extension of the professional practice based on the comparable sales approach. Thirdly, it is advantageous since it can be easily implemented on small datasets.

Of course, the proposed SM-DID methodological framework is not without possible drawbacks. The validity of the approach depends on the precision of the quality of adjustment of the logit model, as well as on the fulfillment of the common support zone assumption. Also, as is the case in many other empirical approaches, the proposed methodological framework faces challenges that are related to the construction of a good propensity score (or a general distance measure). Authors should discuss the results and how they can be interpreted from the perspective of previous studies and of the working hypotheses. The findings and their implications should be discussed in the broadest context possible. Future research directions may also be highlighted.

7. Conclusions

The paper proposes a new methodological framework for investigating the impact of an “exogenous” shock, such as a flood event, on housing prices. The proposed spatial matching difference-in-differences (SM-DID) estimator approach relies on an extension of the difference-in-differences (DID) estimator within a restricted area where the treatment and the control zones act as a dependent variable in a first stage. This approach allows us to adequately isolate the impact of environmental amenities and natural disasters, such as floods, while avoiding some drawbacks related to the classic price equation model of the hedonic pricing model (HPM). The methodological framework is a natural extension of the comparable sales approach (CSA) that is usually used in professional practice ([11]).

To test the methodological framework, an empirical investigation based on the 1998 flood that occurred in the city of Laval (Canada), which is a northern suburb of the city of Montréal, is presented. Using information on transactions occurring within a 0–20 year flood zone and information on houses that have been likely hit by floods inside this zone, (where houses hit by floods in 2019 were used as a proxy), the results suggest that floods have a negative impact on housing prices and reduce the sale price by about 20,000$ CAN.

The originality of the paper is two-fold. Firstly, the paper attempts to propose a new methodological framework and applies it to isolate the impact of flood on housing price. Secondly, it shows how empirical applications investigating the impact of flood events need to be adjusted to take into consideration the fact that being inside/outside a flooding zone is far from being sufficient to isolate the impact of such an environmental disaster. The work presented in this paper can easily be extended to any other evaluation of the impact of the extrinsic and external attributes of a real estate property as a complex good. The paper aims to provide an efficient way to isolate the impact of a given change (or an exogenous shock) on housing price without passing through the usual hedonic pricing model framework.

Of course, the application of the new methodological framework is not without challenges. The analysis largely depends on the appropriateness of the counterfactuals (or neighbors) identified to calculate the sale price of the comparable in the opposite group (treatment or control). The performance and the fit of the logit model (the first step) remain crucial in defining the counterfactuals, and researchers should pay careful attention to make sure that the investigation is adequate and that the impact is measured more precisely.
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