A Driving Behavior Distribution Fitting Method Based on Two-Stage Hybrid User Classification
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Abstract: Determining the distribution fitting of traditional private vehicle user driving behavior is an effective way to understand the differences between different users and provides valuable information on user travel demands. The classification of users is significant to product improvement, precision marketing, and driving recommendations. This study proposed a method which includes four aspects: (1) data collection; (2) data preprocessing; (3) data analysis—a two-stage hybrid user classification, and (4) distribution fitting method. A two-stage hybrid user classification method is used to cluster traditional vehicle users. First, the first-stage classification of the classification method extracts the daily typical time–mileage-series travel patterns (TMTP) to obtain user driving time characteristics. This first-stage classification also extracts the mean and standard deviation of the daily vehicle mileage traveled (DVMT) to express user driving demands. Next, users are divided by K-means based on the driving time characteristics and driving demands from the first stage. Finally, a three-parameter log-normal distribution is used to fit the DVMT of different user types. Comparison with traditional clustering based on the mean and standard deviation and the proportion of each vehicle's time series in the TMTP types, this study reveals that the new methods provide significant advantages in analyzing driving behavior and high reference value for enterprises making electric vehicle driving range recommendations, car market segmentation, and policy making decisions.

Keywords: driving behavior; user classification; traditional vehicle; distribution fitting method; usage data

1. Introduction

The continuous growth in car ownership and the number of people driving cars has revealed different characteristic driving behaviors, and has gradually diversified the demand for car products [1]. Some studies have shown that the driving characteristics of car drivers are a key element for companies to understand user needs, increasing the precision of product positioning and marketing [2,3]. Better understanding driving characteristics, especially driving behaviors with respect to the time and mileage of different private vehicle users, can provide better driving recommendations, and highlight recommended car configuration changes to users during maintenance [4]. In addition, analyzing energy consumption based on driving behavior supports national climate and environmental policies [5]. Therefore, studying the driving behavior is of great value to policy makers, enterprises, and users themselves.

Many studies have examined the relationship between driving behavior and traffic flow or fuel consumption, however, those studies have not considered driving time characteristics and user driving demands [6–8]. Some scholars have studied driving time characteristics and user driving demands using annual driving mileage [9,10]. The granularity of annual driving mileage studies has been too general to describe users’ driving behaviors. However, some scholars have addressed the daily vehicle traveled mileage...
(DVMT) and have classified users based on the mean or maximum DVMT [11,12]. Separately studying driving time characteristics and user driving demands, and classifying users based only on the mean or maximum DVMT does not comprehensively describe driving behavior; further, it cannot provide reliable information and recommendations for enterprises and users. To generate more instructive results, some scholars have conducted distribution fitting on DVMT, using Weibull, log-normal, and Gamma distributions [13,14]. However, most distribution fitting has been performed on electric vehicles, and few studies have focused on the distribution fitting on DVMT for traditional vehicle users.

To enrich the research on the driving behavior characteristics of traditional car users and to improve the guiding significance of research results, this study proposes a method included four aspects: (1) data collection; (2) data preprocessing; (3) data analysis—a two-stage hybrid user classification, and (4) distribution fitting method. A two-stage hybrid user classification method is to cluster traditional vehicle users based on driving time characteristics and user driving demands. Drivers with similar daily driving patterns and similar mean and standard deviations are placed into one category, making the classification of user groups easier to interpret and more accurate. Based on real traditional car driving data, the distribution of DVMT is also fitted for each user group, allowing the results to be better reflected in product designs and in more precise marketing. This also allows users to understand their own driving characteristics, enabling the ability to give them driving recommendations.

This study makes three main contributions: (1) it determines typical daily driving time characteristics, and calculates the mean and standard deviation of DVMT of each user to identify driving demands and to cluster users; (2) it analyzes the driving behavior of different types of users and generates a distribution fitting to describe them; and (3) it describes the travel demand characteristics of each user type and provides objective and systematic user demand information for enterprises.

This paper is organized as follows. In Section 2, we summarize research related to driving behavior. Section 3 describes the method used in this study in detail. Section 4 analyzes the research results and presents a comparative analysis with two other methods. Section 5 discusses the results. The full article is summarized in Section 6, which also presents the advantages and disadvantages of the method and a future outlook.

2. Literature Review

Many studies have analyzed private vehicle driving behavior and have generated information about driving behaviors. Four aspects of driving behavior studies are presented as follows.

Some scholars have used vehicle speed, acceleration, and brake pedal data to study the influence of vehicle driving behavior on the efficiency of traffic flow [15-17]. Other studies have focused on the relationship between fuel consumption and driving behavior. For example, Reference [18] introduced two kinds of machine learning methods, using naturalistic driving data to evaluate the fuel consumption of driving behavior. In another study, Reference [19] argued that vehicle drivers should further address negative driving behavior, such as reducing acceleration, to fully utilize fuel. Reference [20] developed a neural-network based behavior predictor to identify driving characteristics and predict behaviors. These studies focused on the relationship between driving behavior and traffic, and fuel consumption and other aspects; however, they have not considered the user’s driving behavior in terms of driving time characteristics and users driving demands, which help enterprises better understand user driving demands.

Other scholars have studied driving time characteristics and user driving demands. For example, new probabilistic models of many defined temporal variables have been established to describe user driving time characteristics and their usage patterns [21]. One study [22] used annual driving mileage to classify users and analyze users’ driving behavior. Another study [23] compared the driving behavior of traditional car users and electric car users, using annual driving mileage. The goal of studies on driving time characteristics is
to explore the usage patterns of vehicle users [24]. In contrast, the goal of studies on user driving demands are to more comprehensively understand users and provide them with better driving recommendations [25]. However, researching driving time characteristics and user driving demands separately is not a comprehensive way to describe the user driving behavior. Further, in the past, the granularity of annual driving mileage has been too general for studying driving behavior, weakening the significance of the results.

The daily vehicle traveled mileage (DVMT) can more objectively reflect a user’s driving demands. Therefore, more researchers have studied the DVMT of different types of users. For example, some scholars have used the family as the research unit to explore the distribution of travel needs and driving behavior classification based on DVMT [12,26,27]. Other studies have classified users using the mean, standard deviation, or maximum of DVMT, to analyze the driving characteristics of different user types [11,28]. They have not, however, considered the fact that users have different travel purposes and behaviors on different days. Simply classifying users based on the mean or maximum driving mileage to analyze the driving behavior does not consider the importance of driving time characteristics, and does not provide accurate and reliable recommendations related to different user’s driving behavior.

Many studies have assessed the distribution of DVMT data. For example, Reference [29] proposed a method to simulate the distribution of DVMT of individual users of electric vehicles; Reference [30] analyzed daily vehicle driving behavior based on the DVMT data of an electric vehicle fleet; and [31] analyzed the DVMT of electric vehicles, highlighting the difference between personal mileage and the average mileage of the fleet. Some studies have found users’ daily driving behavior to have peak and right-skewed characteristics, such as the Weibull distribution, log-normal, and Gamma distributions [13]. Reference [14] found that the gamma distribution has the smallest error when fitting the distribution of daily driving behavior, and is a preferred method for studying vehicle driving behavior. Reference [32] posited that a typical personal usage pattern differs from the general usage pattern of a large number of vehicles, and used a mixture of a normal distribution and exponential distribution to simulate the DVMT distribution. Reference [13] used three two-parameter distribution functions to fit the DVMT of a single user, and analyzed the performance of these three distribution functions. However, the research on the distribution of DVMT to assess driving behavior characteristics has mostly focused on electric vehicle users; there is less research on the DVMT distribution of traditional car users.

Some studies have explored user usage patterns by researching the start and end driving time of a single day or a trip [27,33]. Time characteristics are described by counting the number of driving events in a day and the driving duration of each trip in [26,34]. However, previous studies on driving time characteristics are based on statistical analysis, without further explanation of users’ usage patterns.

To fill the research gaps described above, this paper proposes a two-stage hybrid user classification to blend the driving time characteristics and user driving demands, and then, makes distribution fitting on DVMT for different user types.

3. Methods

There are two main methods used in study: (1) a two-stage hybrid user classification and (2) distribution fitting. The two-stage hybrid user classification method is to better describe the driving behavior of different users, which consists of two stages: (1) extracting user driving time characteristics and driving demands and (2) user clustering. The first stage analyzes the driving time and vehicle mileage to perform time-series clustering. This determines the typical daily time–mileage travel patterns (TMTP) and calculates the mean and standard deviation of DVMT of each user to reflect the overall driving demand trends. The second stage classifies users and analyzes the driving behavior of different user groups. After the two-stage hybrid user classification method, the distribution fitting method is performed using a distribution function to fit the DVMT of different user types. The
method of our study effectively describes and explains the driving behavior characteristics of different user groups, with highly instructive results.

The overall framework of the DVMT distribution fitting method based on the two-stage hybrid user classification is shown in Figure 1.

Figure 1. The overall framework of the driving behavior distribution fitting method.

3.1. Data Collection

The data set used for this study reflects real usage data from traditional private cars, provided by an automobile manufacturer in China. Data acquisition equipment is installed in cars before leaving the factory. Real-time vehicle usage data are subsequently collected every 10 s and transmitted to a server. Regarding study subjects, Beijing users are selected.
The data set for this study includes data from 21,490 vehicles, from April 2020 to December 2020. The number of data records per month for each vehicle ranges from 500 to 100,000.

Table 1 describes the data set and indicates that the DVMT of the 1000 vehicles varies significantly, ranging from 0 to 1506 km. The average DVMT is 63.498 km. The fourth column of Table 1 shows that the data set covers a total of 76.12% active days from April 2020 to December 2020. In addition, Figure 2 shows that only 0.65% of the DVMT values extend beyond 500 km, whereas most DVMT values, 97.47%, are within 300 km.

### Table 1. The description of the data set.

<table>
<thead>
<tr>
<th>Number of Vehicles</th>
<th>Mean of DVMT (km)</th>
<th>Maximum of DVMT (km)</th>
<th>Minimum of DVMT (km)</th>
<th>Active Days Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>63.498</td>
<td>1506</td>
<td>0</td>
<td>76.126</td>
</tr>
</tbody>
</table>

Figure 2. Histogram of the proportion of DVMT.

### 3.2. Data Preprocessing

Figure 3 shows the approach used to pre-process the data:

Vehicle driving data usually includes “dirty” data, with missing or illogical values, because of unstable signals or errors in the data transmission process. This makes it nec-
ecessary to clean the data to improve its quality. First, illogical records and missing values are deleted (for example, as time passes, the total mileage becomes smaller or the vehicle speed suddenly becomes zero). Second, the driving data set includes a total of 244 parameters, including vehicle alarm information, travel information, and key component statuses. However, most of the parameters are null or are unrelated to our experiment. Therefore, we select the data parameters relevant to this experimental research, eliminating unnecessary data parameters to improve experimental efficiency. After data cleaning, 79.64% of the data records remain from the original data, and 7 relevant data parameters are left. Table 2 shows a sample data record.

### Table 2. A sample data record.

<table>
<thead>
<tr>
<th>ID</th>
<th>Engine State</th>
<th>Speed</th>
<th>Total Mileage</th>
<th>GPS Longitude</th>
<th>GPS Latitude</th>
<th>Record Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>LVVDC11B0JD138054</td>
<td>0</td>
<td>0</td>
<td>16467</td>
<td>116.377391</td>
<td>39.942157</td>
<td>1 July 2020 07:20:02</td>
</tr>
<tr>
<td>LVVDC11B0JD138054</td>
<td>1</td>
<td>0</td>
<td>16467</td>
<td>116.377393</td>
<td>39.942155</td>
<td>1 July 2020 07:20:12</td>
</tr>
<tr>
<td>LVVDC11B0JD138054</td>
<td>1</td>
<td>7</td>
<td>16467</td>
<td>116.377397</td>
<td>39.942154</td>
<td>1 July 2020 07:20:22</td>
</tr>
<tr>
<td>LVVDC11B0JD138054</td>
<td>0</td>
<td>0</td>
<td>18666</td>
<td>116.425972</td>
<td>39.975893</td>
<td>1 August 2020 06:47:03</td>
</tr>
<tr>
<td>LVVDC11B0JD138054</td>
<td>1</td>
<td>0</td>
<td>18666</td>
<td>116.425969</td>
<td>39.975895</td>
<td>1 August 2020 06:47:13</td>
</tr>
<tr>
<td>LVVDC11B0JD138054</td>
<td>1</td>
<td>15</td>
<td>18666</td>
<td>116.425963</td>
<td>39.975898</td>
<td>1 August 2020 06:47:23</td>
</tr>
</tbody>
</table>

Next, we convert the data records into a daily vector. The data acquisition equipment collected data every 10 s, which is too granular for calculating the time-series and results in excessively long calculation times. However, if the time period used is too long, changes in the time-series may be missed, making the differences difficult to detect. To identify the best unit of time granularity, three kinds of time durations are assessed (10, 20, and 30 min) to observe the patterns in the time-series changes (See Appendix A). A time period of 20 min performs better; as such, 20 min is selected as the recorded value, and the daily vector is converted into a time–mileage-series ($TD$).

### 3.3. Data Analysis: Two-Stage Hybrid User Classification

#### 3.3.1. First Stage: Driving Time Characteristics and User Driving Demands

1. Driving Time Characteristics: Time-Series Clustering

Different users use a car for different purposes in a given period; that is, the DVMT is usually different. Four users’ DVMT over a week, extracted randomly from our study data, are presented as an example in Figure 4 to describe the difference of vehicle users. The DVMT values of Users 1 and 3 are much larger on the workday compared to the weekend. This is consistent with taxi drivers or long trip travelers. For User 2, the driving behavior is similar to office workers, because of the similarity in the DVMT, demonstrating regular driving behavior. User 4 represents users who use cars mostly on weekends, such as parents taking children on weekend outings. There is a large difference in driving behavior between users. Therefore, to better explain driving behavior, the DVMT of different users is an important part of the experiment.

In addition, Figure 5 shows that one user had significant diversity in vehicle use, with travel patterns changing on different days. The figure shows the different time–mileage-series patterns of User 1 over a 5-day period (weekdays).
Figure 4. Examples of DVMT for different users in a week.

In addition, Figure 5 shows that one user had significant diversity in vehicle use, with travel patterns changing on different days. The figure shows the different time–mileage-series patterns of User 1 over a 5-day period (weekdays).

Figure 5. The time-series distributions for User 1.

Market segmentation and satisfying personalized demands is facilitated by considering the mean and standard deviation of the DVMT, as they reflect the overall trends in each user’s demand. The mean DVMT refers to the user’s average daily vehicle driving mileage, and reflects the central tendency of the overall daily driving distance for each user. The standard deviation of DVMT can reflect the discreteness, or differences, in each user’s driving behavior.

Therefore, this study applies a two-stage hybrid user classification method to classify users. The first step is identifying the typical characteristics of the time-series changes in mileage, that is, the typical daily time–mileage travel patterns (TMTP). This allows the extraction of the typical vehicle usage of all users. Then, the mean and standard deviation of all users are calculated to obtain user driving demands. Finally, based on the distribution
of the typical daily TMTP of each user and the mean and standard deviation of all users, the users with similar TMTP distribution and similar travel demands are clustered into individual categories.

The user driving time characteristics are extracted in the first stage. This involves identifying the typical daily time–mileage travel patterns (TMTP) to reflect user driving time characteristics. The time–mileage-series is expressed by the changes of mileage with time $TD = \{td_1, td_2, \cdots, td_k\}$. Where $TD$ denotes the time–mileage-series, and $td_k = (t_k, d_k)$ represents the mileage $d_k$ traveled at time $t_k$. The $TD$ series is the input of the first stage clustering to get the TMTP centroid.

The K-means algorithm is widely used in studies for clustering, because it is simple in principle, fast in convergence, and strong in interpretability [35]. As such, this study applies the K-means algorithm to cluster time–mileage-series. When using the K-means algorithm for time-series clustering, it is critical to measure the similarity between time series, which is the $TD$ series.

The Euclidean distance and Dynamic Time Warping (DTW) methods are widely used to measure the similarity of time-series in time-series clustering [36]. The Euclidean distance for measurement does not consider the dynamic changes in time, and has difficulty capturing dynamic changes, such as time-series translations. Using the Euclidean distance for measurement does not consider the dynamic changes in time, reducing its accuracy.

In contrast, DTW distance allows for elastic movement in the time axis, which can measure the similarity of shape-based time-series [37]. The time-series alignment of DTW is more flexible, and has been widely used to measure the similarities between time-series, replacing the traditional Euclidean distance [36]. Therefore, we use the DTW algorithm to measure the similarity between $TD$ series.

The process of using the DTW algorithm to measure the similarity between $TD$ series is as follows.

Set the $TD$ series $TD^1 = \{td_1^1, td_2^1, \cdots, td_k^1\}$, $TD^2 = \{td_1^2, td_2^2, \cdots, td_k^2\}$, and construct an $k \times k$ matrix $A_{k \times k}$. Each element $a_{rs}$ in the matrix $A_{k \times k}$ represents the similarity between each point of the series $TD^1$ and each point of the series $TD^2$. The smaller the distance, the higher the similarity. The variable $a_{rs}$ is expressed as:

$$a_{rs} = d(td_r^1, td_s^2) = (td_r^1 - td_s^2)^2$$  \hspace{1cm} (1)

The curved regular path $W$ between the series $TD^1$ and the series $TD^2$ is expressed as:

$$W = \{w_1, w_2, \cdots, w_q\}$$  \hspace{1cm} (2)

The $f$-th element of $w_f = (a_{rs})_f$, $k \leq q < 2k - 1$. This path must meet the following conditions:

1. $w_1 = a_{11}, w_q = a_{kk}$
2. For $w_f = a_{rs}, w_{f-1} = a_{rs'},$ it must meet $0 \leq r - r' \leq 1, 0 \leq s - s' \leq 1$

To find the curved and regular path between the series $TD^1$ and the series $TD^2$, we introduced a time window into the similarity measure. However, if the time window is set to be too large, the difference in the travel patterns in the time period will be significant, resulting in inaccurate results. Therefore, we matched the series $TD^1$ and the series $TD^2$ in the previous hour and the next hour, as the change of travel patterns for one user in a single hour in different days is very likely to be small.
The cumulative distance $\beta(r, s)$ is:

$$\beta(r, s) = a_{rs} + \min \{ \beta(r - 1, s - 1), \beta(r - 1, s), \beta(r - 1, s) \}$$  \hspace{1cm} (3)

The optimal path is the path that minimizes the accumulated distance along the path. Then, the similarity between the series $TD^1$ and the series $TD^2$ is the smallest regularization cost between the $TD^1$ and the $TD^2$, expressed as $DTW(TD^1, TD^2)$:

$$DTW(TD^1, TD^2) = \min \left\{ \sqrt{\sum_{f=1}^{q} w_f / q} \right\}$$  \hspace{1cm} (4)

Clustering the TD series using the K-means and DTW algorithm generates the $l$ class $TMDP$ centroid:

$$C = \{ C_1, C_2, \cdots, C_l \}$$  \hspace{1cm} (5)

2. User Driving Demands: Daily Vehicle Mileage Traveled (DVMT)

The mean and standard deviation of DVMT of each user reflect the user driving demands, expressed as:

$$M_u = \frac{TM_u}{N_u}$$  \hspace{1cm} (6)

$$SD_u = \sqrt{\frac{1}{N_u} \sum_{t=1}^{N_u} (D_tM_u - M_u)^2}$$  \hspace{1cm} (7)

where $M_u$ and $SD_u$ refer to the mean and standard deviation of DVMT of $u$-th user, respectively. The variables $TM_u$ and $N_u$ refer to the total mileage and total travel days traveled by user $u$ during the observation period. The $D_tM_u$ is the DVMT of user $u$ traveled on day $t$.

3.3.2. Second Stage: User Clustering

The users with similar TMTP distributions have similar vehicle usage characteristics; as such, they are assumed to have the same travel patterns. Therefore, we introduce the proportion of each vehicle’s TD series in the $l$ class of $TMDP$ as a factor for user clustering. Through the first stage of time–mileage-series clustering, we generate the typical $TMDP$, and the type of $TMDP$ the TD series of each vehicle belongs to.

The variable $S_{TD}$ denotes the total number of TD series of all vehicles; $S_u$ denotes the total number of TD series of the $u$-th vehicle; and $CS_{up}$ denotes the number of the $u$-th vehicle’s TD series belonging to the $C_p$ class. Then, the proportion of the TD series of the $u$-th vehicle belonging to the $C_p$ class is:

$$CP_{up} = \frac{CS_{up}}{S_u} \text{ where } \sum_{p=1}^{l} CS_{up} = S_u, \sum_{u=1}^{U} S_u = S_{TD}$$  \hspace{1cm} (8)

Then, the proportion of the series of user $u$ is:

$$UP_u = \{ CP_{u1}, CP_{u2}, \cdots, CP_{up}, \cdots, CP_{ul} \}$$  \hspace{1cm} (9)

However, the typical daily TMTP mainly reflects the distribution of driving time and characteristics. As described in Section 3.3.1, user clustering is needed to consider the mean and standard deviation of DVMT, which are thus introduced as two factors to cluster users.

For user $u$, the driving time characteristics and driving demands can be expressed as:

$$TCDD_u = \{ CP_{u1}, CP_{u2}, \cdots, CP_{up}, \cdots, CP_{ul}, M_u, SD_u \}$$  \hspace{1cm} (10)
Then, users with similar characteristics are clustered into one class, based on their driving time characteristics and driving demands (TCDD). The similarity is calculated using the Euclidean distance. This clustering yields user types:

\[ U = \{ U_1, U_2, \cdots, U_g, \cdots, U_u \} \] (11)

### 3.4. Distribution Fitting Method

Compared with analyzing the mean and standard deviation of DVMT values, distribution fitting can better explain the driving behavior and have more guiding significance. This is because distribution fitting can display regular user travel patterns and statistically reveal driving habits [25]. Distribution fitting of the DVMT values for different user types can be used in a variety of applications, such as better understanding different user driving behavior, analyzing their travel needs, and providing stronger guidance for the transportation department. Therefore, after obtaining the user classes, we performed distribution fitting of the DVMT of these classes.

The Weibull, log-normal, and Gamma distributions are widely used to model and fit right-skewed data [13]. Most scholars use these distributions to study the DVMT of users, rather than normal distribution and Poisson distribution, because they better reflect reality [13]. Reference [38] verified that the log-normal distribution is effective and reliable in fitting the DVMT of vehicles, and has a wide range of applications. Our experimental process found that the three-parameter log-normal distribution, determined by the three parameters \( \alpha \), \( \beta \), and \( \lambda \), is more suitable for fitting our sample data. Therefore, we select that approach to simulate user DVMT. The probability density function of the three-parameter log-normal distribution is:

\[
    f(x) = \left( \frac{2}{\pi \alpha} \right)^{-1/2} \exp^{-\frac{y^2}{2}}
\]

where

\[
    y = \begin{cases} 
        \frac{-\beta^{-1} \ln \left( 1 - \frac{\beta (x-\lambda)}{\alpha} \right)}{\beta \neq 0}, \\
        \frac{x-\lambda}{\alpha}, \quad \beta = 0 
    \end{cases}
\] (12)

### 4. Result

#### 4.1. First Stage: Driving Time Characteristics and User Driving Demands

##### 4.1.1. Driving Time Characteristics: Time Series Clustering

Using the methods introduced in Section 3.3.1, we performed clustering for \( TD = \{ td_1, td_2, \cdots, td_k \} \), where \( k = 72 \), to identify the typical TMDP. First, the K-means are applied to cluster the TD series.

To compare the value, at a time point of one TD, with the values at that time point in the hour before and after the other TDs to calculate similarity, the time window was set to 3. After the clustering, all TD series were divided into \( l \) classes. However, the selection of \( l \) significantly impacts clustering performance. When \( l \) is too large (when the number of classes is too large), there is little significance for clustering; however, having too small a number of classes provides insufficient interpretative value. Therefore, we need to determine the number of classes to achieve a good clustering effect. Figure 6 shows that the clustering performance is better when the number of clustering is six, \( l = 6 \), that is \( C = \{ C_1, C_2, C_3, C_4, C_5, C_6 \} \).

This means that the TD series are divided into six typical daily time-mileage driving patterns (TMDP). The sum of the squared errors (SSE) is the core index of the elbow method.
Figure 6. The SSE index of the time–mileage-series clustering.

After time series clustering, we randomly selected 100 mileage change patterns from each TMTP types to show the characteristics of different TMTP types, shown in Figure 7. The orange line is the center of the cluster for different TMTP types. The $C_1TMDP$ cluster indicates that driving time is mostly concentrated between 7:00–9:00 and 18:00–20:00, with a small concentration at 12:00–13:00. User types can be inferred based on their driving time patterns [3,39]. As such, the $C_1TMDP$ driving pattern may reflect the driving behavior of household members going to work and picking up students. The small peak at noon may reflect a drive for lunch. There are two peaks for $C_2TMDP$, at 7:00–9:00 and 17:00–19:00. These correspond to office worker commuting times. For $C_3TMDP$, the DVMT is zero most of the day, indicating infrequent vehicle use. The peaks are at 6:00–7:00 and 16:00–18:00, and the driving distance per unit of time is larger in the afternoon. This may indicate travel patterns for users who use their vehicles infrequently.

The driving time for $C_4TMDP$ is concentrated between 14:00–22:00 and the driving distance per unit of time exceeds other types. It may be that $C_4TMDP$ reflects the driving behavior of drivers who frequently go out for entertainment in the afternoon and evening, or drivers working at night. For $C_5TMDP$ and $C_6TMDP$, there is no concentrated driving time; users drive their cars from 7:00 to 24:00, indicating they are long-time drivers. In addition, the driving mileage per unit of time of $C_5TMDP$ is larger compared to $C_6TMDP$. We can speculate that $C_5TMDP$ may reflect the travel patterns of car-sharing drivers or frequent business travelers, whereas the $C_6TMDP$ may reflect the travel patterns of an online car hailing driver or taxi driver.
4.1.2. User Driving Demands: Daily Vehicle Mileage Traveled

The mean and standard deviation are calculated to show the travel demands and overall tendency of users. Figure 8 shows the distributions of the mean and standard deviation of each users’ DVMT. The mean DVMT value for users ranges from 10.754 to 324.377 km, while the standard deviation of DVMT ranges from 6.293 to 341.996 km. In addition, the average mean and average standard deviation of DVMT of all users are 64.018 and 74.583 km, respectively. The large differences between the mean and the standard deviation of each users’ DVMT indicates that travel demands and the regularity of each user are very different.
office workers, such as picking up and seeing off children [26]. The muting to and from work, they also have some driving behaviors different from those of household office workers is different from that of ordinary office workers. In addition to commuting patterns, the travel patterns of the long-distance drivers going to distant destinations within a specified time. For these may refer to the long-distance drivers going to distant destinations on holidays or weekends based on their driving time characteristics and driving demands. The travel patterns of the long-distance driving patterns, and is larger than the other five types. This reaffirms that the proportion among these six TMTP types in user type $U_{\text{6}}$.

The proportion series $U_{P_{6}}$ of each user are calculated using the method introduced in Section 3.3.1, and the K-means algorithm is used for clustering based on TCDD. Similarly, the number of categories must be determined to achieve a good clustering effect. Table 3 shows the number of clusters and clustering performance. According to the Davies–Bouldin Index (DBI), the performance of four clusters is better than other numbers of categories. Therefore, we divided users into four types based on the TCDD, that is $U = \{U_{1}, U_{2}, U_{3}, U_{4}\}$.

![Figure 8](image_url)

**Figure 8.** The distributions of the mean and standard deviation of each users’ DVMT.

### 4.2. Second Stage: User Clustering

The proportion series $U_{P_{6}}$ of each user are calculated using the method introduced in Section 3.3.1, and the K-means algorithm is used for clustering based on TCDD. Similarly, the number of categories must be determined to achieve a good clustering effect. Table 3 shows the number of clusters and clustering performance. According to the Davies–Bouldin Index (DBI), the performance of four clusters is better than other numbers of categories. Therefore, we divided users into four types based on the TCDD, that is $U = \{U_{1}, U_{2}, U_{3}, U_{4}\}$.

#### Table 3. The number of clusters and clustering performance of TCDD method.

<table>
<thead>
<tr>
<th>Number of Clusters</th>
<th>DBI</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>−0.698</td>
</tr>
<tr>
<td>3</td>
<td>−1.282</td>
</tr>
<tr>
<td>4</td>
<td>−1.363</td>
</tr>
<tr>
<td>5</td>
<td>−1.208</td>
</tr>
</tbody>
</table>

1 Bolded indicates optimal value.

The description of the four user types is shown in Table 4; Figure 9 shows the average proportion of each daily typical TMTP type for each user type. Table 4 shows there are 854 users in user types $U_{1}$ and $U_{2}$, representing 85.4% of all users. The means of these two separate user types are 59.775 and 49.088 km, with standard deviations of 84.141 and 55.112 km, respectively. The mean and standard deviation of the DVMT values were slightly higher for $U_{1}$ compared to $U_{2}$. In addition, $C_{2}\text{TMTP}$, $C_{3}\text{TMTP}$, and $C_{4}\text{TMTP}$ each represent a similar proportion of the total, at around 20% of user type $U_{1}$. The $U_{2}$, $C_{2}\text{TMTP}$ accounts for the largest proportion; $C_{6}\text{TMTP}$ accounts for the second highest proportion. Combined with the results of TMTP, we can reaffirm that the user types $U_{1}$ and $U_{2}$ likely represent office workers. As we all know, the driving behavior of household office workers is different from that of ordinary office workers. In addition to commuting to and from work, they also have some driving behaviors different from those of office workers, such as picking up and seeing off children [26]. The $U_{1}$ group may refer to household office workers, who go to work and go out with children on holidays or weekends based on their driving time characteristics and driving demands. The travel patterns of the $U_{2}$ group are most similar commuters. The $U_{3}$ and $U_{4}$ users account for only 14.6% of the total count; the mean DVMT values are 164.732 and 104.812 km, respectively; and the standard deviations are 102.465 and 112.663 km, respectively. The mean and standard deviation of DVMT of user types $U_{1}$ and $U_{2}$ are far lower compared to user type $U_{3}$ and $U_{4}$, indicating short driving distances and regular driving behavior for $U_{1}$ and $U_{2}$; and irregular and long
driving distances for user types \( U_3 \) and \( U_4 \). The largest proportion among these six TMTP
types in user type \( U_3 \) is \( C_5 \) TMTP, which refers to the long-distance driving patterns, and
is larger than the other five types. This reaffirms that these may refer to the long-distance
drivers going to distant destinations within a specified time. For \( U_4 \), the proportion of
\( C_4 \) TMTP, \( C_5 \) TMTP, and \( C_6 \) TMTP which may refer to the night driving patterns, are larger
compared to the other three TMTP types. Therefore, for \( U_4 \), this may include nighttime
workers and online car hailing drivers, or users who go out for entertainment at night.

Table 4. The description of each user type divided by TCDD method.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>( U_1 )</th>
<th>( U_2 )</th>
<th>( U_3 )</th>
<th>( U_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of users</td>
<td>394</td>
<td>460</td>
<td>47</td>
<td>99</td>
</tr>
<tr>
<td>Mean (km)</td>
<td>59.775</td>
<td>49.088</td>
<td>164.732</td>
<td>102.465</td>
</tr>
<tr>
<td>Standard deviation (km)</td>
<td>84.141</td>
<td>55.112</td>
<td>104.812</td>
<td>112.663</td>
</tr>
<tr>
<td>Active days (%)</td>
<td>71.495</td>
<td>79.881</td>
<td>80.615</td>
<td>74.979</td>
</tr>
</tbody>
</table>

Figure 9. Average proportion of each TMTP type in \( U \) of TCDD method.

The typical daily travel patterns of each user type are analyzed in Section 4.4.

4.3. Distribution Fitting on the DVMT for Different User Types

We use the three-parameter log-normal distribution introduced in Section 3.4 to fit the
distribution of the \( DVMT \) values of different user types. The probability density function
is expressed in Formula (12). Table 5 shows the fitting results of different parameter values
for different user types. The \( p \)-value was small in the distribution fitting of different user
types. This may be caused by the noise inherent in a large data sample [40]. For example,
the smallest number of users among the four user types was 47 users, encompassing
5115 records.

Table 5. The distribution fitting results.

<table>
<thead>
<tr>
<th>User Type</th>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \lambda )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U_1 )</td>
<td>1.101</td>
<td>-1.922</td>
<td>3.786</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>( U_2 )</td>
<td>0.792</td>
<td>-3.493</td>
<td>3.750</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>( U_3 )</td>
<td>0.3495</td>
<td>-137.3</td>
<td>5.713</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>( U_4 )</td>
<td>0.909</td>
<td>-9.202</td>
<td>4.501</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>ALL</td>
<td>0.9971</td>
<td>-2.496</td>
<td>3.879</td>
<td>&lt;0.05</td>
</tr>
</tbody>
</table>

Figure 10 shows the distribution fitting results of DVMT for different user types. Most
DVMT values for user types \( U_1 \) and \( U_2 \) are no larger than 400 and 300 km, respectively,
accounting for 98.39% and 98.86% of the total observed daily driving patterns, respectively. For user types \( U_3 \) and \( U_4 \), most DVMT values are within 600 km, accounting for 98.89% and 98.72% of the total daily driving patterns. The DVMT values within 50 km of these four user types, \( U_1, U_2, U_3 \), and \( U_4 \), are 54.10%, 62.87%, 9.07%, and 31.01%, respectively. Most of the DVMT values for users \( U_1 \) and \( U_2 \) are between 10 and 50 km. In contrast, for \( U_3 \) and \( U_4 \), the DVMT values are concentrated between 70–250 km and 30–150 km. In addition, the average daily mileage values of user type \( U_3 \) and \( U_4 \) exceed those of user type \( U_1 \) and \( U_2 \). This is consistent with the results in Table 4. In contrast with user types \( U_3 \) and \( U_4 \), user types \( U_1 \) and \( U_2 \) may be users who drive their vehicles for short distances during most of their driving days. In contrast, user type \( U_3 \) may refer to long-distance or long-term drivers, who drive vehicles long distances most of their driving days, such as freight drivers. User group \( U_4 \) may encompass medium and long-distance users.

![Distribution of User Types](image)

**Figure 10.** The results of distribution fitting for different user types.

The distribution fitting results of these four user types help researchers better understand the driving behavior of different users. Enterprises may adopt different marketing strategies for different user groups, based on user type distributions. For example, for people in \( U_1 \) and \( U_2 \), enterprises may market vehicles based on their low fuel consumption and vehicle appearance. This is because most short-distance drivers are likely to drive in urban areas, consuming more fuel each time they accelerate or decelerate. People in \( U_3 \) and \( U_4 \) may focus more on performance and vehicle comfort because of the long time spent driving.

### 4.4. Comparative Analysis

As described in Section 4.1.2, knowing the mean and standard deviation of driver behaviors helps enterprises better meet personalized user demands and improve product quality. However, some studies cluster users based only on the mean and standard deviation of the DVMT \([31]\) (MS-cluster method) and some studies analyze the driving behavior of users by clustering the users according to the proportion of each vehicle’s time series in the TMTP types \([37]\) (TMTP-cluster method). Therefore, experiments were done using two methods to compare the results with this study’s method.
4.4.1. Clustering with the Mean and Standard Deviation (MS-Cluster Method)

The mean DVMT value reflects the central tendency of the overall daily driving distance of each user; the standard deviation of DVMT reflects the discreteness, or differences, of each user’s driving behavior. Therefore, the K-means algorithm clusters users with the two-dimensional Euclidean vector, composed of the mean and standard deviation of each user’s DVMT, to facilitate a comparison of the clustering results with the two-stage hybrid user classification.

After the clustering with the mean and standard deviation, the user types can be expressed as $MD = \{MD_1, MD_2, \ldots, MD_j\}$, where $j$ refers to the appropriate number of clusters.

The DBI measures clustering performance. Table 6 shows that the DBI is smallest when there are two clusters, indicating that clustering is better when vehicle users are divided into two types according to the mean and standard deviation. Therefore, we divide the users into two types, that is $MD = \{MD_1, MD_2\}$.

Table 6. The number of clusters and clustering performance of MS-cluster method.

<table>
<thead>
<tr>
<th>Number of Clusters</th>
<th>DBI</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>-0.855 $^1$</td>
</tr>
<tr>
<td>3</td>
<td>-0.683</td>
</tr>
<tr>
<td>4</td>
<td>-0.815</td>
</tr>
<tr>
<td>5</td>
<td>-0.698</td>
</tr>
</tbody>
</table>

$^1$ Bolded indicates optimal value.

The clustering results are shown in Figure 11 and Table 7. The average mean and standard deviation of DVMT of $MD_1$ are smallest; this group accounts for the largest proportion of total users. The $MD_1$ user type may refer to short distance drivers. In contrast, the users of $MD_2$, with the larger mean and standard deviation, may represent the users who drive their vehicles for a long distance in one day.

Table 7. Clustering results of MS-cluster method.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>$MD_1$</th>
<th>$MD_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of users</td>
<td>706</td>
<td>294</td>
</tr>
<tr>
<td>Mean (km)</td>
<td>50.007</td>
<td>97.665</td>
</tr>
<tr>
<td>Standard deviation (km)</td>
<td>55.684</td>
<td>119.967</td>
</tr>
<tr>
<td>Active days (%)</td>
<td>76.827</td>
<td>74.442</td>
</tr>
</tbody>
</table>
4.4.2. Clustering with the Proportion of Each Vehicle’s Time Series in the TMTP Types (TMTP-Cluster Method)

As described in Section 3.3.1, users with a similar TMTP can be considered to be the same user type. The K-means algorithm is used to cluster users according to the proportion series $\mathcal{L}_P^u$ for each user calculated in Section 3.3.1. Table 8 shows the clustering results. The DBI index of the TMTP-cluster method indicates that six clusters perform better compared to when a different count of clusters is used. Therefore, we divided users into six types based on the typical daily TMTP, that is, $P = \{P_1, P_2, P_3, P_4, P_5, P_6\}$.

Table 8. The number of clusters and clustering performance of TMTP-cluster method.

<table>
<thead>
<tr>
<th>Number of Clusters</th>
<th>DBI</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.095</td>
</tr>
<tr>
<td>3</td>
<td>1.144</td>
</tr>
<tr>
<td>4</td>
<td>1.055</td>
</tr>
<tr>
<td>5</td>
<td>1.164</td>
</tr>
<tr>
<td>6</td>
<td>1.204</td>
</tr>
<tr>
<td>7</td>
<td>1.196</td>
</tr>
<tr>
<td>8</td>
<td>1.141</td>
</tr>
</tbody>
</table>

1 Bolded indicates optimal value.

There is a total of 838 users in user types $P_1$, $P_2$, $P_4$, and $P_5$, accounting for 83.8% of all users. The mean values of $P_1$, $P_2$, $P_4$, and $P_5$ are 62.710, 72.761, 52.633, and 72.491 km, respectively. The TMTP type accounting for the largest proportion among the six TMTP types of $P_1$ is $C_6TMTP$; for $P_4$, the largest is the $C_2TMTP$ which is much larger than other types. There appears to be no significant differences between the six TMTP types in user types $P_2$ and $P_3$. The users of $P_3$ and $P_6$ only account for 16.2%; the mean DVMT values are 165.949 and 102.203 km, respectively, indicating the users may be long-distance drivers. $C_5TMTP$ and $C_4TMTP$ account for the largest proportion of user type $P_3$ and $P_6$, respectively. The description of the six user types is shown in Table 9, and the average proportion of each TMTP type in $P$ is shown in Figure 12.

Table 9. The description of each user type divided by TMTP-cluster method.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$P_3$</th>
<th>$P_4$</th>
<th>$P_5$</th>
<th>$P_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of users</td>
<td>195</td>
<td>282</td>
<td>72</td>
<td>164</td>
<td>197</td>
<td>90</td>
</tr>
<tr>
<td>Mean (km)</td>
<td>62.710</td>
<td>72.761</td>
<td>165.949</td>
<td>52.633</td>
<td>72.491</td>
<td>102.203</td>
</tr>
<tr>
<td>Standard deviation (km)</td>
<td>75.098</td>
<td>92.847</td>
<td>125.790</td>
<td>62.135</td>
<td>100.855</td>
<td>101.892</td>
</tr>
<tr>
<td>Active days (%)</td>
<td>85.197</td>
<td>74.447</td>
<td>74.444</td>
<td>80.250</td>
<td>70.754</td>
<td>68.214</td>
</tr>
</tbody>
</table>

Figure 12. Average proportion of each TMTP type in $P$ of TMTP-cluster method.
4.4.3. Comparative Results

(1) The Mean and Standard Deviation Distributions of DVMT of Different User Sets

Users are divided into four types, using clustering with the TCDD, and into six types of clustering with the proportion of each vehicle’s time series in the TMTP types. Figures 11, 13 and 14 show the distributions of the mean and standard deviation of DVMT of users divided by these two methods. Figure 14 shows that the distributions of some user types are similar, such as the distributions of $P_1$ and $P_4$. Table 9 shows that the average mean and standard deviation of user type $P_1$ and $P_4$ are similar with each other. Users are divided into so many groups that the difference between groups is not made clear by using the clustering method with the proportion of each vehicle’s time series in the TMTP types. The discrimination of the mean and standard deviation distributions of user types in user set $U$ are better than those in user set $P$. Users are only divided into two types, which do not sufficiently recognize the differences in driving behavior of users. However, the mean and standard deviation distributions in user set $MD$ are better compared to those in user set $U$ and $P$.

![Figure 13. The mean and standard deviation distributions of user set U divided by the TCDD method.](image1)

![Figure 14. The mean and standard deviation distributions of P divided by the TMTP-cluster method.](image2)

(2) The TMTP Distributions of Different User Types

It would be inaccurate to determine which method is better using only the distribution of the mean and standard deviation of each type of users clustered using different methods. As a reminder, six daily typical TMTP types are obtained in the first stage, representing different travel patterns among the 1000 users. As described in Section 3.3.2, the distribution of the average proportion of different TMTP types in different user types reflects similar vehicle usage patterns; users with similar TMTP distributions are considered to have the same travel patterns. Therefore, it is helpful to compare the methods using the average proportion of
different TMTP types in different user sets. Figures 9, 12 and 15 show the average proportion of different TMTP types in user set $U$, user set $P$, and user set $MD$, respectively.

For user set $MD$, classified using the MS-cluster method, there is no significant difference in the distribution of the average proportion of different TMTP types between user type $MD_1$ and $MD_2$. For $MD_1$, there are only small differences among the proportions of different TMTP types in $MD_1$. The largest proportion among the six TMTP types is $C_2TMTP$, accounting for 29% of the total daily driving patterns. The smallest proportion is seen for $C_5TMTP$, accounting for 5%, while the proportions of other TMTP types are similar, around 15%. For $MD_2$, there are only little differences among the proportion of different TMTP types. The proportions of $C_2TMTP$, $C_4TMTP$, and $C_5TMTP$ are around 20%, and the proportions of $C_3TMTP$ and $C_6TMTP$ are around 15%. In summary, there are no clear daily typical TMTP types in user type $MD_1$ and $MD_2$, indicating that the MS-cluster method does not effectively distinguish the driving behavior of different users.

For user set $U$, as described in Section 4.1.2 the distributions of TMTP types in each user type differ from each other. For $U_1$, the proportions of $C_2TMTP$, $C_3TMTP$, and $C_4TMTP$ are larger than other three types, and the total proportion of $C_2TMTP$ and $C_4TMTP$ exceeds 55% in $U_2$. Combined with the analysis in Section 4.1.2, this indicates that $U_1$ and $U_2$ may refer to office workers. The $C_5TMTP$ accounts for 60% of the total daily driving patterns, which is significantly larger compared to other TMTP types in $U_3$. The $C_5TMTP$ represents the driving behavior with long driving distances and night driving, possibly indicating that $U_3$ may refer to the long-distance drivers going somewhere within a set period of time. The proportion of each TMTP type in $U_4$ are similar; however, the total proportion of $C_4TMTP$, $C_5TMTP$, and $C_6TMTP$ exceeds 50% in $U_4$, suggesting this user type may include long-distance drivers or online vehicle hailing drivers.

Compared with the MS-cluster method, the TCDD method better identifies the different driving behavior of different users. The distribution of TMTP differs in different user types. This allows enterprises to adopt different marketing strategies for different user types to meet their personalized needs, based on the TMTP distribution.

Therefore, the TCDD cluster method yields better results than the MS-cluster method and the TMTP-cluster method. The TCDD method divides users into four types; the MS-cluster method yields two user types; and the TMTP-cluster method yields six types. With the TCDD method, the number of user groups is not too small to fully recognize the driving behavior, but there are not so many that it is difficult to distinguish the travel patterns between user types. Accurately and appropriately classifying users helps enterprises better position, improve, and design vehicles based on the driving behavior of different user types, meeting the different demands of user categories.
5. Discussion

Classifying users based on driving time characteristics and user driving demands is important for enterprises and transport departments to better understand users driving behavior. The goal was to propose corresponding measures or policies for users’ driving behavior for different user types.

For enterprises, our method is easy to operate and can provide them with accurate information to segment the market and formulate precise marketing strategies. Different usage patterns and driving demands of vehicle users can be generated through the first stage. Enterprises can design different products or upgrade products or services according to different usage patterns and driving demands, to better meet the differentiated needs of vehicle users. Then, different user types can be obtained by clustering with the driving time characteristics and driving demands through the second stage. Enterprises can conduct market segmentation, precise marketing, and configure products differently for different types of users.

Short-distance drivers, like user types \( U_1 \) and \( U_2 \), usually use their vehicles for commuting, because their driving time is mainly between 7:00–9:00 in the morning and 17:00–19:00 in the afternoon which is consistent with commuting times. Therefore, these users may be more concerned about performance, such as fuel consumption, because high rates of acceleration and deceleration occur due to heavy traffic on the way to and from work. In contrast, user types \( U_3 \) and \( U_4 \) may prefer comfortable and high configuration vehicles, even though the cost of these products is higher, because they often drive for a long time and a long distance. Different types of users have different demands for the performance and configuration of vehicle products. As such, enterprises should provide vehicle products with different performance to meet the diverse needs of users, and should conduct targeted marketing strategies for different user types.

Due to environment pollution and the energy shortage crisis, private electric cars and car-sharing electric vehicles have been widely promoted in China [41]. This study’s methods can help enterprises to understand the driving behavior of users, to design the appropriate range of electric vehicles to meet the needs of users. This can also help the government develop targeted electric vehicle policies to boost the spread of electric vehicles and car-sharing electric vehicles.

Our analysis results indicate that user types \( U_1 \) and \( U_2 \) are mainly characterized as users who drive at low speeds and over short distances. Enterprises can offer electric cars with small driving ranges to reduce their commuting cost. In contrast, user types \( U_3 \) and \( U_4 \) may need electric vehicles that can drive long distance; and generally, the mileage of most electric vehicles on the market can meet most of these driving demands. Enterprises should popularize these electric vehicles with users, to improve their confidence in the mileage of electric vehicles. At the same time, government can improve public charging infrastructure to allow users to charge their cars more conveniently.

The results of this study can also help transport departments develop transport strategies. The results of the driving time characteristics indicate that the peak hours of the driving times are between 7:00–9:00 in the morning and 17:00–20:00 in the afternoon. At the same time, traffic control can be conducted according to users’ driving time characteristics, to reduce traffic jams and traffic pressure. In addition, transport departments can optimize public transport systems and routes to motivate short-distance vehicle drivers to switch to public transport, to reduce environmental pollution and energy consumption.

6. Conclusions

This paper developed a two-stage hybrid user classification method to divide vehicle users into different types, and analyze the driving behavior of those types. This study analyzed real usage data about traditional cars provided by an automobile manufacturer in China. The first stage of the study methods involved time–mileage-series clustering and calculating the mean and standard deviation of DVMT of each user. Time–mileage-series clustering using K-means and DTW algorithm was conducted to identify the typical daily
time–mileage travel patterns (TMTP) of all users, while the mean and standard deviation was used to determine travel demands. The second stage of the study methods involved user clustering based on the proportion series \( U_{IP_u} \) of each user and the mean and standard deviation of DVMT (TCDD). After the two-stage hybrid user classification method, four user types were generated. Then, the three-parameter log-normal distribution was used to fit the DVMT distribution of these user types.

A comparative analysis was made to demonstrate the reliability of our clustering method, by clustering the users using the mean and standard deviation of DVMT and clustering using the proportion of each vehicle’s time series in the TMTP types. The comparative analysis shows that the two-stage hybrid user classification method is better than the clustering method with the mean and standard deviation, as well as the clustering method with the proportion of each vehicle’s time series in the TMTP types. The new study approach most effectively distinguishes the driving behavior of different users, the mean and standard deviation distributions of user types, and the distributions of daily travel patterns.

Like most of the studies, this one has some limitations. First, the data set was relatively small, and only covers 9 months of driving. Second, we focused on the DVMT. This omits other factors, such as the driving distance of a single trip, the number of trips in one day, and the traffic conditions. Third, the driving data we used were for private vehicles; we did not analyze differences in driving behavior between private and business vehicle users. Due to data set limitations, we did not analyze the influence of different social demographics, such as city, gender, and age, on users’ driving behavior and the reasons for such influence. Further studies should extend the driving data set and apply this study’s methods using additional driving behavior factors. In addition, the different driving behaviors between private and business vehicle users and user types with different social demographics should be explored in further studies. Despite these limitations, this study expands the scope of research on traditional vehicle driving demands and driving patterns by providing a classification method that can combine the user’s daily driving patterns and travel demands. This makes the results more widely applicable compared to methods that only consider driving patterns or driving demands.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DVMT</td>
<td>Daily vehicle mileage traveled</td>
</tr>
<tr>
<td>TMTP</td>
<td>Time–mileage travel patterns</td>
</tr>
<tr>
<td>DTW</td>
<td>Dynamic Time Warping</td>
</tr>
<tr>
<td>TD</td>
<td>Time–mileage-series</td>
</tr>
<tr>
<td>PD</td>
<td>probability density</td>
</tr>
<tr>
<td>C</td>
<td>The set of typical TMTP</td>
</tr>
<tr>
<td>TCDD</td>
<td>The method of clustering based on driving time characteristics and driving demands of users</td>
</tr>
<tr>
<td>U</td>
<td>The user set clustering based on TCDD method</td>
</tr>
<tr>
<td>MS-cluster</td>
<td>Clustering with the mean and standard deviation</td>
</tr>
<tr>
<td>MD</td>
<td>The user set clustering based on MS-cluster method</td>
</tr>
<tr>
<td>TMTP-cluster</td>
<td>Clustering with the proportion of each vehicle’s time series in the TMTP types</td>
</tr>
<tr>
<td>P</td>
<td>The user set clustering based on TMTP-cluster method</td>
</tr>
</tbody>
</table>
Appendix A. The Appropriate Time Granularity

To identify the best time period granularity, three kinds of time durations are assessed (10 min, 20 min, 30 min) to observe the patterns in the time-series changes. Figure A1 shows that the daily vector is converted into time–mileage-series $TD$; 50 $TD$ series are randomly selected to determine the optimal granularity of the time period duration. The probability density (PD) at time $t_i$ refers to the value that is 10 times the ratio of the driving mileage at $t_i$ to the daily total driving mileage. The characteristics of the $TD$ series cannot be sufficiently distinguished at a time granularity of 10 min; thus, the typical daily driving patterns (TMTP) cannot be effectively explained. However, a 30 min time period duration is too large, missing smaller duration trips and inadequately reflecting the real user travel patterns. Figure A1 shows that a time period of 20 min performs better, with more interpretable $TD$ series results. Therefore, 20 min is selected as the recorded value.

![Figure A1. TD series of different time period durations.](image)
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