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Abstract: One of the most prominent statistical distributions is the Weibull distribution. The recent modifications in this distribution have enhanced its application but only in specific fields. To introduce a more generalized Weibull distribution, in this work beta exponentiated modified Weibull distribution is established. This distribution consolidate the exponential, skewed and symmetric shapes into one density. The proposed distribution also contains nineteen lifetime distributions as a special case, which shows the flexibility of the distribution. The statistical properties of the proposed model are derived and discussed, including reliability analysis and order statistics. The hazard function of the proposed distribution can have a unimodal, decreasing, bathtub, upside-down bathtub, and increasing shape that make it effective in reliability analysis. The parameters of the proposed model are evaluated by maximum likelihood and least squares estimation methods. The significance of the beta exponentiated modified Weibull distribution for modeling is illustrated by the study of real data. The numerical study indicates that the new proposed distribution gives better results than other comparable distributions.
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1. Introduction

Lifetime distributions have been used to model and analyze the lifetime data of numerous applied fields such as engineering and medicine as well as biological, physical, actuarial, and even social and financial sciences. Due to the variation in datasets of every field, the selection of the statistical distribution absolutely affects the quality of modeling and analyzing the data to obtain genuine results. Because of this, many statistical methodologies have been developed to obtain new probability distributions. Most of the methodologies just improve the existing standard probability distributions by adding new parameters to make them flexible enough to model the complex data precisely. However, in this era of complexity, there are many important fields where to model the data accurately, new, or the improvement of existing, probability distributions are required. This situation attracts researchers' attention to initiate new probability distributions for complex electronic and mechanical systems.

One of the most legendary lifetime distributions is the Weibull distribution, which was introduced by Swedish physicist Waloddi Weibull [1]. The use of the Weibull distribution has been observed in biology, chemistry, medicine, pharmacy, physics, engineering, geography, geology, meteorology, material science, quality control, insurance, and economics. For details, see [2]. Due to the extensive
use of the Weibull distribution, several extensions have been proposed in this distribution over
the last few decades, such as the new extended Weibull model known as the Marshal Olkin
Weibull distribution that was developed by [3]. They explored some of the mathematical properties,
including moments, reliability, order statistics, and Rényi entropy, of their extended model with
real data application. The generalization, known as the Kumaraswamy Weibull distribution was
introduced by [4] by exploring mathematical properties and providing two real datasets modeled by it.
The transmuted Weibull distribution was presented by [5] and the exponentiated Weibull distribution
derived by [6], with statistical properties and applications. Some other extensions and modifications
are developed by [7–12] for the Weibull distribution.

The well-known standard Weibull distribution has been considerably applied in modeling
numerous systems where the data exhibit decreasing, increasing, and exponential failure rates. One of
its generalizations is the exponentiated Weibull (EW) distribution introduced by [13], for which the
unimodal and bathtub-shaped failure rates and survival and reliability analyses were illustrated
by [14]. The three-parameter modified Weibull distribution was introduced by [15] and by adding an
exponent parameter to this distribution, [16] proposed the exponentiated modified Weibull distribution.
Beta generalization on the Weibull distribution and modified Weibull distributions have also been
discussed by many authors. The beta generalization has been applied to Weibull distributions by [7,17],
who introduced the beta modified Weibull distribution, while [18] developed a beta generalized
Weibull and [19] studied a beta transmuted Weibull distribution.

In this article, a new six-parameter \((\alpha, \beta, \gamma, \delta, \lambda, \theta)\) generalized distribution is introduced, namely
the beta exponentiated modified Weibull (BEMW) distribution, with the belief it will serve superiorly
in all areas where the Weibull distribution is applicable. Many distributions become the special
case of the proposed distribution such as the exponentiated modified Weibull distribution, the
EW distribution, the generalized Rayleigh distribution, the beta EW distribution, the beta Weibull
distribution, the Weibull distribution, the generalized linear failure rate distribution, the exponentiated
exponential distribution, the exponential distribution, the linear exponential distribution, and the
Rayleigh distribution. The new proposed distribution is a flexible distribution and able to play an
important role in reliability analyses as it can assume several different shapes of the hazard function.

The remainder of this article is planned as follows: Section 2 introduces a brief description of the
beta generalization (Beta-G) and the proposed BEMW distribution with their various special cases.
In this section, the probability density function (pdf) and cumulative distribution function (cdf) of the
BEMW distribution are also sketched for various parametric values. The expansion of the cdf and pdf
of the proposed density function is presented in Section 3. In Section 4, the statistical properties are
derived. Section 5 is related to order statistics of the proposed BEMW distribution. A reliability analysis
with some shapes of the hazard function are given in Section 6, and Section 7 explains parameter
estimation by maximum likelihood estimation (MLE) and least squares estimation (LSE) methods.
In Section 8, the proposed distribution is illustrated with a real dataset. Finally, the study is concluded
in Section 9.

2. Beta Exponentiated Modified Weibull Distribution

The class of Beta-G distributions is introduced by [20]. The cdf of the Beta-G distribution has the
following form:

\[
F(y) = I_{D(y)}(\alpha, \beta) = \frac{B_{D(y)}(\alpha, \beta)}{B(\alpha, \beta)},
\]

\[
F(y) = \frac{1}{B(\alpha, \beta)} \int_0^{D(y)} z^{\alpha-1}(1-z)^{\beta-1}dz; \quad \text{for } \alpha, \beta > 0,
\]

where \(D(y)\) denotes the cdf of the parent distribution, \(\alpha\) and \(\beta\) are the shape parameters, and its
role is to increase skewness and tail weight. The details about these two parameters are given in
Section 3. The $B_{D(y)}(\alpha, \beta)$ and $I_{D(y)}(\alpha, \beta)$ denote the incomplete beta function and incomplete beta ratio, respectively.

Let $d(y)$ be the pdf of the parent distribution. Then the pdf of the new Beta-G distribution can be obtained as

$$f(y) = \frac{1}{B(\alpha, \beta)} [D(y)]^{\alpha - 1} [1 - D(y)]^{\beta - 1} d(y).$$

(2)

The class of Beta-G distributions has received considerable attention from researchers; in particular, interested readers are referred to the work of Jones [21]. In fact, on the basis of the Beta-G distribution given in (1), Paranaiba [22] proposed a beta burr XII distribution, Nadarajah and Kotz [23] introduced a new generalized form of exponential model such as the beta exponential distribution, Cordeiro and Lemonte [24] developed a beta Laplace distribution, and Eugene et al. [20] studied the beta normal distribution. Akinsete et al. [25], Nadarajah and Kotz [26], Castellares et al. [27], Alshawarbeh [28], and Condino [29] developed beta Pareto, beta-Gumbel, beta lognormal, beta Cauchi distribution, and beta-Dagum distributions, respectively. There are many other studies that have applied the methodology of the Beta-G distribution and obtained more flexible distributions than their base distribution. Here, our interest is also to introduce the BEMW distribution using the generalization given in (1) and (2), taking the exponentiated modified Weibull (EMW) distribution as a base distribution. The EMW distribution has wide usage and the current generalization will be able to deal with more complex situations. For the EMW distribution with four parameters $(\gamma, \delta, \lambda, \theta)$, the cdf and pdf are given in (3) and (4), respectively.

$$D(y) = [1 - e^{-(\delta y + (\theta y)^{\lambda})}]^{\gamma},$$

(3)

$$d(y) = \gamma [\delta + \lambda \theta \lambda y^{\lambda - 1}] e^{-(\delta y + (\theta y)^{\lambda})} [1 - e^{-(\delta y + (\theta y)^{\lambda})}]^{\gamma - 1},$$

(4)

where $\delta$ and $\theta$ are scale, $\gamma$ and $\lambda$ are shape parameters, and $y, \gamma, \delta, \lambda, \theta > 0$. The cdf of the BEMW distribution is obtained by taking $D(y)$ given in (3) of the EMW distribution in (1), in the following form

$$F(y) = \frac{1}{B(\alpha, \beta)} \int_0^y z^{\alpha - 1} (1 - z)^{\beta - 1} dz; \quad y, \alpha, \beta, \gamma, \delta, \lambda, \theta > 0.$$  

(5)

The corresponding density function of the BEMW distribution can be obtained using (2)–(4) as

$$f(y) = \frac{\gamma \delta + \lambda \theta \lambda y^{\lambda - 1}}{B(\alpha, \beta)} e^{-(\delta y + (\theta y)^{\lambda})} [1 - e^{-(\delta y + (\theta y)^{\lambda})}]^{\alpha \gamma - 1} [1 - \{1 - e^{-(\delta y + (\theta y)^{\lambda})}\}]^{\beta - 1}.$$  

(6)

Some of the possible shapes with various values of the parameters of the BEMW distribution are demonstrated in Figure 1. It is observed that the pdf of BEMW distribution assumed the exponential, skewed to symmetric shape, depending on the values of the parameters.
2.1. Special Cases of the BEMW Distribution

Some special cases of the BEMW distribution are obtained by using specific values of parameters $\alpha, \beta, \gamma, \delta, \lambda,$ and $\theta$. The special cases of BEMW distribution are described as follows.

2.1.1. Beta Exponentiated Weibull (BEW) Distribution

Retaining all the other parameters and by substituting $\delta = 0$ in (6), the BEMW distribution reduces to the BEW distribution that was defined by Singla et al. [18] in the following form

$$f(y) = \frac{\gamma \lambda^\lambda y^{\lambda - 1}}{B(\alpha, \beta)} \left[1 - e^{-(\theta y)^\lambda}\right]^{\alpha - 1} \left[1 - \left(1 - e^{-(\theta y)^\lambda}\right) \gamma \right]^{\beta - 1} e^{-\left(\theta y\right)^\lambda}.$$  

If $\alpha = \beta = 1$ in addition to $\delta = 0$, then density in (6) reduces to an EW distribution, which is developed by Pal et al. [6], and if $\alpha = \beta = \gamma = 1$ with $\delta = 0$, (6) transforms into a simple two-parameter Weibull distribution (WD) (Wallodi Weibull [1]).

2.1.2. Beta Generalized Rayleigh (BGR) Distribution

Taking $\delta = 0$ and $\lambda = 2$, then the BEMW distribution in (6) converts to a BGR distribution, which is due to Cordeiro et al. [30]. The obtained pdf in the form of the BGR distribution is given by

$$f(y) = \frac{2\gamma \theta^2 y e^{-(\theta y)^2}}{B(\alpha, \beta)} \left[1 - e^{-(\theta y)^2}\right]^{\alpha - 1} \left[1 - \left(1 - e^{-(\theta y)^2}\right) \gamma \right]^{\beta - 1}.$$
If \( \alpha = \beta = 1 \) in addition to \( \delta = 0 \) and \( \lambda = 2 \), the BEMW distribution becomes the generalized Rayleigh (GR) distribution ([31]).

### 2.1.3. Beta Modified Weibull (BMW) Distribution

For \( \gamma = 1 \), the BMW distribution gets the following form

\[
 f(y) = \frac{\delta + \lambda \theta^\gamma y^{\lambda-1}}{B(\alpha, \beta)} e^{-\beta (\delta y + (\theta y)^\gamma)} \left[ 1 - e^{-(\delta y + (\theta y)^\gamma)} \right]^\alpha - 1,
\]

which is the density of the BMW distribution that was presented by Silva et al. [7]. Additionally, for \( \delta = 0 \) in the density of the BMW distribution given in (6), reduces to beta Weibull (BW) distribution, which was given by Famoye et al. [8]. Moreover, if \( \alpha = \beta = 1 \) is substituted in the BW distribution, then it approaches a classic Weibull distribution.

### 2.1.4. Beta Rayleigh (BR) Distribution

Replacing \( \gamma, \delta, \) and \( \lambda \) by 1, 0, and 2, respectively, then the BEMW distribution reduces to

\[
 f(y) = \frac{2\theta^2 y}{B(\alpha, \beta)} e^{-\beta (\theta y)^2} \left[ 1 - e^{-(\theta y)^2} \right]^{\alpha - 1},
\]

which is the density of the BR distribution discussed by Hughes and Borgman [32]. Furthermore, if \( \alpha = \beta = 1 \), it becomes a Rayleigh distribution (RD) (Lord Rayleigh, 1980).

### 2.1.5. Beta Exponentiated Exponential (BEE) Distribution

If \( \delta = 0 \) and \( \lambda = 1 \) in (6), this gives a BEE distribution, which is introduced by Souza et al. [33]. Its pdf is defined as

\[
 f(y) = \frac{\gamma \theta}{B(\alpha, \beta)} \left[ 1 - e^{-(\theta y)^\gamma} \right] \left[ 1 - (1 - e^{-(\theta y)^\gamma})^\gamma \right]^{\beta - 1} e^{-(\theta y)^\gamma}.
\]

If \( \alpha = \beta = 1 \) and \( \gamma = 1 \) in addition to \( \delta = 0 \) and \( \lambda = 1 \), it coincides with the exponentiated exponential (EE) and beta exponential (BE) distribution, respectively (Gupta and Kundu [34], Nadarajah and Kotz [23]). And if \( \alpha = \beta = \gamma = 1 \) and \( \lambda = 1 \), then the form becomes a simple exponential distribution (ED).

### 2.1.6. Beta Generalized Linear Failure Rate (BGLFR) distribution

For \( \lambda = 2 \), the proposed distribution in (6) reduces to a BGLFR distribution in the following form:

\[
 f(y) = \frac{\gamma [\delta + 2\theta^2 y] e^{- (\delta y + (\theta y)^2)} \left[ 1 - e^{-(\delta y + (\theta y)^2)^2} \right]^{\alpha \gamma - 1}}{B(\alpha, \beta)} \left[ 1 - e^{-(\delta y + (\theta y)^2)^2} \right]^{\beta - 1}.
\]

If \( \gamma = 1 \) and \( \alpha = \beta = 1 \) in addition to \( \lambda = 2 \), the BEMW distribution becomes the beta linear failure rate (BLFR) and the generalized linear failure rate (GLFR) distribution, respectively (see, Jafari and Mahmoudi [35] and Sarhan and Kundu [36]). Both of these densities reduce to a linear failure rate (LFR) distribution for \( \alpha = \beta = 1 \) and \( \gamma = 1 \), respectively.

### 2.1.7. Exponentiated Modified Weibull (EMW) Distribution

Introducing \( \alpha = \beta = 1 \) in (6), the density converts to the base distribution with the following pdf:

\[
 f(y) = \gamma [\delta + \lambda \theta^\gamma y^{\lambda-1}] e^{- (\delta y + (\theta y)^\gamma)} \left[ 1 - e^{-(\delta y + (\theta y)^\gamma)} \right]^{\gamma - 1}.
\]
If $\gamma = 1$ in addition to $\alpha = \beta = 1$, (6) transforms into a modified Weibull (MW) distribution, which is suggested by Sarhan and Zaindin [37]. All of the nineteen special cases of the BEWM distribution are comprehensively presented in Figure 2. These special cases show that the introduced distribution has great importance in reliability engineering and failure rate analysis.

Figure 2. Special cases of the beta exponentiated modified Weibull (BEMW) distribution. (In figure, D stands for the ‘distribution’).

3. Expansion of the Probability Distribution and Density Function

The $cd\,f$ and $pd\,f$ of the BEMW distribution in (5) and (6) are in a complicated form and not readily usable for the derivation of the properties. We provide two forms of $cd\,f$ of the BEMW distribution for two situations, when $\beta > 0$ is a real non–integer or integer. When we have $\beta > 0$ and a real non–integer, we have following relationship:

$$
(1 - z)^{\beta - 1} = \sum_{j=0}^{\infty} \frac{(-1)^j \Gamma(\beta)}{\Gamma(j - \beta) \Gamma(j + 1)} z^j,
$$

the

$$
\omega_j = \frac{(-1)^j \Gamma(\alpha + \beta)}{\Gamma(j - \beta) \Gamma(j + 1) \Gamma(\alpha) (\alpha + j)}
$$

being a simple weight. Using the above expansion (7) in the $cd\,f$ of the BEMW distribution given in (5) as

$$
F(y) = \frac{1}{B(\alpha, \beta)} \int_0^y z^{\alpha - 1}(1 - z)^{\beta - 1} dz,
$$
then

\[ F(y) = \frac{1}{B(\alpha, \beta)} \int_0^z \frac{[1-e^{-(\delta y + (\theta y)^j)}]^\gamma}{\Gamma(\beta - j) \Gamma(j + 1)} z^{\alpha-1} \sum_{j=0}^{\infty} \frac{(-1)^{\beta} \Gamma(\beta)}{\Gamma(\beta - j) \Gamma(j + 1)} z^{j/dz}. \]

The more simple form is given by

\[ F(y) = \frac{1}{B(\alpha, \beta)} \sum_{j=0}^{\infty} \frac{(-1)^{\beta} \Gamma(\beta)}{\Gamma(\beta - j) \Gamma(j + 1)} \left[ 1 - e^{-(\delta y + (\theta y)^j)} \right]^{(a+j)\gamma}, \]

and denoted by

\[ F(y) = \sum_{j=0}^{\infty} \omega_j D_{(a+j)\gamma, \lambda, \theta}(y), \quad (9) \]

where \( D_{(a+j)\gamma, \lambda, \theta}(y) = \left[ 1 - e^{-(\delta y + (\theta y)^j)} \right]^{(a+j)\gamma} \) is the \( cdf \) of the EMW distribution having shape parameters \((a+j)\gamma, \lambda, \theta\), scale parameter \( \theta \), and \( \omega_j \) is the weight. The corresponding \( pdf \) given in (6) is simplified in the following form

\[ f(y) = \frac{\gamma [\delta + \lambda \theta^j y^{\lambda-1}]}{B(\alpha, \beta)} e^{-(\delta y + (\theta y)^j)} \sum_{j=0}^{\infty} \frac{(-1)^{\beta} \Gamma(\beta)}{\Gamma(\beta - j) \Gamma(j + 1)} \left[ 1 - e^{-(\delta y + (\theta y)^j)} \right]^{(a+j)\gamma-1}. \]

Then

\[ f(y) = \left[ \delta + \lambda \theta^j y^{\lambda-1} \right] e^{-(\delta y + (\theta y)^j)} \sum_{j=0}^{\infty} \frac{(-1)^{\beta} \Gamma(\alpha + \beta)}{\Gamma(\beta - j) \Gamma(j + 1)} \frac{\gamma}{\Gamma(\alpha)} \left[ 1 - e^{-(\delta y + (\theta y)^j)} \right]^{(a+j)\gamma-1} \]

and can be written in the form of the \( pdf \) of the EMW distribution as below:

\[ f(y) = \sum_{j=0}^{\infty} \omega_j D_{(a+j)\gamma, \lambda, \theta}(y). \quad (10) \]

The \( pdf \) of the BEMW distribution can also be expressed in terms of the \( cdf \) of the EMW distribution with some weights as

\[ f(y) = \frac{\gamma [\delta + \lambda \theta^j y^{\lambda-1}]}{B(\alpha, \beta)} e^{-(\delta y + (\theta y)^j)} D_{\alpha \gamma - 1, \delta, \lambda, \theta}(y) \sum_{j=0}^{\infty} \frac{(-1)^{\beta} \Gamma(\beta)}{\Gamma(\beta - j) \Gamma(j + 1)} D_{\gamma j, \delta, \lambda, \theta}(y). \quad (11) \]

\( D_{\alpha \gamma - 1, \delta, \lambda, \theta}(y) \) and \( D_{\gamma j, \delta, \lambda, \theta}(y) \) are the \( cdf \) of the EMW distribution having shape parameters \( \alpha \gamma - 1, \gamma j, \lambda, \theta \) and scale parameter \( \theta \). Secondly, if \( \beta \) is an integer and \( \beta > 0 \), then index \( j \) in (7) stops at \( \beta - 1 \), as a binomial expansion. Then the \( cdf \) in (9) can be written as

\[ F(y) = \sum_{j=0}^{\beta - 1} \omega_j D_{(a+j)\gamma, \lambda, \theta}(y). \]

**Proof.** See Cordeiro and Nadarajah [38]. \( \square \)

4. **Statistical Properties**

In this section, some statistical properties of the proposed distribution are derived, such as \( r \)th moment, moment generating function (mgf), order statistics, and reliability analysis.
Moments

In this section, the moments of the BEMW distribution are derived using the well-developed procedure.

**Theorem 1.** If $Y$ has the BEMW $(\alpha, \beta, \gamma, \delta, \lambda, \theta)$ distribution with the pdf given in (6), then the $r$th non-central moment, say $E(Y^r)$, is obtained by

$$
\mu'_r = E(Y^r) = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \omega_{i,j,k,m} \left[ \frac{\delta \Gamma (r + \lambda m + 1)}{(\delta (i + k + 1))^r + \lambda m + 1} + \lambda \theta^r \frac{\Gamma (r + \lambda m + \lambda) \lambda m + \lambda}{(\delta (i + k + 1))^r + \lambda m + \lambda} \right].
$$

(12)

**Proof.** In general, the $r$th non-central moment is defined as

$$
\mu'_r = \int y^r f(y) dy.
$$

Specifically, the above equality for the BEMW distribution with the pdf (6) is given by

$$
\mu'_r = \int_0^\infty y^r \frac{\gamma \delta + y \lambda \beta y^\gamma - 1}{B(\alpha, \beta)} e^{-y(\delta + (\theta \delta)^\gamma)} \left[ 1 - e^{-y(\delta + (\theta \delta)^\gamma)} \right]^{\alpha + 1} \left[ 1 - y e^{-y(\delta + (\theta \delta)^\gamma)} \right]^{\gamma - 1} dy.
$$

Using the binomial expansion and simplifying the above equality obtains the following form:

$$
\mu'_r = \frac{\gamma \delta - \lambda \beta y^{\gamma - 1} \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \omega_{i,j,k,m} \left( \delta \int_0^\infty y^r \frac{e^{-y(\delta + (\theta \delta)^\gamma)}}{y^\lambda + \lambda \theta m + \lambda} dy + \lambda \theta^r \int_0^\infty y^r \frac{\lambda m + \lambda - \theta^r \delta \int_0^\infty y^r e^{-y(\delta + (\theta \delta)^\gamma)} dy}{y^\lambda + \lambda \theta m + \lambda} dy \right) }{B(\alpha, \beta)}.
$$

(13)

The expression in (13), $e^{-\theta^r (i + k + 1)y^\lambda}$, can be written as

$$
e^{-\theta^r (i + k + 1)y^\lambda} = \sum_{m=0}^{\infty} \frac{(-\theta^r (i + k + 1)y^\lambda)^m}{m!}.
$$

(14)

Now, the substitution of (14) in (13) yields

$$
\mu'_r = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \omega_{i,j,k,m} \left[ \delta \int_0^\infty y^r \frac{e^{-y(\delta + (\theta \delta)^\gamma)}}{y^\lambda + \lambda \theta m + \lambda} dy + \lambda \theta^r \int_0^\infty y^r \frac{\lambda m + \lambda - \theta^r \delta \int_0^\infty y^r e^{-y(\delta + (\theta \delta)^\gamma)} dy}{y^\lambda + \lambda \theta m + \lambda} dy \right],
$$

(15)

where

$$
\omega_{i,j,k,m} = \frac{\gamma \delta - \lambda \beta y^{\gamma - 1} \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \left( \alpha + 1 \right) \left( \beta - 1 \right) \left( \gamma - 1 \right) \left( \theta^r (i + k + 1)^m \right) }{B(\alpha, \beta) \left( \alpha + 1 \right) \left( \beta - 1 \right) \left( \gamma - 1 \right) \left( \theta^r (i + k + 1)^m \right) }.
$$

Computing the integrals in (15) by Gamma function, then the $r$th non-central moment is obtained as given in (12), which leads to the completion of the theorem. \(\square\)

Now, assuming $r = 1, 2, 3, 4$ in (12) one can obtain the first four non-central moments, those further provide the mean, variance, skewness and kurtosis by considering the usual relationships of the moments.

**Theorem 2.** If $Y$ has the BEMW $(\alpha, \beta, \gamma, \delta, \lambda, \theta)$ distribution with the pdf given in (6), then the mgf of $Y$ has the following form:

$$
M_Y(t) = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \omega_{i,j,k,m} \left[ \delta \int_0^\infty \frac{\lambda m + 1}{(\delta (i + k + 1) - t)^{\lambda m + 1}} + \lambda \theta^r \frac{\Gamma (\lambda m + \lambda) \lambda m + \lambda}{(\delta (i + k + 1) - t)^{\lambda m + \lambda}} \right].
$$

(16)
Proof. In general, the mgf of \( Y \) is defined as

$$M_Y(t) = E(e^{ty}) = \int_0^{\infty} e^{ty} f(y) dy.$$  \hfill (17)

The pdf in (6) is utilized in (17) and obtains the following form:

$$M_Y(t) = \int_0^{\infty} e^{ty} \frac{\gamma [\delta + \lambda \theta^k y^{\lambda-1}]}{B(\alpha, \beta)} e^{-\left(\delta y + (\theta y)^{\lambda}\right)} \left[1 - e^{-\left(\delta y + (\theta y)^{\lambda}\right)}\right]^{\alpha y - 1} \left[1 - \left(1 - e^{-\left(\delta y + (\theta y)^{\lambda}\right)}\right)\right]^{\gamma} e^{-\left(\delta y + (\theta y)^{\lambda}\right)} dy.$$  \hfill (18)

Considering the binomial expansion and substantial simplification, thus we obtain the above expression in the following form:

$$M_Y(t) = \frac{\gamma}{B(\alpha, \beta)} \sum_{i=0}^{\alpha y - 1} \sum_{j=0}^{\beta - 1} \sum_{k=0}^{\gamma} \omega_{i,j,k,m} \left[\int_0^{\infty} y^{\lambda} e^{-\left(\delta y + (\theta y)^{\lambda}\right)} \left[1 - e^{-\left(\delta y + (\theta y)^{\lambda}\right)}\right]^{\alpha y - 1} \left[1 - \left(1 - e^{-\left(\delta y + (\theta y)^{\lambda}\right)}\right)\right]^{\gamma} e^{-\left(\delta y + (\theta y)^{\lambda}\right)} dy\right]^{i+j+k}.$$  \hfill (19)

From (14), we have (18) as given by

$$M_Y(t) = \sum_{i=0}^{\alpha y - 1} \sum_{j=0}^{\beta - 1} \sum_{k=0}^{\gamma} \omega_{i,j,k,m} \left[\int_0^{\infty} y^{\lambda} e^{-\left(\delta y + (\theta y)^{\lambda}\right)} \left[1 - e^{-\left(\delta y + (\theta y)^{\lambda}\right)}\right]^{\alpha y - 1} \left[1 - \left(1 - e^{-\left(\delta y + (\theta y)^{\lambda}\right)}\right)\right]^{\gamma} e^{-\left(\delta y + (\theta y)^{\lambda}\right)} dy\right]^{i+j+k}.$$  \hfill (19)

where

$$\omega_{i,j,k,m} = \frac{\gamma}{B(\alpha, \beta)} \left[\int_0^{\infty} y^{\lambda} e^{-\left(\delta y + (\theta y)^{\lambda}\right)} \left[1 - e^{-\left(\delta y + (\theta y)^{\lambda}\right)}\right]^{\alpha y - 1} \left[1 - \left(1 - e^{-\left(\delta y + (\theta y)^{\lambda}\right)}\right)\right]^{\gamma} e^{-\left(\delta y + (\theta y)^{\lambda}\right)} dy\right]^{i+j+k+m}.$$  \hfill (19)

The proof is completed by solving the integrals in (19) by Gamma function and leads to the final expression of the mgf that is given in (16).

5. Order Statistics of the Beta Exponentiated Modified Weibull Distribution

Order statistics is a very important statistical dimension that deals with the order data. It is defined as, if \( Y_1, Y_2, Y_3, \ldots, Y_n \) are the independent random variables following a BEMW distribution of size \( n \) and if we arrange these variables in ascending order as \( Y_{(1)} \leq Y_{(2)} \leq \ldots \leq Y_{(n)} \), then the variables \( Y_{(1)}, Y_{(2)}, \ldots, Y_{(n)} \) are ordered statistics of random variables. Order statistics have many applications in survival, reliability, and failure analysis, and it is a natural way to perform a reliability analysis of a system. The density function of \( r \)th order statistics of the BEMW distribution can be found with the pdf and cdf given in (6) and (5), respectively.

$$f_{(r)}(y) = \frac{\gamma [\delta + \lambda \theta^k y^{\lambda-1}]}{B(r, n - r + 1) B(\alpha, \beta)} e^{-\left(\delta y + (\theta y)^{\lambda}\right)} \left[1 - e^{-\left(\delta y + (\theta y)^{\lambda}\right)}\right]^{n-r-1} - 1 \left(1 - e^{-\left(\delta y + (\theta y)^{\lambda}\right)}\right)\right]^{\gamma} \left[\sum_{j=0}^{r-1} \omega_{j} D_{(a+j)} \right]^{n-r} - 1 \left[1 - \left(1 - e^{-\left(\delta y + (\theta y)^{\lambda}\right)}\right)\right]^{\gamma} \left[\sum_{j=0}^{r-1} \omega_{j} D_{(a+j)}\right]^{n-r}.$$  \hfill (19)

In terms of the cdf of the EMW distribution with some weights, the above expression gets the following form:

$$f_{(r)}(y) = \frac{\gamma [\delta + \lambda \theta^k y^{\lambda-1}]}{B(r, n - r + 1) B(\alpha, \beta)} e^{-\left(\delta y + (\theta y)^{\lambda}\right)} \left[\sum_{j=0}^{r-1} \omega_{j} D_{(a+j)}\right]^{n-r} - 1 \left[1 - \left(1 - e^{-\left(\delta y + (\theta y)^{\lambda}\right)}\right)\right]^{\gamma} \left[\sum_{j=0}^{r-1} \omega_{j} D_{(a+j)}\right]^{n-r}.$$  \hfill (19)
The density function of smallest and largest order statistics are obtained by setting \( r = 1 \) and \( r = n \), respectively in (20). The density function of smallest order statistics of BEMW distribution can be written as

\[
f_{(1)}(y(1)) = \frac{n\gamma \beta \lambda^{\gamma+1} y^{\beta-1}}{B(\alpha, \beta)} e^{-(\delta y + (\theta y)^\lambda)} \sum_{i=0}^{\beta-1} \sum_{k=0}^{n-1} \left( \frac{\beta - 1}{i} \right) \left( \frac{n - 1}{k} \right) (-1)^{i+k} \sum_{j=0}^{\beta-1} \omega_j D_{(a+i)\gamma, \delta, \lambda, \beta}(y) \left[ \sum_{j=0}^{\beta-1} \omega_j D_{(a+j)\gamma, \delta, \lambda, \beta}(y) \right]^k.
\]

The density function of the largest order statistics of the BEMW distribution can be written as

\[
f_{(n)}(y(n)) = \frac{n\gamma \beta \lambda^{\gamma+1} y^{\beta-1}}{B(\alpha, \beta)} e^{-(\delta y + (\theta y)^\lambda)} \sum_{i=0}^{\beta-1} \sum_{k=0}^{n-1} \left( \frac{\beta - 1}{i} \right) \left( \frac{n - 1}{k} \right) (-1)^{i+k} \sum_{j=0}^{\beta-1} \omega_j D_{(a+i)\gamma, \delta, \lambda, \beta}(y) \left[ \sum_{j=0}^{\beta-1} \omega_j D_{(a+j)\gamma, \delta, \lambda, \beta}(y) \right]^{n-1}.
\]

6. Reliability Analysis

Reliability analysis is a procedure to quantitatively assess the mature product at every stage of its life cycle. Almost every product in engineering requires reliability analysis to get the customers’ trust. In reliability analysis, the survival function and hazard rate function are very important and discussed in the following subsections.

6.1. Survival Function

The survival function provides the probability of a product surviving for a specific time. The survival function is derived using the usual expression as

\[
F(y) = P(Y > y) = \int_y^{\infty} f(y) dy = 1 - F(y) = I_{[1-D(y)]}(\beta, \alpha).
\]

Let the \( cdf \) of the BEMW distribution be substituted in (23) to obtain the survival function of this distribution as

\[
F(y) = \frac{1}{B(\beta, \alpha)} \sum_{j=0}^{\beta-1} \sum_{k=0}^{n-1} \left( \sum_{i=0}^{\beta-1} \omega_j D_{(a+i)\gamma, \delta, \lambda, \beta}(y) \left[ \sum_{j=0}^{\beta-1} \omega_j D_{(a+j)\gamma, \delta, \lambda, \beta}(y) \right]^{n-1} \right)^{\beta+j}.
\]

6.2. Hazard Function

The hazard function of the BEMW distribution can be obtained by using (5) and (6) in the following well-known expression and obtains the following:

\[
h(y) = \frac{h(y)}{F(y)},
\]

\[
h(y) = \frac{\gamma \beta \lambda^{\gamma+1} y^{\beta-1}}{B(\alpha, \beta) I_{[1-D(y)]}(\beta, \alpha)} e^{-(\delta y + (\theta y)^\lambda)} \left[ 1 - e^{-\left(\delta y + (\theta y)^\lambda\right)} \right] \left[ 1 - \left( 1 - e^{-\left(\delta y + (\theta y)^\lambda\right)} \right)^\gamma \right]^{\beta-1}.
\]

In Figure 3, the possible shapes of the hazard function of the BEMW distribution are sketched for various parametric values. As the BEMW model is most flexible, it can accommodate possible forms of the hazard function such as (i) decreasing, (ii) bathtub (decreasing–stable–increasing), (iii) upside-down bathtub (increasing–decreasing), (iv) stable and increasing, and (v) unimodal.
with a vector of parameters \( \delta \).

Then, the components of the unit score vector \( U \) follow the form:

\[
\begin{align*}
\partial l \partial \alpha &= \psi(\alpha + \beta) - \psi(\alpha) + \gamma \log \left[ 1 - e^{-((\delta y + \theta y)^\lambda)} \right], \\
\partial l \partial \beta &= \psi(\alpha + \beta) - \psi(\beta) + \log \left[ 1 - e^{-((\delta y + \theta y)^\lambda)} \right]^\gamma, \\
\partial l \partial \gamma &= \frac{1}{\gamma} + a \log \left[ 1 - e^{-((\delta y + \theta y)^\lambda)} \right] - \frac{(\beta - 1) \left( 1 - e^{-((\delta y + \theta y)^\lambda)} \right)^\gamma \log \left[ 1 - e^{-((\delta y + \theta y)^\lambda)} \right]}{\left[ 1 - e^{-((\delta y + \theta y)^\lambda)} \right]^\gamma}, \\
\partial l \partial \delta &= \frac{1}{\left[ \delta + \lambda \theta y \lambda^{-1} \right]} - y + \frac{(\alpha - 1) y e^{-((\delta y + \theta y)^\lambda)}}{1 - e^{-((\delta y + \theta y)^\lambda)}} - \frac{(\beta - 1) \gamma y e^{-((\delta y + \theta y)^\lambda)} \left[ 1 - e^{-((\delta y + \theta y)^\lambda)} \right]}{1 - e^{-((\delta y + \theta y)^\lambda)}}, \\
\partial l \partial \lambda &= \frac{\theta^\lambda \lambda^{-1} \left[ 1 + \lambda \log(\theta) + \lambda \log(y) \right]}{\left[ \delta + \lambda \theta y \lambda^{-1} \right]} - (\theta y)^\lambda \log(\theta y) + \frac{(\alpha - 1) (\theta y)^\lambda \log(\theta y) e^{-((\delta y + \theta y)^\lambda)}}{1 - e^{-((\delta y + \theta y)^\lambda)}}.
\end{align*}
\]

Figure 3. The various shapes of the hazard function of the BEMW distribution.

7. Parameter Estimation

The interest in this section is to estimate the parameters of the BEMW distribution through maximum likelihood estimation and least squares estimation.

7.1. Maximum Likelihood Estimation

Let \( Y_1, Y_2, ..., Y_n \) be the independent random variables following a BEMW distribution of size \( n \) with a vector of parameters \( \delta = [\alpha, \beta, \gamma, \delta, \lambda, \theta]^T \).

Then, the log likelihood function is obtained in the following form:

\[
\begin{align*}
l(\alpha, \beta, \gamma, \delta, \lambda, \theta) &= \log \gamma + \log(\delta + \lambda \theta y \lambda^{-1}) - (\delta y + (\theta y)^\lambda) - \log B(\alpha, \beta) \\
&\quad + (\alpha \gamma - 1) \log \left[ 1 - e^{-((\delta y + \theta y)^\lambda)} \right] + (\beta - 1) \log \left[ 1 - \left( 1 - e^{-((\delta y + \theta y)^\lambda)} \right)^\gamma \right].
\end{align*}
\]

(26)

Let the logarithmic derivative of the gamma function be the digamma function \( \psi(.) \).

Then, the components of the unit score vector \( U = \left[ \frac{\partial l}{\partial \alpha}, \frac{\partial l}{\partial \beta}, \frac{\partial l}{\partial \gamma}, \frac{\partial l}{\partial \delta}, \frac{\partial l}{\partial \lambda} \right]^T \) can be written as

\[
\begin{align*}
\frac{\partial l}{\partial \alpha} &= \psi(\alpha + \beta) - \psi(\alpha) + \gamma \log \left[ 1 - e^{-((\delta y + \theta y)^\lambda)} \right], \\
\frac{\partial l}{\partial \beta} &= \psi(\alpha + \beta) - \psi(\beta) + \log \left[ 1 - e^{-((\delta y + \theta y)^\lambda)} \right]^\gamma, \\
\frac{\partial l}{\partial \gamma} &= \frac{1}{\gamma} + a \log \left[ 1 - e^{-((\delta y + \theta y)^\lambda)} \right] - \frac{(\beta - 1) \left( 1 - e^{-((\delta y + \theta y)^\lambda)} \right)^\gamma \log \left[ 1 - e^{-((\delta y + \theta y)^\lambda)} \right]}{\left[ 1 - e^{-((\delta y + \theta y)^\lambda)} \right]^\gamma}, \\
\frac{\partial l}{\partial \delta} &= \frac{1}{\left[ \delta + \lambda \theta y \lambda^{-1} \right]} - y + \frac{(\alpha - 1) y e^{-((\delta y + \theta y)^\lambda)}}{1 - e^{-((\delta y + \theta y)^\lambda)}} - \frac{(\beta - 1) \gamma y e^{-((\delta y + \theta y)^\lambda)} \left[ 1 - e^{-((\delta y + \theta y)^\lambda)} \right]}{1 - e^{-((\delta y + \theta y)^\lambda)}}, \\
\frac{\partial l}{\partial \lambda} &= \frac{\theta^\lambda \lambda^{-1} \left[ 1 + \lambda \log(\theta) + \lambda \log(y) \right]}{\left[ \delta + \lambda \theta y \lambda^{-1} \right]} - (\theta y)^\lambda \log(\theta y) + \frac{(\alpha - 1) (\theta y)^\lambda \log(\theta y) e^{-((\delta y + \theta y)^\lambda)}}{1 - e^{-((\delta y + \theta y)^\lambda)}}.
\end{align*}
\]
The Hessian matrix is used to find the information matrix, and then the inverse of the information proposed distribution and the EMW, MW, and exponential distributions. The comparison of these various types of such data. Therefore, besides some such distributions, the proposed flexible (BEMW) distribution is fitted on failure data to determine a more accurate distribution among them. The failure dataset is about the time-to-failure (103 h) of the turbocharger of one type of engine, reported by [39].

The least squares estimation (LSE) can be obtained by minimizing the following expression:

$$- \frac{\gamma(\beta - 1)\lambda y^\lambda \log(y) e^{-(\beta y+\theta y)^\lambda}}{\left(1 - (1 - e^{-((\beta y+\theta y)^\lambda)})^\gamma\right)^{-1}}$$

and

$$\frac{\partial l}{\partial \theta} = \frac{\lambda^2 y^\lambda \theta^{\lambda - 1}}{\left[\delta + \lambda y^\lambda y^{\delta - 1}\right] - \lambda y^\lambda \theta^{\lambda - 1} + \frac{(\alpha \gamma - 1)e^{-(\beta y+\theta y)^\lambda})\lambda y^\lambda \theta^{\lambda - 1}}{\left(1 - e^{-((\beta y+\theta y)^\lambda)})^\gamma\right)^{-1}} - \frac{\gamma(\beta - 1)\lambda y^\lambda \theta^{\lambda - 1} e^{-(\beta y+\theta y)^\lambda})\left(1 - e^{-((\beta y+\theta y)^\lambda)})^\gamma\right)^{-1}}{\left(1 - (1 - e^{-((\beta y+\theta y)^\lambda)})^\gamma\right)^{-1}}.$$

The total log likelihood for n sample size is in the form of

$$l_n(\delta) = \sum_{i=0}^{n} l^{(i)}(\delta),$$

where $l^{(i)}(\delta)$ is the log-likelihood for the $i$th observation. The total score function can also be written in the form of

$$U_n(\delta) = \sum_{i=0}^{n} l^{(i)}(\delta).$$

Then the maximum likelihood estimator for $\hat{\delta}$ can be derived from the above non-linear equations by setting $U_n = 0$. Even the closed-form estimators are not possible to obtain due to the nonlinearity in the system of equations. In this situation, the Newton Raphson numerical solution algorithm is employed to obtain the estimates of the parameters by solving the above six nonlinear equations simultaneously. The Newton Raphson approach also produces the Hessian matrix. The Hessian matrix is used to find the information matrix, and then the inverse of the information matrix produces the variance and co-variances, which are used to compute the hypothesis testing and confidence intervals.

7.2. Least Squares Estimation

Let $Y_1, Y_2, Y_3, \ldots, Y_n$ be the independent random variables following a BEMW distribution of size n with its $cdf$, $F(y)$, and suppose $Y_i$ denotes the ordered sample where $i = 1, 2, 3, \ldots n$. For sample size n, we have ranked as

$$E[F(Y_i)] = \frac{i}{n + 1}.$$

The least squares estimation (LSE) can be obtained by minimizing the following expression:

$$Q(\alpha, \beta, \gamma, \delta, \lambda, \theta) = \sum_{i=0}^{n} \left(F(y_i) - \frac{i}{n + 1}\right)^2.$$

Now, specifically using the $cdf$ of the BEMW distribution, the above expression can be written as

$$Q(\alpha, \beta, \gamma, \delta, \lambda, \theta) = \sum_{i=0}^{n} \left(\sum_{j=0}^{\beta - 1} \omega_j D_{(\alpha + j)\gamma, \delta, \lambda, \theta}(y) - \frac{i}{n + 1}\right)^2.$$

To obtain the parameter estimates, the above expression may be differentiated with respect to $\alpha$, $\beta$, $\gamma$, $\delta$, $\lambda$, and $\theta$.

8. Application

The Weibull distribution and modified Weibull distribution are popular for survival and failure data analysis, but it is necessary to establish a quite flexible distribution for the analysis of the various types of such data. Therefore, besides some such distributions, the proposed flexible (BEMW) distribution is fitted on failure data to determine a more accurate distribution among them. The failure dataset is about the time-to-failure (103 h) of the turbocharger of one type of engine, reported by [39] and containing 40 observations. The summary statistics of the dataset are given in Table 1.

Using the time-to-failure of the turbocharger of an engine dataset, we evaluated the fitting of the proposed distribution and the EMW, MW, and exponential distributions. The comparison of these
distributions is assessed by using three criteria such as the Akaike information criterion (AIC), Bayesian information criterion (BIC), and the Akaike information criterion corrected (AICc). The mathematical expression of these measures is as follows:

\[ AIC = 2p - 2L, \]

\[ BIC = 2L + p \log(n), \]

and

\[ AICc = AIC + \frac{2p(p+1)}{n-p-1}, \]

where \( p \) is the number of parameters in any distribution, and \( n \) is the sample size. The estimates of parameters are obtained by using maximum likelihood and least squares estimation methods, and the best-fitted distributions have the smaller values of the AIC, BIC, and AICc. The results in Table 2 provide MLEs, standard errors, and goodness-of-fits of the BEMW distribution as well as other models. The results in Table 3 provide LSEs, standard errors, and goodness-of-fits of the BEMW distribution as well as other models. The results reported in Tables 2 and 3 indicate that the BEMW distribution is better than the EMW, MW, and exponential distributions. It is observed that the results of LSE are better than the MLE according to the goodness-of-fit measures. Additionally, standard errors of estimates of the LSE are smaller than those of MLE. The results of MLE are not reliable here as in case of large numbers of parameters, the MLE become unstable and a convergence issue arises. It is heavily biased for small samples and sensitive to the choice of starting values. For more details, see [40].

### Table 1. Summary statistics of data on the time-to-failure (103 h) of a turbocharger.

<table>
<thead>
<tr>
<th>Length</th>
<th>Average</th>
<th>Minimum</th>
<th>Maximum</th>
<th>( Q_1 )</th>
<th>Median</th>
<th>( Q_3 )</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>6.2525</td>
<td>1.6</td>
<td>9.0</td>
<td>5.075</td>
<td>6.50</td>
<td>7.825</td>
<td>1.95553</td>
</tr>
</tbody>
</table>

### Table 2. Maximum likelihood estimates with standard errors and distribution selection measures for the time-to-failure of the turbocharger data.

<table>
<thead>
<tr>
<th>Model</th>
<th>( \hat{\alpha} )</th>
<th>( \hat{\beta} )</th>
<th>( \hat{\gamma} )</th>
<th>( \hat{\delta} )</th>
<th>( \hat{\lambda} )</th>
<th>( \hat{\theta} )</th>
<th>AIC</th>
<th>BIC</th>
<th>AICc</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEMWD</td>
<td>2.6629 (0.5594)</td>
<td>0.9664 (2.0912)</td>
<td>2.9256 (0.5068)</td>
<td>0.2769 (7.7832)</td>
<td>1.6231 (37.7734)</td>
<td>0.3785 (23.1998)</td>
<td>24.99</td>
<td>35.13</td>
<td>27.54</td>
</tr>
<tr>
<td>EMWD</td>
<td>-</td>
<td>-</td>
<td>26.9086 (0.0916)</td>
<td>7.6903 \times 10^{-7} (15.0308)</td>
<td>15.1406 (0.5086)</td>
<td>0.01399 (742.7817)</td>
<td>28.69</td>
<td>35.44</td>
<td>29.83</td>
</tr>
<tr>
<td>MWD</td>
<td>-</td>
<td>-</td>
<td>0.1895 (7.3718)</td>
<td>0.2810 (3.3962)</td>
<td>4.0529 \times 10^{-6} (2275.03)</td>
<td>34.34</td>
<td>39.41</td>
<td>35.01</td>
<td></td>
</tr>
<tr>
<td>ED</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.1817 (8.0248)</td>
<td>30.56</td>
<td>32.25</td>
<td>30.66</td>
</tr>
</tbody>
</table>

### Table 3. Least squares (LS) estimates with the standard errors and distribution selection measures for the time-to-failure of the turbocharger data.

<table>
<thead>
<tr>
<th>Model</th>
<th>( \hat{\alpha} )</th>
<th>( \hat{\beta} )</th>
<th>( \hat{\gamma} )</th>
<th>( \hat{\delta} )</th>
<th>( \hat{\lambda} )</th>
<th>( \hat{\theta} )</th>
<th>AIC</th>
<th>BIC</th>
<th>AICc</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEMWD</td>
<td>1.4268 (3.7841)</td>
<td>1.3079 (0.3475)</td>
<td>1.500 (0.0003)</td>
<td>0.9999 (0.0019)</td>
<td>1.9999 (0.0119)</td>
<td>1.8999 (0.0115)</td>
<td>18.34</td>
<td>28.47</td>
<td>20.89</td>
</tr>
<tr>
<td>EMWD</td>
<td>-</td>
<td>-</td>
<td>1.5129 (0.0006)</td>
<td>0.9689 (0.0483)</td>
<td>1.8378 (0.1911)</td>
<td>1.7407 (0.2035)</td>
<td>34.34</td>
<td>41.10</td>
<td>35.48</td>
</tr>
<tr>
<td>MWD</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.9893 (0.0179)</td>
<td>1.9366</td>
<td>1.8392</td>
<td>32.34</td>
</tr>
<tr>
<td>ED</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.1353 (9.8036)</td>
<td>24.56</td>
<td>26.25</td>
<td>24.66</td>
</tr>
</tbody>
</table>
9. Conclusions

This work has introduced a beta generalization of the exponentiated modified Weibull distribution. The new proposed distribution has contained nineteen special cases, such as the beta exponentiated Weibull, beta generalized Rayleigh, beta modified Weibull, beta Rayleigh, beta exponentiated exponential, beta generalized linear failure rate, and exponentiated modified Weibull distribution, among other special cases. The new generalized distribution is more flexible than its parent distribution due to the additional two parameters over the base distribution. The proposed distribution can assume a wide variety of shapes such as exponential, skewed and symmetric; this ability enhance its applicability in real-life applications. Some statistical properties of the BEMW distribution are derived. The smallest, largest, and the $r$th order statistics of this distribution are also discussed in this study. The estimation inference is based on likelihood and least squares methods. A real dataset was considered to illustrate the potential of the proposed distribution as compared to the other distributions. In general, the results have shown that the proposed BEMW distribution performs better and by the least squares estimation, more precise results are obtained.
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