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Abstract: In this paper, we investigate some identities on Bernoulli numbers and polynomials and those on degenerate Bernoulli numbers and polynomials arising from certain $p$-adic invariant integrals on $\mathbb{Z}_p$. In particular, we derive various expressions for the polynomials associated with integer power sums, called integer power sum polynomials and also for their degenerate versions. Further, we compute the expectations of an infinite family of random variables which involve the degenerate Stirling polynomials of the second and some value of higher-order Bernoulli polynomials.
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1. Introduction

We begin this section by reviewing some known facts. In more detail, we recall the integral equation for the $p$-adic invariant integral of a uniformly differentiable function on $\mathbb{Z}_p$ and its generalizations, the expression in terms of some values of Bernoulli polynomials for the integer power sums, and the $p$-adic integral representations of Bernoulli polynomials and of their generating functions.

Throughout this paper, $\mathbb{Z}_p$, $\mathbb{Q}_p$ and $\mathbb{C}_p$ will denote the ring of $p$-adic integers, the field of $p$-adic rational numbers and the completion of the algebraic closure of $\mathbb{Q}_p$, respectively. The $p$-adic norm is normalized as $|p|_p = \frac{1}{p}$. Let $f$ be a uniformly differentiable function on $\mathbb{Z}_p$. Then the $p$-adic invariant integral of $f$ (also called the Volkenborn integral of $f$) on $\mathbb{Z}_p$ is defined by

$$I_0(f) = \int_{\mathbb{Z}_p} f(x)\,d\mu_0(x) = \lim_{N \to \infty} \frac{1}{p^N} \sum_{x=0}^{p^N-1} f(x)$$

(1)

Here we note that $\mu_0(x + p^NZ_p) = \frac{1}{p^N}$ is a distribution but not a measure. The existence of such integrals for uniformly differentiable functions on $\mathbb{Z}_p$ is detailed in [1,2]. It can be seen from (1) that

$$I_0(f_1) = I_0(f) + f'(0),$$

(2)

where $f_1(x) = f(x + 1)$, and $f'(0) = \frac{df(x)}{dx} |_{x=0}$. (see [1,2]).
In general, by induction and with\( f_n(x) = f(x + n) \), we can show that
\[
I_0(f_n) = I_0(f) + \sum_{k=0}^{n-1} f'(k), \quad (n \in \mathbb{N}),
\]
(3)

As is well known, the Bernoulli polynomials are given by the generating function (see [3–5])
\[
\frac{t}{e^t - 1}e^{xt} = \sum_{n=0}^{\infty} B_n(x) \frac{t^n}{n!},
\]
(4)

When \( x = 0, B_n = B_n(0) \) are called the Bernoulli numbers.

From (4), we note that (see [3–5])
\[
B_n(x) = \sum_{l=0}^{n} \binom{n}{l} B_l x^{n-l}, \quad (n \geq 0),
\]
(5)

and
\[
B_0 = 1, \quad \sum_{k=0}^{n} \binom{n}{k} B_k - B_n = \begin{cases} 1, & \text{if } n = 1, \\ 0, & \text{if } n > 1, \end{cases}
\]

Let (see [6–13])
\[
S_p(n) = \sum_{k=1}^{n} k^p, \quad (n, p \in \mathbb{N}).
\]
(6)

The generating function of \( S_p(n) \) is given by
\[
\sum_{p=0}^{\infty} S_p(n) \frac{t^p}{p!} = \sum_{k=1}^{n} e^{kt} = \frac{t}{e^t - 1} \left( e^{(n+1)t} - e^t \right)
\]
\[
= \sum_{p=0}^{\infty} \left( \frac{B_{p+1}(n+1) - B_{p+1}(1)}{p+1} \right) \frac{t^p}{p!},
\]
(7)

Thus, by (7), we get
\[
S_p(n) = \frac{B_{p+1}(n+1) - B_{p+1}(1)}{p+1}, \quad (n, p \in \mathbb{N}).
\]
(8)

From (2), we have
\[
\int_{\mathbb{Z}_p} e^{(x+y)t} d\mu_0(y) = \frac{t}{e^t - 1} e^{xt} = \sum_{n=0}^{\infty} B_n(x) \frac{t^n}{n!}.
\]
(9)

By (9), we get (see [11,12])
\[
\int_{\mathbb{Z}_p} (x+y)^n d\mu_0(y) = B_n(x), \quad (n \geq 0),
\]
(10)

From (8) and (10), we can derive the following equation.
\[
\int_{\mathbb{Z}_p} (x+k+1)^{p+1} d\mu_0(x) - \int_{\mathbb{Z}_p} x^{p+1} d\mu_0(x) = (p+1) \sum_{n=1}^{k} n^p, \quad (p \in \mathbb{N}).
\]
(11)

Thus, by (6) and (11), and for \( p \in \mathbb{N} \), we get
\[
S_p(k) = \frac{1}{p+1} \left\{ \int_{\mathbb{Z}_p} (x+k+1)^{p+1} d\mu_0(x) - \int_{\mathbb{Z}_p} x^{p+1} d\mu_0(x) \right\}.
\]
(12)
The purpose of this paper is to investigate some identities on Bernoulli numbers and polynomials and those on degenerate Bernoulli numbers and polynomials arising from certain $p$-adic invariant integrals on $\mathbb{Z}_p$.

The outline of this paper is as in the following. After reviewing well-known necessary results in Section 1, we will derive some identities on Bernoulli polynomials and numbers in Section 2. In particular, we will introduce the integer power sum polynomials and derive several expressions for them. In Section 3, we will obtain some identities on degenerate Bernoulli numbers and polynomials. Especially, we will introduce the degenerate integer power sum polynomials, a degenerate version of the integer power sum polynomials and deduce various representations of them. In the final Section 4, we will consider an infinite family of random variables and compute their expectations to see that they involve the degenerate Stirling polynomials of the second and some value of higher-order Bernoulli polynomials.

2. Some Identities of Bernoulli Numbers and Polynomials

For $p \in \mathbb{N}$, we observe that

\[
(j + 1)^{p+1} - j^{p+1} = \sum_{i=0}^{p+1} \binom{p+1}{i} j^i - j^{p+1} = (p + 1) j^p + \sum_{i=1}^{p-1} \binom{p+1}{i} j^i + 1. \tag{13}
\]

Thus, we get

\[
(n + 1)^{p+1} = \sum_{j=0}^{n} \left( (j + 1)^{p+1} - j^{p+1} \right) = (p + 1) \sum_{j=0}^{n} j^p + \sum_{i=1}^{p-1} \binom{p+1}{i} \sum_{j=0}^{n} j^i + (n + 1). \tag{14}
\]

From (14), we have

\[
S_p(n) = \frac{1}{p+1} \left( (n + 1)^{p+1} - (n + 1) - \sum_{i=1}^{p-1} \binom{p+1}{i} S_i(n) \right) \tag{15}.
\]

Therefore, by (15), we obtain the following lemma.

**Lemma 1.** For $n, p \in \mathbb{N}$, we have

\[
\int_{\mathbb{Z}_p} (x + n + 1)^{p+1} d\mu_0(x) - \int_{\mathbb{Z}_p} x^{p+1} d\mu_0(x) = (n + 1)^{p+1} - (n + 1) - \sum_{i=1}^{p-1} \binom{p+1}{i} \frac{1}{i+1} \times \left( \int_{\mathbb{Z}_p} (x + n + 1)^{i+1} d\mu_0(x) - \int_{\mathbb{Z}_p} x^{i+1} d\mu_0(x) \right). \tag{16}
\]

From Lemma 1, we note the following.

**Corollary 1.** For $n, p \in \mathbb{N}$, we have

\[
B_{p+1}(n+1) - B_{p+1} = (n + 1)^{p+1} - (n + 1) - \sum_{i=1}^{p-1} \binom{p+1}{i} \frac{1}{i+1} \left( B_{i+1}(n+1) - B_{i+1} \right). \tag{17}
\]
For \( n \in \mathbb{N}_0 = \mathbb{N} \cup \{0\} \), by (1), we get
\[
\int_{\mathbb{Z}} \left( y + 1 - x \right)^n d\mu_0(y) = (-1)^n \int_{\mathbb{Z}} (y + x)^n d\mu_0(y).
\] (18)

From (18), we note that
\[
B_n(1 - x) = (-1)^n B_n(x), \quad (n \geq 0).
\] (19)

Now, we observe that, for \( n \geq 1 \),
\[
B_n(2) = \sum_{l=0}^{n} \binom{n}{l} B_l(1) = B_0 + \binom{n}{1} B_1(1) + \sum_{l=2}^{n} \binom{n}{l} B_l(1)
\]
\[
= B_0 + \binom{n}{1} B_1 + n + \sum_{l=2}^{n} \binom{n}{l} B_l = n + B_n(1).
\] (20)

Thus we have completed the proof for the next lemma.

**Lemma 2.** For any \( n \in \mathbb{N}_0 \), the following identity is valid:
\[
B_n(2) = n + B_n + \delta_{n,1},
\] (21)

where \( \delta_{n,1} \) is the Kronecker’s delta. For any \( n, m \in \mathbb{N} \) with \( n, m \geq 2 \), we have
\[
\int_{\mathbb{Z}} x^m (-1 + x)^n d\mu_0(x) = \sum_{i=0}^{n} \binom{n}{i} (-1)^{n-i} \int_{\mathbb{Z}} x^{m+i} d\mu_0(x)
\]
\[
= \sum_{i=0}^{n} \binom{n}{i} (-1)^{n-i} B_{m+i}
\]
\[
= (-1)^{n-m} \sum_{i=0}^{n} \binom{n}{i} B_{m+i}.
\] (22)

On the other hand,
\[
\int_{\mathbb{Z}} x^m (x - 1)^n d\mu_0(x) = \sum_{i=0}^{m} \binom{m}{i} \int_{\mathbb{Z}} (x - 1)^{n+i} d\mu_0(x)
\]
\[
= \sum_{i=0}^{m} \binom{m}{i} (-1)^{n+i} \int_{\mathbb{Z}} (x + 2)^{n+i} d\mu_0(x)
\]
\[
= \sum_{i=0}^{m} \binom{m}{i} (-1)^{n+i} \left( B_{n+i} + n + i \right)
\]
\[
= \sum_{i=0}^{m} \binom{m}{i} (-1)^{n+i} B_{n+i}
\]
\[
= \sum_{i=0}^{m} \binom{m}{i} B_{n+i}.
\] (23)

Therefore, by (22) and (23), we obtain the following theorem.

**Theorem 1.** For any \( m, n \in \mathbb{N} \) with \( m, n \geq 2 \), the following symmetric identity holds:
\[
(-1)^n \sum_{i=0}^{n} \binom{n}{i} B_{m+i} = (-1)^m \sum_{i=0}^{m} \binom{m}{i} B_{n+i}.
\] (24)
From (5), we note that
\[ B_n(1) = \sum_{l=0}^{n} \left( \begin{array}{l} n \\ l \end{array} \right) B_l, \quad (n \geq 0). \]

For \( n \geq 2 \), we have
\[ B_n = B_n(1) = \sum_{l=0}^{n} \left( \begin{array}{l} n \\ l \end{array} \right) B_l = \sum_{l=0}^{n} \left( \begin{array}{l} n \\ l \end{array} \right) B_{n-l}. \quad (25) \]

Now, we define the integer power sum polynomials by
\[ S_p(n|x) = \sum_{k=0}^{n} (k + x)^p, \quad (n, p \in \mathbb{N}_0). \quad (26) \]

Note that \( S_p(n|0) = S_p(n), \quad (n \in \mathbb{N}_0, p \in \mathbb{N}). \)

For \( N \in \mathbb{N}_0 \), we have
\[ \sum_{k=0}^{N} e^{(k+x)t} = \int_{\mathbb{R}_p} e^{(N+1+x+y)t} d\mu_0(y) - \int_{\mathbb{R}_p} e^{(x+y)t} d\mu_0(y). \quad (27) \]

Then it is immediate to see from (27) that we have
\[ \sum_{k=0}^{N} e^{(k+x)t} = \sum_{n=0}^{\infty} \frac{1}{n+1} \left\{ \int_{\mathbb{R}_p} (N + 1 + x + y)^{n+1} d\mu_0(y) - \int_{\mathbb{R}_p} (x + y)^{n+1} d\mu_0(y) \right\} \frac{t^n}{n!}. \quad (28) \]

Now, we see that (28) is equivalent to the next theorem.

**Theorem 2.** For \( n, N \in \mathbb{N}_0 \), we have
\[ S_n(N|x) = \frac{1}{n+1} \left\{ B_{n+1}(x + N + 1) - B_{n+1}(x) \right\}. \quad (29) \]

Let \( \triangle \) denote the difference operator given by
\[ \triangle f(x) = f(x + 1) - f(x). \quad (30) \]

Then, by (30) and induction, we get
\[ \triangle^n f(x) = \sum_{k=0}^{n} \left( \begin{array}{l} n \\ k \end{array} \right) (-1)^{n-k} f(x+k), \quad (n \geq 0). \quad (31) \]
Now, we can deduce the Equation (32) from (27) as in the following:

\[
\sum_{k=0}^{N} e^{(k+x)t} = \frac{1}{t} e^{xt} (e^{(N+1)t} - 1) \int_{\mathbb{R}} e^{yt} d\mu(y) \\
= \frac{1}{e^t - 1} \left( \sum_{m=0}^{N+1} \binom{N+1}{m} (e^t - 1)^m - 1 \right) e^{xt} \\
= \frac{1}{e^t - 1} \sum_{m=1}^{N+1} \binom{N+1}{m} (e^t - 1)^m e^{xt} \\
= \sum_{m=0}^{N} \binom{N+1}{m+1} (e^t - 1)^m e^{xt} \\
= \sum_{n=0}^{\infty} \left\{ \sum_{m=0}^{N} \binom{N+1}{m+1} \sum_{k=0}^{m} \binom{m}{k} (-1)^{m-k} (k+x)^n \right\} \frac{\mu^n}{n!} \\
= \sum_{n=0}^{\infty} \left\{ \sum_{k=0}^{N} \sum_{m=k}^{N} \binom{N+1}{m+1} \binom{m}{k} (-1)^{m-k} (k+x)^n \right\} \frac{\mu^n}{n!}. \\
\]

(32)

Therefore, (31) and (32) together yield the next theorem.

**Theorem 3.** For \( n, N \geq 0 \), we have

\[
S_n(N|x) = \sum_{m=0}^{N} \binom{N+1}{m+1} \triangle^m x^n = \sum_{k=0}^{N} (k+x)^n T(N,k),
\]

where \( T(N,k) = \sum_{m=k}^{N} \binom{N+1}{m+1} \binom{m}{k} (-1)^{m-k} \).

In particular, we have

\[
S_0(N|x) = \sum_{k=0}^{N} T(N,k) = N + 1.
\]

We recall here that the Stirling polynomials of the second kind \( S_2(n,k|x) \) are given by (see [14])

\[
\frac{1}{k!} (e^t - 1)^k e^{xt} = \sum_{n=k}^{\infty} S_2(n,k|x) \frac{\mu^n}{n!}.
\]

(34)

Note here that \( S_2(n,k|0) = S_2(n,k) \) are Stirling numbers of the second kind. Then, we can show that, for integers \( n, m \geq 0 \), we have

\[
\frac{1}{m!} \triangle^m x^n = \begin{cases} 
S_2(n,m|x), & \text{if } n \geq m, \\
0, & \text{if } n < m.
\end{cases}
\]

(35)

We can see this, for example, by taking \( \lambda \to 0 \) in (51).

**Remark 1.** Combining (33) and (35), we obtain

\[
S_n(N|x) = \sum_{m=0}^{\min\{N,n\}} \binom{N+1}{m+1} m! S_2(n,m|x).
\]
For any \(m, k \in \mathbb{N}\) with \(m - k \geq 2\), we observe that
\[
\int_{\mathbb{Z}_p} x^{m-k} d\mu_0(x) = \int_{\mathbb{Z}_p} (x+1)^{m-k} d\mu_0(x)
\]
\[
= \sum_{j=0}^{m-k} \binom{m-k}{m-k-j} \int_{\mathbb{Z}_p} x^{m-k-j} d\mu_0(x)
\]
\[
= \sum_{j=k}^{m} \binom{m-k}{m-j} \int_{\mathbb{Z}_p} x^{m-j} d\mu_0(x)
\]
\[
= \frac{1}{(m-k)} \sum_{j=k}^{m} \binom{m}{j} \binom{j}{k} \int_{\mathbb{Z}_p} x^{m-j} d\mu_0(x).
\]

(36)

Thus we have shown the following result.

**Theorem 4.** For any \(m, k \in \mathbb{N}\) with \(m - k \geq 2\), the following holds true:
\[
\binom{m}{k} \int_{\mathbb{Z}_p} x^{m-k} d\mu_0(x) = \sum_{j=k}^{m} \binom{m}{j} \binom{j}{k} \int_{\mathbb{Z}_p} x^{m-j} d\mu_0(x).
\]

(37)

From (10) and (37), we derive the following corollary.

**Corollary 2.** For \(m, k \in \mathbb{N}\) with \(m - k \geq 2\), we have
\[
\binom{m}{k} B_{m-k} = \sum_{j=k}^{m} \binom{m}{j} \binom{j}{k} B_{m-j}.
\]

(38)

3. Some Identities of Degenerate Bernoulli Numbers and Polynomials

In this section, we assume that \(0 \neq \lambda \in \mathbb{C}_p\) with \(|\lambda|_p < p^{-\frac{1}{p-1}}\). The degenerate exponential function is defined as (see [3,13])
\[
e^x(t) = (1 + \lambda t)^{\frac{x}{t}}.
\]

Note that \(\lim_{t \to 0} e^x(t) = e^{xt}\). In addition, we denote \((1 + \lambda t)^{\frac{x}{t}} = e^x(t)\) simply by \(e^x(t)\).

As is well known, the degenerate Bernoulli polynomials are defined by Carlitz as
\[
\frac{t}{e^x(t) - 1} e^x(t) = \frac{t}{(1 + \lambda t)^{\frac{x}{t}} - 1} = \sum_{n=0}^{\infty} \beta_n(x) \frac{t^n}{n!}.
\]

(39)

When \(x = 0\), \(\beta_{n,\lambda} = \beta_{n,\lambda}(0)\) are called the degenerate Bernoulli numbers, (see [3,15]).

From (39), we note that (see [3])
\[
\beta_{n,\lambda}(x) = \sum_{l=0}^{n} \binom{n}{l} (x)_{n-l,\lambda} \beta_{l,\lambda},
\]

(40)

where \((x)_{0,\lambda} = 1, (x)_{n,\lambda} = x(x-\lambda) \cdots (x-(n-1)\lambda), (n \geq 1)\).

By (39) and (40), we get
\[
\beta_{n,\lambda}(1) - \beta_{n,\lambda} = \delta_{n,1}.
\]

(41)
Now, we observe that
\[
\sum_{k=0}^{N} \alpha_n^{N+k}(t) = \sum_{k=0}^{N} \left( \frac{t}{e_\lambda(t) - 1} \left( e_\lambda^{N+1}(t) - 1 \right) e_\lambda^x(t) \right)
\]
\[
= \frac{1}{t} \sum_{n=0}^{\infty} \left( \beta_{n+1}(N+1+x) - \beta_{n+1}(x) \right) \frac{t^n}{n!}
\]
\[
= \sum_{n=0}^{\infty} \left( \frac{\beta_{n+1}(N+1+x) - \beta_{n+1}(x)}{n+1} \right) \frac{t^n}{n!}, \quad (n \in \mathbb{N}_0).
\] (42)

On the other hand,
\[
\sum_{k=0}^{N} \alpha_n^{N+k}(t) = \sum_{k=0}^{N} \left( \sum_{n=0}^{\infty} \frac{(k+x)_{n+1}}{n+1} \right) \frac{t^n}{n!}.
\] (43)

Let us define a degenerate version of the integer power sum polynomials, called the degenerate integer power sum polynomials, by
\[
S_{p,n}(n|x) = \sum_{k=0}^{n} (k+x)_{p,n}, \quad (n \geq 0).
\] (44)

Note that \( \lim_{\lambda \to 0} S_{p,n}(n|x) = S_{p}(n|x), \quad (n \geq 0). \)
Therefore, by (42) and (43), we obtain the following theorem.

**Theorem 5.** For \( n, N \in \mathbb{N}_0 \), we have
\[
S_{n+1,n}(N|x) = \frac{1}{n+1} \left( \beta_{n+1,N+1+x} - \beta_{n+1,N+x} \right).
\] (45)

Now, we observe that
\[
\sum_{k=0}^{N} e_\lambda^{N+k}(t) = \frac{1}{e_\lambda(t) - 1} \left( e_\lambda^{N+1}(t) - 1 \right) e_\lambda^x(t)
\]
\[
= \frac{1}{e_\lambda(t) - 1} \left( (e_\lambda(t) - 1 + 1)^{N+1} - 1 \right) e_\lambda^x(t)
\]
\[
= \frac{1}{e_\lambda(t) - 1} \sum_{m=1}^{N+1} \binom{N+1}{m} (e_\lambda(t) - 1)^m e_\lambda^x(t)
\]
\[
= \sum_{m=0}^{N} \binom{N+1}{m+1} (e_\lambda(t) - 1)^m e_\lambda^x(t)
\]
\[
= \sum_{n=0}^{\infty} \left( \sum_{m=0}^{N} \binom{N+1}{m+1} \sum_{k=0}^{m} \binom{m}{k} (-1)^{m-k} (k+x)_{n+1} \right) \frac{t^n}{n!}
\]
\[
= \sum_{n=0}^{\infty} \left( \sum_{k=0}^{N} \sum_{m=0}^{N} \binom{N+1}{m+1} \binom{m}{k} (-1)^{m-k} (k+x)_{n+1} \right) \frac{t^n}{n!}.
\] (46)

Therefore, (31) and (46) together give the next result.

**Theorem 6.** For any \( n, N \in \mathbb{N}_0 \), the following identity holds:
\[
S_{n+1,n}(N|x) = \sum_{m=0}^{N} \binom{N+1}{m+1} \Delta^m (x)_{n+1} = \sum_{k=0}^{N} (k+x)_{n+1} T(N,k),
\] (47)
where $T(N, k) = \sum_{m=k}^{N} \binom{N+1}{m+1} \binom{m}{k} (-1)^{m-k}$.

As is known, the degenerate Stirling polynomials of the second kind are defined by Kim as (see [14])

$$(x + y)_{n, \lambda} = \sum_{k=0}^{n} S_{2, \lambda}(n, k|x)(y)_k,$$  \hspace{1cm} (48)

where $(x)_0 = 1, (x)_n = x(x-1) \cdots (x-n+1), \ (n \geq 1)$.

From (48), we can derive the generating function for $S_{2, \lambda}(n, k|x), \ (n, k \geq 0)$, as follows:

$$\frac{1}{k!}(e_\lambda(t) - 1)^k e_\lambda^x(t) = \sum_{n=k}^{\infty} S_{2, \lambda}(n, k|x) \frac{t^n}{n!}$$  \hspace{1cm} (49)

When $x = 0$, $S_{2, \lambda}(n, k|0) = S_{2, \lambda}(n, k)$ are called the degenerate Stirling numbers of the second kind.

By (49), we get

$$\sum_{n=m}^{\infty} S_{2, \lambda}(n, m|x) \frac{t^n}{n!} = \frac{1}{m!}(e_\lambda(t) - 1)^m e_\lambda^x(t)$$

$$= \frac{1}{m!} \sum_{k=0}^{m} \binom{m}{k} (-1)^{m-k} e_\lambda^{k+x}(t)$$

$$= \sum_{n=0}^{\infty} \left( \frac{1}{m!} \sum_{k=0}^{m} \binom{m}{k} (-1)^{m-k} (x+k)_n \right) \frac{t^n}{n!}$$

$$= \sum_{n=0}^{\infty} \left( \frac{1}{m!} \triangle^m (x)_n \lambda \right) \frac{t^n}{n!}. \hspace{1cm} (50)$$

Now, comparison of the coefficients on both sides of (50) yield following theorem.

**Theorem 7.** For any $n, m \geq 0$, the following identity holds:

$$\frac{1}{m!} \triangle^m (x)_n \lambda = \begin{cases} S_{2, \lambda}(n, m|x), & \text{if } n \geq m, \\ 0, & \text{if } n < m. \end{cases} \hspace{1cm} (51)$$

**Remark 2.** Combing (47) and (51), we obtain

$$S_{n, \lambda}(N|x) = \sum_{m=0}^{\min\{N,n\}} \binom{N+1}{m+1} m! S_{2, \lambda}(n, m|x).$$

From (30) and proceeding by induction, we have

$$(1 + \triangle)^k f(x) = \sum_{m=0}^{k} \binom{k}{m} \triangle^m f(x) = f(x+k), \ (k \geq 0). \hspace{1cm} (52)$$

By (52), we get

$$\sum_{k=0}^{N} (x+k)_n \lambda = \sum_{k=0}^{N} (1 + \triangle)^k (x)_n \lambda. \hspace{1cm} (53)$$

It is known that Daeehee numbers are given by the generating function

$$\frac{\log(1+t)}{t} = \sum_{n=0}^{\infty} D_n \frac{t^n}{n!}. \ (see \ [1,4,6]). \hspace{1cm} (54)$$
From (2), we have
\[
\int_{Z_p} e^{x+y}(t) d\mu_0(y) = \frac{1}{e_\lambda(t)} \log(1 + \lambda t) e_\lambda(t) - 1 e_\lambda(t) = \sum_{l=0}^{\infty} D_l \frac{\lambda^l t^l}{l!} \sum_{m=0}^{\infty} \beta_{m,\lambda}(x) \frac{t^m}{m!}.
\]

From (55), we have
\[
\int_{Z_p} (x+y)_{n,\lambda} d\mu_0(y) = \sum_{l=0}^{\infty} \left( \sum_{m=0}^{n} \frac{n!}{l!} \lambda^l D_l \beta_{n-l,\lambda}(x) \right) \frac{t^n}{n!}.
\]

4. Further Remark

A random variable \(X\) is a real-valued function defined on a sample space. We say that \(X\) is a continuous random variable if there exists a nonnegative function \(f\), defined on \((-\infty, \infty)\), having the property that for any set \(B\) of real numbers (see [16,17])
\[
P\{X \in B\} = \int_B f(x) dx.
\]

The function \(f\) is called the probability density function of random variable \(X\).

Let \(X\) be a uniform random variable on the interval \((\alpha, \beta)\). Then the probability density function \(f\) of \(X\) is given by
\[
f(x) = \begin{cases} 
1/\beta - \alpha, & \text{if } \alpha < x < \beta, \\
0, & \text{otherwise}.
\end{cases}
\]

Let \(X\) be a continuous random variable with the probability density function \(f\). Then the expectation of \(X\) is defined by
\[
E[X] = \int_{-\infty}^{\infty} x f(x) dx.
\]

For any real-valued function \(g(x)\), we have (see [16])
\[
E[g(X)] = \int_{-\infty}^{\infty} g(x) f(x) dx.
\]
Assume that $X_1, X_2, \cdots, X_k$ are independent uniform random variables on $(0, 1)$. Then we have

\[
E[e_{\lambda}^{x+X_1+X_2+\cdots+X_k}(t)] = e_{\lambda}^x(t)E[e_{\lambda}^{X_1}(t)]E[e_{\lambda}^{X_2}(t)] \cdots E[e_{\lambda}^{X_k}(t)]
\]

\[
= e_{\lambda}^x(t) \underbrace{\frac{\lambda}{\log(1 + \lambda t)}(e_{\lambda}(t) - 1) \times \cdots \times \frac{\lambda}{\log(1 + \lambda t)}(e_{\lambda}(t) - 1)}_{k\text{-times}}
\]

\[
= \left( \frac{\lambda t}{\log(1 + \lambda t)} \right)^k \frac{1}{k!} e_{\lambda}^x(t)^k
\]

(59)

\[
= k! \sum_{n=0}^{\infty} \binom{n}{k} (1) \lambda^{n-k+1} \sum_{m=k}^{\infty} \frac{S_{2,\lambda}(m, k \mid x)}{m!} \left( \frac{\lambda}{\log(1 + \lambda t)} \right)^m
\]

(60)

where $B_k^{(a)}(x)$ are the Bernoulli polynomials of order $a$, given by (see [4,7,8])

\[
\left( \frac{t}{e^t - 1} \right)^a e^{xt} = \sum_{n=0}^{\infty} B_n^{(a)}(x) \frac{t^n}{n!}
\]

and we used the well-known formula

\[
\left( \frac{t}{\log(1 + t)} \right)^n (1 + t)^{x-1} = \sum_{k=0}^{\infty} B_k^{(k-n+1)}(x) \frac{t^k}{k!}
\]

(61)

From (59), we note that

\[
\binom{n}{k} E[(x + X_1 + X_2 + \cdots + X_k)_{n-k,\lambda}]
\]

\[
= \sum_{m=k}^{\infty} \binom{n}{m} S_{2,\lambda}(m, k \mid x) B_n^{(n-m-k+1)}(1) \lambda^{n-m}
\]

(62)

5. Conclusions

It is well-known and classical that the first $n$ positive integer power sums can be given by an expression involving some values of Bernoulli polynomials. Here we investigated some identities on Bernoulli numbers and polynomials and those on degenerate Bernoulli numbers and polynomials, which can be deduced from certain $p$-adic invariant integrals on $\mathbb{Z}_p$.

In particular, we introduced the integer power sum polynomials associated with integer power sums and obtained various expressions of them. Namely, they can be given in terms of Bernoulli polynomials, difference operators, and of the Stirling polynomials of the second kind. In addition, we introduced a degenerate version of the integer power sum polynomials, called the degenerate integer power sum polynomials and were able to find several representations of them. In detail, they can be represented in terms of Carlitz degenerate Bernoulli polynomials, difference operators, and of the degenerate Stirling numbers of the second kind.

In the final section, we considered an infinite family of random variables and proved that the expectations of them are expressed in terms of the degenerate Stirling polynomials of the second and some value of higher-order Bernoulli polynomials.
Most of the results in Sections 1 and 2 are reviews of known results, other than that, we demonstrated the usefulness of the $p$-adic invariant integrals in the study of integer power sum polynomials. However, we emphasize that the results in Sections 3 and 4 are new. In particular, we showed that the degenerate Stirling polynomials of the second kind, introduced as a degenerate version of the Stirling polynomials of the second kind, appear naturally and meaningfully in the context of calculations of an infinite family of random variables (see (62)). We also showed that they appear in an expression of the degenerate integer power sum polynomials (Remark 2) which is a degenerate version of the integer power sum polynomials (see (26)).

We have witnessed in recent years that studying various degenerate versions of some old and new polynomials, initiated by Carlitz in the classical papers [3,15], is very productive and promising (see [3,5,14,15,18,19] and references therein). Lastly, we note that this idea of considering degenerate versions of some polynomials extended even to transcendental functions like the gamma functions (see [19]).
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