Single-Qubit Driving Fields and Mathieu Functions
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Abstract: We report a new family of time-dependent single-qubit radiation fields for which the correspondent evolution operator can be disentangled in an exact way via the Wei–Norman formalism. Such fields are characterized in terms of the Mathieu functions. We show that the regions of stability of the Mathieu functions determine the nature of the driving fields: For parameters in the stable region, the fields are oscillating, being able to be periodic under certain conditions. Whereas, for parameters in the instability region, the fields are pulse-like. In addition, in the stability region, this family admits solutions for evolution loops in quantum control. We obtain some prescriptions to reach such a control effect. Geometric phases in the evolution are also analyzed and discussed.
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1. Introduction

Exactly solvable models are valuable in quantum mechanics even though the number of cases is very limited. In the case of two-level systems (or qubits), some solutions are well-known and longstanding [1–3]. However, the interest in the control of these systems has recently increased due to its potential applications in quantum computation and quantum information [4]. Since the goal is to achieve precise control operations, one should deal with time-dependent driving fields in general. In this context, it is worth mentioning that the design of high-fidelity control operations is required [5,6] and some techniques, such as the adiabatic rapid passage, have been proposed [7]. Nevertheless, the analytical solution for an arbitrary driving field is still an open problem.

The dynamics of a system are determined by the correspondent dynamical law, the interactions to which it is subjected, as well as the initial conditions. However, an alternative approach to obtain exact solutions to such a dynamical law is constituted by the so-called inverse techniques in which some aspects of the dynamics are prescribed and then the interactions are found. This scheme has been widely used to deal with the control of two-level systems through time-dependent radiation fields [8–11]. Recently, a method to generate new solutions to the one qubit dynamical problem has been proposed within this framework. By requiring that the time-evolution operator be exactly factorized as a product of independent exponential factors involving only one Lie algebra generator, new families of time-dependent driving fields are obtained [12]. The evolution-operator disentangling problem lies in the Wei–Norman theorem context [13]. In the case of the su(2) algebra, it is well-known that the direct factorization problem is equivalent to solving a parametric oscillator-like equation whose solutions are known in a limited number of cases [14–17]. Thus, in the inverse solution proposed in [12], one departs from certain known solutions of such an equation and then the driving fields are determined. Accordingly, the dynamics is sensitive to the nature of such solutions.
The main purpose of the present paper is twofold. First, we obtain new families of analytically solvable driving fields using the formalism presented in [12]. Within this framework we show that the dynamics of one qubit interacting with such a family is closely related to the Mathieu functions properties. Second, we present an analysis on the correspondent dynamics. The interest in Mathieu functions lies in the fact that they are widely used in several branches of physics. They have emerged throughout physics mainly in systems with elliptic symmetry or those involving periodic or oscillating behavior. Initially, they were found by Mathieu in 1868 when he studied the oscillating modes of an elliptical membrane [18]. Since then, extensive theoretical work has been done studying their mathematical properties [19]. This has permitted the application of Mathieu functions to study diverse kinds of systems such as elliptical optical waveguides [20], propagation of invariant optical beams [21], the dynamics of electrons in periodic lattices [22], spectral singularities in PT symmetric potentials in quantum mechanics [23], and Aharonov–Bohm oscillations [24], among others.

The present work is organized as follows. In Section 2, the method to generate exactly solvable driving fields is revisited. We discuss in Section 3 the dynamics of a two-level system interacting with a family of precessing fields with oscillating amplitude generated using this formalism. When the dynamics is solved, we can request the condition to get a cyclic evolution for any initial state in the form of an evolution loop [25,26]. In Section 4, we get the prescriptions of such effect in terms of the dynamical parameters warranting the cyclic behavior for any initial state under the dynamics. An additional analysis on the geometric phase behavior is then conducted. Finally, conclusions and some perspectives are presented in Section 5.

2. Analytically Solvable Driving Fields

This Section is devoted to presenting the formalism to construct driving fields for which the time-evolution operator is exactly factorized. We first consider the two-level system ruled by the time-dependent Hamiltonian

\[ H_2(t) = \Delta \sigma_0 + V(t) \sigma_+ + V(t) \sigma_-, \]

where \( \Delta \in \mathbb{R} \) and \( \{ \sigma_0, \sigma_\pm \} \) are the three generators of the \( su(2) \) algebra defined in terms of the three traditional Pauli operators as follows: \( \sigma_0 = \frac{1}{2} \sigma_z, \sigma_\pm = \frac{1}{2} (\sigma_x \pm i \sigma_y) \). Furthermore, the interaction of the qubit with a classical field is described by the complex-valued function \( V \). The correspondent time-evolution operator \( U \) is a solution of the equation

\[ i \frac{dU(t)}{dt} = H_2(t) \cdot U(t), \quad U(0) = I. \]

As the Hamiltonian (1) is a linear combination of the \( su(2) \) algebra generators, the Wei–Norman theorem [13] establishes that the time-evolution operator can be written in the form

\[ U(t) = e^{\alpha(t) \sigma_+} e^{f(t) \sigma_0} e^{\beta(t) \sigma_-}, \]

where the factorization functions \( \alpha, f, \) and \( \beta \) satisfy the following coupled system of non-linear equations:

\[ \alpha' - \alpha \Delta f' - \beta e^{-\Delta f} = -i V, \]

\[ \Delta f + 2 \alpha \beta e^{-\Delta f} = -i \Delta, \]

\[ \beta' e^{\Delta f} = -i V, \]

\[ \alpha' - \alpha \Delta f' - \beta e^{-\Delta f} = -i V, \]

\[ \Delta f + 2 \alpha \beta e^{-\Delta f} = -i \Delta, \]

\[ \beta' e^{\Delta f} = -i V, \]
with the initial conditions \( a(0) = f(0) = \beta(0) = 0 \). By developing the \( su(2) \) algebra in the exponential operators, it is an easy task to demonstrate that

\[
U(t) = I(\cosh \frac{\Delta f(t)}{2} + \frac{a(t)\beta(t)}{2}e^{-\frac{\Delta f(t)}{2}}) + 2\sigma_0(\sinh \frac{\Delta f(t)}{2} + \frac{a(t)\beta(t)}{2}e^{-\frac{\Delta f(t)}{2}})
\]

(5)

where the operator \( U(t) \) in (5) has linked conditions fulfilled by \( a(t), \beta(t), \) and \( \Delta f(t) \). In fact, the unitary condition on \( U(t) \): \( U(t)U(t) = I \) implies that conditions \( a(t) = 0, \beta(t) = 0, \) and \( \Delta f(t) \) are pure imaginary and fulfill together if at least two of them are requested, which can be proved directly.

Analytical solutions of System (4) are found in a limited number of cases \([14]\). However, in \([12]\), a formalism to generate exact solutions for the disentangling problem has been developed. In such an approach, the radiation field is given by \( V(t) = e^{-i\Delta t}\mathcal{R}(t) \), where the function \( \mathcal{R} \) reads

\[
\mathcal{R}(t) = \frac{R_0}{\mu^2(t)} \exp \left[ i\lambda \int_0^t \frac{ds}{\mu^2(s)} \right];
\]

(6)

here, the real parameter \( \lambda \) is going to be fixed by the initial conditions and the real-valued function \( \mu \) satisfies the Ermakov equation

\[
\mu''(t) + \Omega^2(t)\mu(t) = \frac{\Omega_0^2}{\mu^2(t)}, \quad \Omega_0 = \left[ |R_0|^2 + \frac{\lambda^2}{4} \right]^{1/2}.
\]

(7)

For reasons to be clarified later, the real number \( \Omega_0 \) is called the generalized Rabi frequency. Furthermore, the initial conditions are determined by the logarithm derivative of (6) at \( t = 0 \)

\[
\frac{R_0'}{R_0} = \frac{\lambda}{\mu_0} - 2\mu_0'\mu_0,
\]

(8)

where \( R_0' := R'(0), \mu_0' = \mu'(0) \) and without loss of generality we take \( \mu_0 := \mu(0) = 1 \). Thus, once \([\ln R(0)]' \) and \( R_0 \) are provided as free parameters, the initial conditions are established. Indeed, given \( \delta_1, \delta_2 \in \mathbb{R} \) such that \( (\ln R_0)' = \delta_1 + i\delta_2 \), it is found that \( \lambda = \delta_2 \) and \( \mu_0' = -\delta_1/2 \). It is a well-known fact that a particular solution to Equation (7) is related to the parametric-like equation \([27,28]\):

\[
\varphi''(t) + \Omega^2(t)\varphi(t) = 0,
\]

(9)

where \( \Omega^2 \) is a real-valued function and the initial conditions read

\[
\lim_{t \to 0} \frac{1}{|R(t)|} \left[ \frac{\varphi'(t)}{\varphi(t)} + \frac{1}{2} \frac{R'(t)}{R(t)} \right] = 0, \quad \varphi(0) = 1.
\]

(10)

The former expression is equivalent to the initial condition \( \alpha(0) = 0 \) (see \([14]\) for details). According to Pinney (alternatively Ermakov), if \( u \) and \( v \) are two linear independent solutions of (9), then

\[
\mu(t) = |u^2(t) - \Omega_0^2W^{-2}v^2(t)|^{1/2}
\]

(11)

is a solution of (7). Furthermore, \( u(t_0) = \mu(t_0), u'(t_0) = \mu'(t_0), v(t_0) = 0, v'(t_0) \neq 0 \), and \( W \) stands for the Wronskian of \( u \) and \( v \). In addition, note that \( R(0) = R_0 \) is also a free parameter to be specified and the function \( \varphi \) solves the factorization problem \([12,14]\). Indeed,

\[
\alpha(t) = \frac{i}{R_0} \mu^2(t) \exp \left[ -i\Delta t - i\lambda \int_0^t \frac{ds}{\mu^2(s)} \right] \left[ \frac{\varphi'(t)}{\varphi(t)} - \frac{\mu'(t)}{\mu(t)} + \frac{i\lambda}{2\mu^2(t)} \right],
\]

(12)
\[\beta(t) = -i R_0 \int_0^t \frac{ds}{q^2(s)}, \quad \text{(13)}\]
\[\Delta f(t) = \ln \left[ \frac{\mu^2(t)}{q^2(t)} \right] - i \lambda \int_0^t \frac{ds}{\mu^2(s)} - i \Delta t. \quad \text{(14)}\]

The time-evolution of a state can be straightforwardly computed. Because an instance if the qubit’s initial state is \(|0\rangle\), at any time the state of the system reads
\[|\psi(t)\rangle = e^{-\Delta f(t)/2}[e^{\Delta f(t)} + a(t)\beta(t)]|0\rangle + e^{-\Delta f(t)/2}\beta(t)|1\rangle. \quad \text{(15)}\]

An important physical observable is the atomic population inversion defined as \(P(t) := \langle \sigma_0 \rangle\). For a general state \(|\psi(t)\rangle = c_0|0\rangle + c_1|1\rangle\), the population inversion reads \(P(t) = |c_0|^2 - |c_1|^2\). This quantity is defined on the interval \([-1, 1]\). In fact, for the largest (lowest) possible value of \(P(t)\), the state is in the excited (ground) state with certainty. In general, for positive (negative) values of the population inversion the probability of finding the state in the upper (lower) energy state is larger. In the Rabi model, the population inversion is a periodic function of time where field amplitude and detuning (the gap between the field frequency and the spacing level energy of the atom) determine the oscillation period [12,14,29].

We finish this section by summarizing the method: One should start with the second-order differential Equation (9) choosing \(\Omega\) such that the solutions are known. The function \(\mu\) is then obtained via the Ermakov–Pinney solution and so it is possible to generate families of analytically solvable driving fields (6) for which the initial conditions constitute free parameters to control the dynamics. Some examples have been reported in [12]. For instance, if \(\Omega^2\) is a negative real constant, the correspondent driving field is a decaying one. However, a precessing field with oscillating amplitude is achieved if \(\Omega^2\) is a positive real constant \(\Omega_1\). Such a family of control fields constitutes a generalization of the circularly polarized field, which is obtained as a particular case of this model.

3. Dynamics in a Precessing Field with Oscillating Amplitude

In this section, we report a new family of driving fields for which the time-evolution operator is exactly disentangled. We consider the function \(\Omega^2(t) = \omega_0 - \omega_1 \cos^2(t)\) in the parametric oscillator-like Equation (9), which can be written as a Mathieu equation [19,30] as follows:
\[\varphi''(t) + [a - 2q \cos(2t)]\varphi(t) = 0, \quad \text{(16)}\]
where the identity \(2 \cos^2 t = 1 + \cos(2t)\) has been used and
\[a = \omega_0 - \frac{1}{2} \omega_1, \quad q = \frac{1}{4} \omega_1. \quad \text{(17)}\]

Furthermore, the following initial conditions read \([\ln R(0)]' = i \delta\), where \(\delta \in \mathbb{R}\) and \(q_0 = 1\). According to (11), the function \(\mu\) can be written as
\[\mu^2(t) = u^2(t) + \left( \frac{\Omega_0 v(t)}{W} \right)^2, \quad \text{(18)}\]
where \(\Omega_0^2 = |g|^2 + \delta^2/4\) has been determined considering \(R_0 = -ig, \, g \in \mathbb{C}\). Note that these particular expressions for the initial conditions retrieve the well-known Rabi frequency in the problem of a qubit interacting with a circularly polarized field. Furthermore, it is easy to prove that the Wronskian \(W\) does not depend on \(t\).

In most cases, the two linearly independent solutions of the Mathieu Equation (16) can be written in terms of the even and odd Mathieu functions \(M_C(a, q, t)\) and \(M_S(a, q, t)\) [19]. As is clarified in the next section, we restrict ourselves to this case.
3.1. The Dynamics of Driving Fields and the Theory of Mathieu Functions

In this section, we study the behavior of the solution $\mu$ (18) of the Ermakov Equation (7) as a function of $t$, but also as a function of its parameters. The behavior of the driving fields can be very different depending on the values of the frequencies $\omega_0$ and $\omega_1$. Moreover, $R(t)$ can be a periodic, non-periodic, oscillating, or pulsed-like function of time. In this respect, the theory of Mathieu functions will be useful.

Given a value of the parameter $q$ of the Mathieu Equation (16), there exist values of $a$ for which the Mathieu functions can be periodic, bounded, or unbounded [19]. When the Mathieu function $M_C(a, q, t)$ is periodic, the values of $a$ are called characteristic values and they are denoted by $a_r (b_r)$, becoming functions of the parameter $q$

\[
ar_r = r^2 + \sum_{i=1}^{\infty} a_i(r) q^i, \quad b_r = r^2 + \sum_{i=1}^{\infty} \beta_i(r) q^i, \tag{19}\]

where $a_i(r), \beta_i(r) \in \mathbb{R}$ are given in [19]. The parameter $r \geq 0$ is called the characteristic exponent and it determines the periodic properties of the Mathieu functions. The even Mathieu function $M_C(a_r, q, t)$ is periodic with period $\pi$ or $2\pi$ if the characteristic exponent $r$ can be written as $2n$, or $2n + 1$, respectively, where $n \in \mathbb{N} \cup \{0\}$. The odd Mathieu function $M_S(b_r, q, t)$ is periodic with period $\pi$ or $2\pi$ if $r$ can be written as $2n + 2$, or $2n + 1$, respectively [19]. When $r$ is an integer $a_r \neq b_r$, then the Mathieu functions $M_C(a_r, q, t)$ and $M_S(b_r, q, t)$ are not solutions to the same Mathieu equation. On the other hand, when $r$ is not an integer, $a_r = b_r$ holds. Then, $M_C(a_r, q, t)$ and $M_S(b_r, q, t)$ are solutions to the same Mathieu equation, and moreover, they are linearly independent [19]. Considering $r$ as a positive rational number, then, it can be written as $r = m + p/s$, where $m \geq 0$ is an integer and $p \neq 0$, $s$ are relative prime integers. Hence, Mathieu functions $M_C(a_r, q, t)$ and $M_S(a_r, q, t)$ are periodic with period $2\pi s$, for $s > 2$. On the other hand, if $r$ is an irrational number, Mathieu functions are not periodic but bounded functions which do not decay to zero as $t \to \infty$ [19].

We define the $q - a$ space as the two dimensional space in which $q$ and $a$ are the absissa and ordinate, respectively. The behavior of the Mathieu functions is dictated by the region of the $q - a$ space in which the point $(a, q)$ lies, and so the discussion of the previous paragraph can be summarized into a picture in the $q - a$ space as follows. As mentioned above, the characteristic values are functions of $q$, therefore in the $q - a$ space, the curves of $a_r$ and $b_r$ lie there as functions of $q$. Such curves are from now on called the characteristic curves. In Figure 1a, the behavior of the characteristic curves can be observed in the space $q - a$ for different integer values of $r$, while in Figure 1b, the case is shown with several non-integer values of $r$. The characteristic curves for all non-integer positive values of $r$, a case in which $a_r = b_r$, saturate a certain region of the $q - a$ space [19] which is shown shaded in Figure 1b. This region, along with the characteristic curves of integer values of $r$, is known as the region of stability of the Mathieu functions. A Mathieu function is called stable if it is bounded or tends to zero as $t \to +\infty$, as well as it is called unstable if it diverges as $t \to +\infty$. Therefore, if the point $(a, q)$ lies inside (outside) the region of stability, the corresponding Mathieu function is a bounded (unbounded) function of $t$. Regarding Equation (17), it can be observed that $\omega_0$ can be written as $\omega_0 = a + \omega_1 / 2$. Taking $a$ as a characteristic value $a_r(q)$, $\omega_0$ can be considered as a characteristic frequency (value), in the sense that

\[
\omega_0(\omega_1, r) = a_r(\omega_1) + \omega_1 / 2, \tag{20}\]

in the analog $\omega_1 - \omega_0$ space, since $q = \omega_1 / 4$. Figure 2 shows the behavior of the characteristic curves $\omega_0(\omega_1, r)$ in the $\omega_1 - \omega_0$ space.
Nevertheless, we are interested in the two linearly independent solutions of the Mathieu equation conforming to the Ermakov equation solution μ. Then, we must separate the ω₁ − ω₀ space into two regions: the one in which both linearly independent solutions are stable, which will be denoted as A; and the one in which at least one of the two solutions is unstable, represented by A^c. In region A, the function μ is a bounded function of t, while in the region A^c, μ is unbounded, as can be observed from Equation (18).

As mentioned above, within the stability region, there exist two cases: (i) the characteristic exponent r is not an integer; and (ii) it is an integer. In case (i), both Mathieu functions M_C and M_S are linearly independent stable solutions of the Mathieu Equation (16). In case (ii), the second linearly independent solution M_C as well as the second linearly independent M_S are unstable [19]. On the other hand, in the instability region, both linearly independent solutions of the Mathieu equation are unbounded. Therefore, A can be described as the region of the ω₁ − ω₀ space in which the characteristic values r are positive non-integers (see Figure 2), namely

$$A = \{(ω₁, ω₀) ∈ \mathbb{R}^2 \mid ω₀(ω₁, r) = a_r(ω₁) + ω₁/2, r > 0, r \notin \mathbb{Z}\},$$

(21)

where $a_r(ω₁)$ is the characteristic value as function of $ω₁(q)$, see Equation (17). Let us denote by $B$ the set of points of the characteristic curves for integer values of $r > 0$ (denoted in Figure 1a), so the stability region in the $ω₁ − ω₀$ space can be written as $A \cup B$ (note that the set $B$ is part of the boundary of $A$ (see Figure 1)). Since this is case (ii), one of the solutions to the Mathieu equation is unstable, then $B \subset A^c$. Hence, within $A^c$, there are two cases: the point $(ω₁, ω₀)$ belongs to the unstable region or to $B$. 
For simplicity, we focus on the case in which \( \mu \) can be written in terms of the Mathieu functions \( M_C \) and \( M_S \). This case includes the whole region \( A \) as well as \( A^C - B \) (unstable region case), that is to say, we are excluding the points in \( B \). Nevertheless, as the second solutions in \( B \) are unstable, the asymptotic behavior of \( \mu \) for \( t \to \infty \) for \( (\omega_1, \omega_0) \in A^C \) is similar whether \( (\omega_1, \omega_0) \) belongs to \( B \) or not.

Since Equation (16) is invariant under a complex conjugate operation the real or imaginary part of any of its solutions is also a solution and \( \mu \) a real-valued function, it can be written as

\[
\mu^2(t) = c^2 \text{Re}[M_C(t)]^2 + \frac{\Omega^2}{W^2} \text{Re}[M_S(t)]^2, \tag{22}
\]

where we have defined \( u(t) = c \text{Re}[M_C(t)], c = 1/\text{Re}[M_C(0)], \) and \( v(t) = \text{Re}[M_S(t)] \) (the dependence on the frequencies \( \omega_0, \omega_1 \) has been omitted for shortness) in order to satisfy the initial conditions stated in Equation (10) and the ones mentioned after Equation (18). Furthermore, \( W \) denotes the Wronskian of two functions. Then, the driving field \( R(t) \) can be written as

\[
R(t) = \frac{-i\dot{g}}{c^2 \text{Re}[M_C(t)]^2 + \frac{\Omega^2}{W^2} \text{Re}[M_S(t)]^2} \exp \left( i \delta \int_0^t \frac{ds}{c^2 \text{Re}[M_C(s)]^2 + \frac{\Omega^2}{W^2} \text{Re}[M_S(s)]^2} \right). \tag{23}
\]

In order to write the factorizing functions, we have to obtain the solution to the parametric oscillator-like Equation (16), satisfying the initial conditions (8), which can be written as

\[
\varphi(t) = \frac{1}{M_C(0)} M_C(t) - \frac{i\delta}{2M_S(0)} M_S(t), \tag{24}
\]

where \( M'_S(t) = dM_S(t)/dt \). The factorizing functions can be written as

\[
\alpha(t) = \frac{\mu^2(t)}{i\dot{g}} \left[ \frac{\varphi'(t)}{\varphi(t)} - \frac{\mu'(t)}{\mu(t)} + \frac{i\delta}{2\mu^2(t)} \right] e^{-i(\Delta t + \mu_1(t))}, \tag{25}
\]

\[
\beta(t) = R_0 \int_0^t \frac{ds}{\varphi^2(s)}, \tag{26}
\]

\[
\Delta f(t) = \ln \left[ \frac{\mu^2(t)}{\varphi^2(t)} \right] - i\mu_1(t) - i\Delta t, \tag{27}
\]

where

\[
\mu_1(t) = \delta \int_0^t \frac{ds}{\mu^2(s)}. \tag{28}
\]

Now, we are able to calculate the time-evolution of the initial state \( \psi(0) = |1\rangle \) given in (15). As commented previously, population inversion, \( P(t) \in [-1, 1] \) is a physical quantity very useful and descriptive for two-level systems with respect to the system dynamics. It depicts, for the quantum state, the dynamical variation between the excited state \( |0\rangle \) \( (P(t) = 1) \) and the base state \( |1\rangle \) \( (P(t) = -1) \). Thus, in our case, the population inversion can be written after some algebra as

\[
P(t) = \mu^2(t) |\varphi(t)|^2 \beta(t)^2 \left\{ \frac{1}{|\beta(t)|^2} + \frac{\alpha(t)}{\mu^2(t)} e^{i(\Delta t + \mu_1(t))} \right\}^2 - \frac{1}{\mu^4(t)}. \tag{29}
\]

3.1.1. Driving Fields in the Region \( A \)

In this case, the solution \( \mu \) to Ermakov equation is a time oscillating function that can be periodic if the characteristic exponent \( r \) is a rational number. Hence, the driving field \( R(t) \), as well as \( V \),
is an oscillating function which becomes periodic when the parameters $g$, $\delta$, $\Delta$, and the characteristic exponent $r$ satisfy the condition [12]

$$p\delta \int_0^\tau \frac{ds}{\mu^2(s)} + \Delta \tau \equiv 0 \quad (\text{mod } 2\pi),$$

(30)

where $p$ is a natural number and $\tau$ is the period of $\mu$. Solutions exhibit lots of possibilities due to the set of physical parameters $a, q, g, \delta, \Delta$, and $\tau$ (as well as $\omega_1, \omega_2$ instead of $a, q$). They could be selected or highlighted to get several possible control effects: periodicity in the field $R(t)$, the reaching of evolution loops, or simply the control of population inversion. We analyze several of these effects separately in the following sections of the article.

Figure 3 shows three examples of periodic driving fields and their associated population inversion. In these cases, the characteristic exponent $r$ is a rational number, so the associated $\mu$ is periodic and the parameters $g$ and $\delta$ are such that $R(t)$ is a periodic function of time. Furthermore, in order to show the time flow correspondence between the left plots with the right ones, a color scale from blue to red has been used. As can be observed from Figure 3b,e, each minimum of the population inversion barely corresponds to a local maximum of the transverse driving field amplitude $|R(t)|$. Furthermore, the non-negative parameter $p$ is related to the number of “petals” in each flower-like structure of the driving field. In [12], it is shown that our model can describe a two-level system interacting with a magnetic transverse field $B_\perp$. It is easy to show that real and imaginary parts of $R(t)$ are nothing other than the field components performing a certain rotation. This fact is due to the transverse field $B_\perp^2 = B_x^2 + B_y^2 = \text{Im}[R(t)]^2 + \text{Re}[R(t)]^2$ causing the state to instantaneously precess around the direction of the entire field, the direction of such precession becomes more horizontal while $|B_\perp| \gg |B_z| = |\Delta| / 2$. Thus, when the relative orientation between the field direction and the state direction on the Bloch sphere becomes more perpendicular, the states rotates more extremely on the sphere, being able to reach a more extreme position there, just as it happens in the case of a circularly polarized field [31]. These rotations becomes more effective the bigger the field is because the instantaneous angular frequency depends on it. When the value of the parameter $\delta$ is changed, with the others held constant, an oscillary non-periodic driving field is obtained (see the continuous blue curves in Figure 4). In this case, the changes in the amplitude of the driving field are not fast enough for the population inversion to reach its minimum value $-1$. Now, by only increasing the parameter $g$ and holding the others fixed (the magnitude of $B_\perp$ is proportional to $|g|$), we observe in Figure 4 (red dashed curves) that the changes in the amplitude of the driving field are increased with respect to the previous case, pushing the increment of the range of the peaks of the population inversion towards $(-1, 1)$. The positions of the maxima of the population inversion remain unchanged. We can conclude, in this case, that as the parameter $g$ increases, the peaks of the population inversion are sharpened, presenting a resonant-like behavior. Furthermore, in any of the previous cases, as shown at the end of Section 3.1, the population inversion is periodic.
Figure 3. The driving field (23) in the complex plane for $g = 1, \Delta = 1$, (a) $r = 1.5, \omega_1 = 4, \omega_0 = 4.53718, \delta = 0.7071$, (b) $r = 3.5, \omega_1 = 4, \omega_0 = 14.2946, \delta = 0.28867$, (c) $r = 3.5, \omega_1 = 40, \omega_0 = 36.2607, \delta = 0.28867$. In (d–f), the corresponding population inversion is shown. All of the previous values of $\omega_0$ correspond to characteristic values of the Mathieu functions (16) with rational values of $r$, that is, $(\omega_1, \omega_0) \in A$. Time flows from blue to red matching the scale between the types of plots.
Figure 4. The driving fields (23) in the complex plane (left column) and the associated population inversion (right column) for the cases of Figure 3, except for the values of $g$ and $\delta$, which has been increased as follows: (a,d) $g = 1, \delta = 2$ (blue), and $g = 5, \delta = 2$ (red dashed), (b,e) $g = 1, \delta = 5$ (blue), and $g = 7, \delta = 5$ (red dashed), (c,f) $g = 1, \delta = 4$ (blue), and $g = 7, \delta = 4$ (red dashed). The driving field precesses counterclockwise.

3.1.2. Driving Fields in the Region $\mathcal{A}^C$

As mentioned above, at least one of the Mathieu functions, which conform the solution $\mu$ to the Ermakov equation, is an unbounded function diverging as $t \to \infty$. In this case, we have observed that the zeros of the Mathieu functions $M_C(t)$ and $M_S(t)$ tend to approach each other more and more as $t$ increases, a phenomenon known as condensation of zeros [19]. This gives rise to pulsed-like peaks in the corresponding driving field $R(t)$ ($|R(t)| \propto 1/\mu^2$), as can be observed in Figure 5a. Therefore, as time passes, the pulses increase their size and become narrower causing a pulsed-like behavior of the population inversion, as can be observed in Figures 5b and 5c.
4. Evolution Loops, Cyclic Evolution and Phases

Evolution loops are a control phenomena present in certain quantum systems admitting dynamic solutions to the restriction $U(\tau) = e^{i\phi}I$ for some $\tau > 0$, which clearly revert the evolution after time $\tau$. Furthermore, the parameter $\phi$ is the global phase acquired during the process. It is relevant because that reduction becomes independent from the initial states, thus, any initial state evolves after such time. These phenomena boost other intermediate effects which have value in quantum control. In this section, we show that the field being considered admits this kind of effects. In the current case, because if $a(\tau) = 0$ and $\beta(\tau) = 0$, then $\Delta f(\tau)$ is automatically pure imaginary, then, if in addition, $\phi = \Delta f(\tau) = 4n\pi i, n \in \mathbb{Z}, U(\tau)$ reduces exactly to $I$. Such is the condition to reach evolution loops for some $t = \tau$ (otherwise, if only $a(\tau) = 0 = \beta(\tau)$ are fulfilled, the evolution reaches the initial state with a non-zero phase). Then, the procedure to find such prescriptions is based in the finding of $\tau$ satisfying $a(\tau) = 0 = \beta(\tau)$, then by using (27), we can adjust the value of $\Delta$ to reduce $\Delta f(t)$ to $4n\pi i, n \in \mathbb{Z}$. This is always possible due to the first two terms on the right side being independent of $\Delta$. Despite this, there are a lot of solutions because there are five free parameters: $a, g$ (otherwise $\omega_0, \omega_1$), $\delta, g, t$.

Figure 6 shows three examples of such an effect from a large variation in the initial state $|1\rangle$ until a smaller one in terms of parameters $a, q, g, \delta, \Delta, \text{and } \tau$. Those parameters work in a combined way to give dynamical effects, thus, they are not related with the periodicity of $R(t)$, $P(t)$ of $U(t)$ in an exclusive way. In this sense, examples being considered are only illustrative among a wide variety of possibilities (obtained numerically upon the conditions $a(\tau) = \beta(\tau) = 0$, but exhibiting different ranges of variation for $P(t)$. In any case, note that $g$ and $\delta$ play an important role in such variation, as is expected. Plots on the left exhibit the value of $P(t)$ while plots on the right show the dynamics represented on the Bloch sphere. Nevertheless, evolution loops are independent from the initial states, examples consider the initial state as the ground state, $|1\rangle$. The color changes from blue to red in agreement with the $P(t)$ value. Note that the intermediate reaching of unitary multiples of $|1\rangle$ with non-zero phases until the zero phase is reached in $\tau$. The last example in Figure 6c meets the evolution loop under periodic driving field, generating a more regular dynamics around $|1\rangle$. 

Figure 5. (a) The driving field (23) in the complex plane. (b) Its square modulus as a function of time. The inset is a zooming of the plot for $t \in [0, 10]$ to show the correspondent local maxima, and (c) the associated population inversion with $\omega_1 = 1, \omega_0 = 1.5, g = 1, \delta = 0.2887$, where $(\omega_0, \omega_1) \notin A$. The driving field precesses counterclockwise.
Figure 6. Population inversion together with the dynamics represented on Bloch spheres for several prescriptions generating evolution loops. In any case, the color depicts the value of $P(t)$ in agreement with the left plot. (a) $a = 3.37813, q = 2.6118, g = 0.53635, \delta = 3.30558, \Delta = 0.190982, t = 11.3718$. (b) $a = 3.13268, q = 2.70972, g = 1.93404, \delta = 1.41305, \Delta = 0.74138, t = 18.7095$. (c) $a = 3.01588, q = 0.022235, g = 0.0123357, \delta = 1.0189, \Delta = 0.00100538, t = 18.3134$ depicting a tiny regular evolution loop with a periodic field around of $|1\rangle$. 
Dynamical and Geometric Phases

It is well-known that a geometric phase exists related to a quantum system cyclic evolution governed by a slow change of parameters [32,33]. The relevance of such a phase factor lies in the foundations of quantum theory; however, it has also recently found important applications in quantum information and computation, as a part of the system evolution [34,35].

Consider the dynamic phase $\phi_d$, as well as the Aharonov–Anandan geometric phase $\phi_g$ in evolution loop dynamics [36,37], which depicts the phase when the system returns to its initial physical state at the time $\tau$ (in the current case to the state $|0\rangle$):

$$\phi_d = -\int_0^\tau \langle \psi(t)|H_2(t)|\psi(t)\rangle dt \quad \rightarrow \quad \phi_g = \arg(\langle \psi(0)|\psi(\tau)\rangle) - \phi_d \equiv \phi - \phi_d$$

which even in the simplest case of a time-independent magnetic field, a non-trivial value is obtained: $\phi_d = -\pi \cos\theta_0$ and $\phi_g = \pi(\cos\theta_0 - 1)$, where $\theta_0$ is the relative angle between the magnetic field and the initial Bloch vector. These values are indeed independent of the field amplitude [38]. Conversely, in time-dependent cases, the dynamical trajectory on the Bloch sphere can be manipulated with respect to the field parameters, yielding different values of the geometric phase. Such is our case, as shown in the examples in the Figure 6: (a) $\phi_d = -38.057, \phi_g = 126.022, \phi = 28\pi$, (b) $\phi_d = -2.19494, \phi_g = 52.460, \phi = 16\pi$, and (c) $\phi_d = -13.4832, \phi_g = 88.881, \phi = 24\pi$. In these examples, the global phase $\phi$ has been selected as the minimum value assuring the positivity for $\Delta$. The present analysis represents a first step in the construction of logical gates for holonomic quantum computation [34,35]. These results will be reported elsewhere.

5. Conclusions

We have presented the study of driving fields generated by the inverse approach given in [12], departing from a sinusoidal parametric oscillator-like equation. Regarding the solution of the associated Ermakov equation, the driving fields and the population inversion can be written in terms of the Mathieu functions. We have shown that the theory of Mathieu functions is determinant in the dynamical analysis of such driving fields, as a clear split in two regions for the space of the frequencies $\omega_0$ and $\omega_1$ is acquired. Thus, different dynamical behaviors of the driving fields are shown. In the region $A$, we have shown that the driving fields have an oscillatory nature, but they can still be periodic or non-periodic depending on the value of the parameters $g$ and $\delta$ given by a precise prescription obtained analytically. In this same region, the population inversion is periodic provided that the associated Mathieu functions are also periodic. In the complement of the previous region, for example $A^+$, the behavior of the driving fields is pulse-like; with the amplitude and sharpness of their peaks increasing in time, yielding a resonant-like behavior for the associated population inversion. We consider that this system presents the advantage of having several kinds of dynamics that can be prescribed on demand by fine tuning the frequencies $\omega_0$ and $\omega_1$ (alternatively $a$ or $q$) of the parametric oscillator-like potential. Together, we showed that evolution loop solutions are numerically achievable and the correspondent geometric phases can be calculated. Our study represents the first stage in the development of technological applications involving single-qubit devices. For instance, in some many-body models, precise selective control operations on single qubits are required, which could be achievable through the driving fields obtained in this work. Such analysis will be reported elsewhere. We hope our results shed some light on the matter.
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