A Note on Distributions in the Second Chaos
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Abstract: In this article we study basic properties of random variables \(X\), and their associated distributions, in the second chaos, meaning that \(X\) has a representation \(X = \sum_{k \geq 1} \lambda_k (\xi_k^2 - 1)\), where \(\xi_k \sim N(0,1)\) are independent. We compute the Lévy-Khintchine representations which we then use to study the smoothness of each density function. In particular, we prove the existence of a smooth density with asymptotically vanishing derivatives whenever \(\lambda_k \neq 0\) infinitely often. Our work generalises some known results presented in the literature.
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1. Introduction

In this article we study random variables (and their corresponding distributions) in the second chaos, meaning that they are of the form

\[ X = \sum_{k=1}^{\infty} \lambda_k (\xi_k^2 - 1), \tag{1} \]

where \(\xi_k\) represents independent standard normal random variables, and \(\lambda = (\lambda_k)_{k \geq 1}\) is a general sequence of coefficients \(\lambda \in l^2(Z_+)\). Such random variables include, among others, all centred \(\chi^2\)-random variables with arbitrary degrees of freedom. In this case the sum in (1) is finite. In addition, the class includes the so-called Rosenblatt distribution as a particular example of the case where \(\lambda_k \neq 0\) for all \(k\). These special cases arise naturally in different applications. Indeed, \(\chi^2\)-distributions are well-known and widely applied in statistics. Similarly, the Rosenblatt distribution arises naturally in non-central limit theorems for long memory stationary sequences. Consequently, it appears also as the asymptotic distribution of certain statistical estimators; see, e.g., [1–3]. Due to its special importance, the Rosenblatt distribution has received a lot of attention in the literature, and is still under active research. To simply name a few articles on the topic, we must mention [3–6]. For an overview on the Rosenblatt distribution we refer the reader to [7], and for details on long-memory processes we refer the reader to the monograph [8]. For details on self-similar processes, including the Rosenblatt process (and distribution), see monographs [9,10].

There exists a large literature on the convergence and on the absolute continuity of the densities of random variables in a fixed chaos (or for random variables that can be given as a finite sum of variables in different chaoses). The absolute continuity and the convergence in total variation in Wiener chaos has been studied, e.g., in [11–13] to simply name a few. For an overview on the topic, see [14] and the references therein. The convergence in the second chaos has been studied in detail in [15].
On a related study, we also emphasise [16], which is close to our work. In [16] the authors studied the Rosenblatt distribution and proved, by using the special form of the sequence \((\lambda_k)_{k \geq 1}\), that the Rosenblatt distribution is infinitely divisible and has an infinitely differentiable density with respect to the Lebesgue measure (for details on infinitely divisible distributions; see [17,18]). See also [19], for a generalisation to the multidimensional setting.

In the present article, we consider random variables of the form (1) with general coefficients \((\lambda_k)_{k \geq 1} \in l^2(\mathbb{Z}_+)\). Throughout, we consider general coefficient sequences, while the analysis of some particular cases, such as the \(\chi^2\)-distribution or the Rosenblatt distribution, applies the special structure of the sequence \((\lambda_k)_{k \geq 1}\). We complement the work [16] by proving that each such random variable is infinitely divisible, and we compute the characteristic function in terms of Lévy-Khintchine representation. As a consequence, we obtain that each such distribution admits a density with respect to a Lebesgue measure, a result that is not surprising and could alternatively be proven by the means of Malliavin calculus. To our knowledge, no proof of this result, apart from certain specific cases, such as the case of the Rosenblatt distribution [16], has been presented in the literature. In this article, we provide a self-contained proof that does not require any knowledge on Malliavin calculus or Gaussian analysis, as our proof is based purely on known facts about infinitely divisible distributions. Moreover, we study the smoothness of the density and show that the density is infinitely differentiable with vanishing derivatives whenever \(\lambda_k \neq 0\) for infinitely many indices \(k\). Finally, we consider the symmetrised version of the distribution, and compute the associated Lévy-Khintchine representation.

In this case, we also observe the existence of an infinitely-many-times differentiable density function with asymptotically vanishing derivatives whenever \(\lambda_k \neq 0\) for infinitely many \(k\). Thus, as random variables of the form (1) arise naturally in different applications of statistics and in limit theorems, the results of this paper could be useful by providing more information on such random variables.

The rest of the paper is divided into two sections. In Section 2 we introduce and discuss our main results, while all the proofs are postponed to Section 3.

2. Distributions in the Second Chaos

We study random variables of the form

\[
X = \sum_{k=1}^{\infty} \lambda_k (\xi_k^2 - 1),
\]

where \(\xi_k \sim N(0,1)\) are independent. It is known [4,20] that random variables living in the second Wiener chaos (see, e.g., [21,22] for details on Wiener chaoses) admit such representation, with the sequence \((\lambda_k)_{k \geq 1}\) being the singular value sequence of a certain integral operator. Thus, we say that such random variables belong to the second chaos. For the coefficient sequence we assume that \(\lambda = (\lambda_k)_{k \geq 1} \in l^2(\mathbb{Z}_+)\); i.e.,

\[
\sum_{k=1}^{\infty} \lambda_k^2 < \infty. \tag{3}
\]

This implies that the series in (2) converges in \(L^2\), and, by [18] (Proposition 27.17), almost surely. Throughout the article, we use the asymptotic notation \(f \sim g\) as \(x \to a \in [-\infty,\infty]\), meaning that \(\lim_{x \to a} \frac{f(x)}{g(x)} = \) a constant. We denote by \(c\) and \(C\) generic unimportant constants that may vary from time to time. We also use the standard notation \(C^\infty\) for the space of functions that are infinitely many times differentiable.

**Example 1.** Let \(\lambda_k = 1\) for \(k = 1, \ldots, n\) and \(\lambda_k = 0\) for \(k \geq n + 1\). Then, \(X\) is just a centred, \(\chi^2\)-distributed distribution with \(n\) degrees of freedom.
Example 2. Let $H \in \left( \frac{1}{2}, 1 \right)$ be fixed and let $\lambda_k := \lambda_k^H$ be the eigenvalue sequence of the integral operator $A : L^2(|y|^{-H}dy) \rightarrow L^2(|y|^{-H}dy)$ given by

$$(Af)(x) = \int_{\mathbb{R}} \sum_{j=1}^{n} \frac{\left( e^{it_j(x-y)} - 1 \right)}{i(x-y)} |y|^{-H} f(y) dy.$$ 

Now the distribution of $X$ is the Rosenblatt distribution, and the free parameter $H$ is called the Hurst index. It can be proven that in this case, we have $\lambda_k > 0$ for all $k$s. Moreover, by [16] (Theorem 3.2) we have the asymptotic formula $\lambda_k \sim k^{-H}$.

Since $(\xi_k)_{k \geq 1}$ are independent, we may order the sequence $(\lambda_k)_{k \geq 1}$ freely. Throughout, we assume that the sequence is ordered to be decreasing in the absolute value; i.e.,

$$|\lambda_1| \geq |\lambda_2| \geq \ldots.$$ 

Recall that a random variable $X$ is infinitely divisible, if for every $n \geq 1$, there exists a random variable $Y$ such that $Y_1 + \ldots + Y_n$, where $Y_i$ are independent copies of $Y$, distributed as $X$. In this case, the characteristic function $\phi_X(\theta) = \mathbb{E} e^{i\theta X}$ has a representation

$$\phi_X(\theta) = \exp \left( ai\theta - \frac{1}{2} \sigma^2 \theta^2 + \int_{\mathbb{R}} \left( e^{i\theta x} - 1 - i\theta x 1_{|x| < 1} \right) \Pi(dx) \right),$$

where $a \in \mathbb{R}, \sigma^2 \geq 0$, and $\Pi(dx)$ are sigma-finite measures satisfying

$$\Pi(\{0\}) = 0, \quad \int_{\mathbb{R}} (1 \wedge x^2) \Pi(dx) < \infty.$$ 

The measure $\Pi(dx)$ is called the Lévy-measure of $X$, and the triplet $(a, \sigma^2, \Pi)$ is called the Lévy-Khintchine triplet. For details, we refer to monographs [17,18].

The following result shows that each $X$ of the form (2) is an infinitely divisible random variable.

Theorem 1. Let $X$ be of the form (2). Then $X$ is infinitely divisible with a characteristic function

$$\phi_X(\theta) = \exp \left( \int_{-\infty}^{\infty} \left( e^{i\theta u} - iu \theta - 1 \right) \frac{\nu(u)}{2|u|} du \right),$$

where

$$\nu(u) = \sum_{k=1}^{\infty} e^{-\frac{|u|}{\lambda_k H}} \left[ 1_{u,\lambda_k < 0} + 1_{u,\lambda_k > 0} \right].$$

Our second main result concerns the existence and smoothness of the densities.

Theorem 2. Let $X$ be of the form (2). Then the density function $f_X$ of $X$ exists. Moreover, if $\lambda_k \neq 0$ for infinitely many indices $k$, then $f_X \in C^\infty$ with all the derivatives vanishing at infinity.

Remark 1. Our proof is based on general existence and smoothness results for the density of infinitely divisible random variables. Consequently, we could also consider the case where the sum in (2) is finite and obtain the existence of densities that are smooth up to a certain order. However, the infinite sum in (2) is more interesting.
for us, while the finite sum is relatively simple to study case by case. Indeed, in the finite case, each random variable \( \lambda_k (\xi_k^2 - 1) \) with \( \lambda_k > 0 \) admits a density

\[
f(y) = \frac{1}{2\lambda_k} \left( \frac{y}{\lambda_k} + 1 \right)^{-\frac{1}{2}} e^{-\frac{y + \lambda_k}{2\lambda_k}}.
\]

The case \( \lambda_k < 0 \) can be treated by symmetry. Thus, the exact density of a linear combination of such random variables can be computed directly by using the convolution theorem; see Lemma 1. In particular, with \( \lambda_k = 1 \) for \( k = 1, 2, \ldots, n \), we obtain the well-known expression for the density of the \( \chi^2 \)-distribution.

Consider next the symmetrised version of \( X \) given by

\[
Y = X - \tilde{X},
\]

where \( \tilde{X} \) is an independent copy of \( X \). Such object can arise, e.g., as the limiting distribution of the difference of two long range, dependent stationary sequences.

By straightforward manipulations, we note that \( Y \) can be represented as

\[
Y = \sum_{k=1}^{\infty} |\lambda_k| (\xi_k^2 - 1) - \sum_{k=1}^{\infty} |\lambda_k| (\tilde{\xi}_k^2 - 1), \tag{6}
\]

where \( \tilde{\xi}_k \) are i.i.d. standard normals, independent of \( \xi_k \). Consequently, we obtain the following result, similar to Theorems 1 and 2.

**Theorem 3.** Let \( Y \) be of the form (6). Then, \( Y \) is infinitely divisible with a characteristic function

\[
\phi_Y(\theta) = \exp \left( \int_0^\infty (\cos(u\theta) - 1) \frac{\nu(u)}{u} du \right), \tag{7}
\]

where

\[
\nu(u) = \sum_{k=1}^{\infty} e^{-\frac{|\lambda_k|}{|u|}}. \tag{8}
\]

Moreover, \( Y \) has a density \( f_Y \), and the density \( f_Y \in C^\infty \) with all the derivatives vanishing at infinity provided that \( |\lambda_k| > 0 \) for all \( k = 1, 2, \ldots \).

**3. Proofs**

We begin with some auxiliary lemmas. The first one is rather standard and can be found in basic textbooks.

**Lemma 1.** Suppose that the random variables \( X \) and \( Y \) are independent and have densities \( f_X \) and \( f_Y \), respectively. Then, the random variable \( Z = X + Y \) has a density \( f_Z \) given by the convolution

\[
f_Z(x) = (f_X * f_Y)(x) = \int_{-\infty}^{\infty} f_X(x - y) f_Y(y) dy. \tag{9}
\]

In particular, if \( f_X \) is infinitely differentiable with bounded derivatives, then \( f_Z \) is infinitely differentiable with bounded derivatives.

**Lemma 2.** Let \( (\lambda_k)_{k \geq 1} \in l^2(\mathbb{Z}_+) \) and let \( \nu(u) \) be given by (5). Then,

\[
\int_{-\infty}^{\infty} |u| \nu(u) du < \infty. \tag{10}
\]
Proof. From (5) we get
\[ \nu(u) \leq 2 \sum_{k=1}^{\infty} e^{-\frac{|u|^2}{2\lambda_k^2}}. \]

By change of variable \[ u = |\lambda_k|v, \]
we get that
\[ \int_{0}^{\infty} ue^{-\frac{u^2}{2\lambda_k^2}} du = \lambda_k^2 \int_{0}^{\infty} ve^{-\frac{v^2}{2}} dv. \]

Thus we obtain, thanks to symmetry, that
\[ \int_{-\infty}^{\infty} |u| \nu(u) du \leq 4 \sum_{k=1}^{\infty} \int_{0}^{\infty} ve^{-\frac{v^2}{2}} dv \sum_{k=1}^{\infty} |\lambda_k|^2 < \infty. \]

This completes the proof. \( \square \)

Lemma 3. Let \((\lambda_k)_{k \geq 1} \in L^2(\mathbb{Z}_+)\) and let \(\nu(u)\) be given by (5). Then, \(\nu(u)\) is decreasing on \((0, \infty)\) and increasing on \((-\infty, 0)\). Moreover, \(\nu(u)\) is continuous on \(\mathbb{R} \setminus \{0\}\).

Proof. By symmetry, it suffices to consider only the interval \((0, \infty)\). Now the fact that \(\nu(u)\) is monotonic is evident from (5). In order to prove continuity, we define a sequence of continuous function by
\[ \nu_n(u) = \sum_{k=1}^{n} e^{-\frac{u^2}{2\lambda_k^2}} 1_{\lambda_k > 0}. \]

Now \(\nu_n(u)\) is an increasing sequence of continuous functions converging to \(\nu(u)\), and thus, Dini’s theorem implies that the convergence is uniform. This further implies that \(\mu(u)\) is continuous on \((0, \infty)\), which completes the proof. \( \square \)

We are now in position to prove our first main result.

Proof of Theorem 1. Let \(X_n\) be the approximation of \(X\) given by
\[ X_n = \sum_{k=1}^{n} \lambda_k (\xi_k^2 - 1). \]

Since each \(\lambda_k (\xi_k^2 - 1)\) is an infinitely divisible random variable, it follows that \(X_n\) is infinitely divisible as a finite sum of independent infinitely divisible random variables. Moreover, since \(X_n \to X\) in \(L^2\), it also converges weakly. By [18] (Lemma 7.8), any weak limit \(\mu\) of infinitely divisible probability measures \(\mu_n\) remains infinitely divisible. Consequently, \(X\) is infinitely divisible. Proving (4) yet remains undone. For this, we begin by recalling the explicit formula for the characteristic function of the \(\chi^2\)-distribution and its Lévy-Khintchine representation (see [23] and Example 1.3.22, [17]) leading to
\[ \phi_{\chi^2(1)}(\theta \lambda) = \frac{1}{(1 - 2i\theta \lambda)^{1/2}} = \exp \left( \int_{0}^{\infty} \left( e^{iv\theta \lambda} - 1 \right) \frac{e^{-\frac{v^2}{2\theta^2}}}{2\theta^2} dv \right). \]
By independence, we get
\[
\phi_{X_n}(\theta) = \prod_{k=1}^{n} \frac{e^{-i\theta \lambda_k}}{(1 - 2i\theta \lambda_k)^{1/2}}
\]
\[
= \prod_{k=1}^{n} \exp \left( -i\theta \lambda_k + \int_{0}^{\infty} \left( e^{i\theta \lambda_k} - 1 \right) e^{-\frac{u^2}{2}} \, du \right)
\]
\[
= \prod_{k=1}^{n} \exp \left( \int_{0}^{\infty} \left( e^{i\theta \lambda_k} - i\theta \lambda_k - 1 \right) e^{-\frac{u^2}{2}} \, du \right)
\]
\[
= \prod_{k=1}^{n} \exp \left( \int_{-\infty}^{\infty} \left( e^{i\theta \lambda_k} - iu \theta - 1 \right) e^{-\frac{|u|^2}{2|u|}} \, [1_{u, \lambda_k < 0} + 1_{u, \lambda_k > 0}] \, du \right),
\]
where we have used the fact
\[
\int_{0}^{\infty} e^{-\frac{u^2}{2}} \, du = 2
\]
and the change of variable \( u = \lambda_k v \). Thus, by using \( \prod_{k=1}^{n} e^{x_k} = e^{\sum_{k=1}^{n} x_k} \), we obtain
\[
\phi_{X_n}(\theta) = \exp \left( \int_{-\infty}^{\infty} \left( e^{i\theta \lambda_k} - iu \theta - 1 \right) \frac{e^{-\frac{|u|^2}{2|u|}}}{2|u|} \, [1_{u, \lambda_k < 0} + 1_{u, \lambda_k > 0}] \, du \right),
\]
where
\[
\nu_n(u) = \sum_{k=1}^{n} e^{-\frac{|u|^2}{2|u|}} \left[ 1_{u, \lambda_k < 0} + 1_{u, \lambda_k > 0} \right].
\]

If \( \lambda_k \neq 0 \) for only finitely many indices we have arrived to (4). For the general case, it suffices to argue why we can pass to the limit. For this we use the inequality, valid for all real numbers \( u \) and \( \theta \),
\[
\left| e^{iu \theta} - iu \theta - 1 \right| \leq \frac{u^2 \theta^2}{2}.
\]
Using this together with Lemma 2, we obtain next:
\[
\int_{-\infty}^{\infty} \left| e^{iu \theta} - iu \theta - 1 \right| \frac{\nu_n(u)}{2|u|} \, du \leq \frac{\theta^2}{4} \int_{-\infty}^{\infty} |u| \nu_n(u) \, du \leq \frac{\theta^2}{4} \left( \int_{-\infty}^{\infty} |u| \nu(u) \, du \right) < \infty.
\]
Thus, we may apply the dominated convergence theorem which shows that (4) is valid. This completes the proof.

**Proof of Theorem 2.** By Theorem 1, we have
\[
\phi_X(\theta) = \exp \left( \int_{-\infty}^{\infty} \left( e^{i\theta \lambda_k} - iu \theta - 1 \right) \frac{\nu(u)}{2|u|} \, du \right),
\]
where \( \nu(u) \) is given by (5). Let us verify that ([18], Theorem 28.4) is applicable. The positivity of \( \nu(u) \) is evident from (5), and by Lemma 3 we have that \( \nu(u) \) is continuous on \( \mathbb{R} \setminus \{0\} \), increasing on \((-\infty, 0)\), and decreasing on \((0, \infty)\). Moreover, we have
\[
\nu(0+) + \nu(0-) = \infty.
\]
Thus Theorem 28.4 of [18] is applicable and the claim follows. This completes the proof.

**Proof of Theorem 3.** Using the representation (6) and independence, we get
\[
\phi_Y(\theta) = \phi_Z(\theta) \phi_Z(-\theta),
\]
where
\[ Z = \sum_{k=1}^{\infty} |\lambda_k| (\xi_k^2 - 1). \]

Let also
\[ Z_n = \sum_{k=1}^{n} |\lambda_k| (\xi_k^2 - 1) \]
be the approximation of \( Z \) and \( Y_n \) be the approximation of \( Y \) given by
\[ Y_n = Z_n - \tilde{Z}_n, \]
where \( \tilde{Z}_n \) is an independent copy of \( Z_n \). By Theorem 1 we get
\[ \phi_{Z_n}(\theta) = \exp \left( \int_{0}^{\infty} \left( e^{iu\theta} - iu\theta - 1 \right) \frac{v_n(u)}{2u} \, du \right), \]
where
\[ v_n(u) = \sum_{k=1}^{n} \exp \left( -\frac{u}{2|\lambda_k|} \right). \]

By recalling the identity
\[ e^{iu\theta} - e^{-iu\theta} = 2\cos(u\theta) \]
we directly get that
\[ \phi_{Y_n}(\theta) = \exp \left( \int_{0}^{\infty} (\cos(u\theta) - 1) \frac{v_n(u)}{u} \, du \right). \]

From this we observe (7) immediately, provided that \( \lambda_k \neq 0 \) only for finitely many \( k \). For the general case, we apply the inequality
\[ |\cos(u\theta) - 1| \leq C \theta^2 u^2. \]

This gives us
\[ \int_{0}^{\infty} |\cos(u\theta) - 1| \frac{v_n(u)}{u} \, du \leq C \int_{0}^{\infty} uv(u) \, du, \]
which is finite by Lemma 2. Thus we may apply the dominated convergence theorem in order to pass to the limit, which proves (7). Finally, we can conclude the proof by noting that, by Theorem 2, the random variable \( Z \) has a density \( f_Z \) that is infinitely many times differentiable with all the derivatives vanishing at infinity. Hence, thanks to Lemma 1, \( Y = Z - \tilde{Z} \) also has a density with the same properties. This finishes the proof. \( \square \)

Remark 2. We remark that in general the approximation argument used in the above proof cannot be avoided. Indeed, the underlying reason is that one cannot compute
\[ i \int_{0}^{\infty} \sin(u\theta) \frac{v(u)}{u} \, du - i \int_{0}^{\infty} \sin(u\theta) \frac{v(u)}{u} \, du = 0 \]
directly, since
\[ \int_{0}^{\infty} \sin(u\theta) \frac{v(u)}{u} \, du < \infty \]
only if \( \int_{0}^{1} v(u) \, du < \infty \). This is not the case for all \( (\lambda_k)_{k \geq 1} \in l^2(\mathbb{Z}_+) \).
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