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Abstract: In the motion fractal theory, the scale relativity dynamics of any complex system are described through various Schrödinger or hydrodynamic type fractal “regimes”. In the one dimensional stationary case of Schrödinger type fractal “regimes”, synchronizations of complex system entities implies a joint invariant function with the simultaneous action of two isomorphic groups of the \( SL(2R) \) type as solutions of Stoka type equations. Among these joint invariant functions, Gaussians become in the Jeans’s sense, probability density (i.e., stochasticity) whenever the information on the complex system analyzed is fragmentary. In the two-dimensional case of hydrodynamic type fractal “regimes” at a non-differentiable scale, the soliton and soliton-kink of fractal type of the velocity field generate the minimal vortex of fractal type that becomes the source of all turbulences in the complex systems dynamics. Some correlations of our model to experimental data were also achieved.
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1. Introduction

The theory of measurable Lie groups \([1–3]\) is constituted as a fundamental procedure for integral geometry, necessary in generating the so-called geometric probabilities. The notion of geometric probability has a long history \([4,5]\), except that recently \([6–11]\) it has been explicitly realized that, by the theory of measurable groups, it could have applicability in physics or more generally, in fields involving statistical inference. The basis of this applicability lies in Jaynes’ observation given in \([12,13]\).

We will call it Jaynes’ program for building geometric probabilities. According to this program, any circumstance left unspecified in a phenomenon has the concrete expression in the existence of an invariant group. That means that this circumstance is not left unspecified from subjective reasons, but because of the phenomenon under analysis, it is not felt at all. Obviously, statistical physics has never started from such premises in the construction of its concepts \([12,13]\). In such a context, the group theory \([1–3]\) can be explained only through the idea that a continuous group is an invariant one for the results of some possible but non-actual constraints. We can justify this by examples that are detailed in this paper. As long as we limit ourselves to thermodynamic constraints, the quantity that we are interested in is the energy of the system in relation to which the distribution density typical of the system is an exponential function. When wanting a connection of the thermodynamics with the mechanics by which we study, for example, the harmonic oscillator (the entity of a complex system), the distribution density becomes, automatically, a Gaussian bivariate in impulse-coordinate \([14]\).
The comparison of these distribution densities reveals that in the case of the exponential, the phase of the harmonic oscillator is lost. Therefore, the various elements of the thermodynamic system can be considered “replicas” of the same mechanical element. These “replicas” are obtained by measuring the coordinate and the impulse and they are characterized in the phase plane by different points grouped around the averages. Or, such points can be correlated between them by transformations of a measurable group $SL(2R)$. The various achievements of this group will be considered in more detail in this paper, insofar as they can be related to statistical physics. In this conjecture, we will show that the density of such a distribution can be obtained as joint invariant function of two $SL(2R)$ isomorphic Lie algebras, operating in a motion fractal theory [10,11,15]. Moreover, dynamics of complex systems at non-differentiable scale resolutions using various hydrodynamic type fractal “regimes” are analyzed.

2. Short Reminder on the motion fractal theories in the Form of Scale Relativity

The complex system is a set of entities (or structural units) that through their interactions, relationships, or dependencies form a unified whole. Let us give some examples: the polymer (or the co-polymer) is a complex system, its structural unit being the monomer; the laser ablation plasma also is a complex system, its structural units being the plasma particles; all biological structures are complex systems, their structural units being the cell, etc. [16–19].

The dynamics of complex systems can be described through various mathematical procedures (for details see [17,18]). If the complex system is assimilated to a fractal or multi-fractal (details on the importance of the fractal in nature, science, and engineering are given in [20–25]), a new mathematical procedure describing its dynamics is the scale relativity theory [15], an extension of this mathematical model being given in [10,11].

Let us recall that the abovementioned mathematical models are included in motion fractal theories, the dynamics of these theories implying various mathematical procedures (for details see [23–27]). Moreover, the scale relativity theory in Nottale’s sense [15] can be accepted as a particular case of the model presented in Appendix A for motion of complex system entities on Peano type curve (i.e., in fractal dimension $D_F = 2$). For details, see also [10,11].

The fundamental assumption of the motion fractal theories in the form of scale relativity [10,11,15], is the one that the dynamics of any complex system will be described by fractal motion curves. More details on motion fractal theories are given in the Appendix A.

In such a context, the dynamics of the complex system are given by means of scale covariance operator (scale covariant derivative) $\hat{d}/dt$ (see the relation (A9) from the Appendix A and [10,11]):

$$\hat{d}/dt = \partial_t + \hat{V}^l \partial_l + \frac{1}{4} (dt)^{(2/D_F)-1} D^p \partial_p,$$

(1)

where

$$\hat{V}^l = V^l - V^l_f$$
$$D^p = d^p - i\hat{d}^p$$
$$d^p = \lambda^l_+ \lambda^p_- - \lambda^l_- \lambda^p_+$$
$$\hat{d}^p = \lambda^l_+ \lambda^p_+ + \lambda^l_- \lambda^p_-$$
$$\partial_i = \frac{\partial}{\partial X^i}, \ partial_l = \frac{\partial}{\partial X^l}, \ partial_p = \frac{\partial}{\partial X^p}, \ i = \sqrt{-1}, l, p = 1, 2, 3$$

(2)

The meanings of the variables and parameters from relation (2) are given in Appendix A.

Under these conditions, applying the operator (1) to the complex velocity field from (2), the motion equations (i.e., the geodesics equation in a fractal space—see Appendix A) take the following form [10,11]:

$$\hat{d}\hat{V}^i/dt = \partial_i \hat{V}^i + \hat{V}^l \partial_l \hat{V}^i + \frac{1}{4} (dt)^{(2/D_F)-1} D^k \partial_k \hat{V}^i = 0.$$

(3)
For fractalization through Markov-type stochastic processes, the following relation results (Appendix A):

\[ \lambda^I \lambda^I = \lambda^I \lambda^I = 2\lambda \delta^I. \]  \hspace{1cm} (4)

Under these conditions, the geodesics Equations (3) take the simple form

\[ \frac{d\vec{V}^i}{dt} = \partial_t \vec{V}^i + \vec{V}^i \partial_l \vec{V}^i - i\lambda (dt)^{(2/DF) - 1} \frac{\partial}{\partial l} \vec{V}^i = 0. \]  \hspace{1cm} (5)

For irrotational motions of the complex system entities, the complex velocity field \( \vec{V}^i \) takes the form:

\[ \vec{V}^i = -2i\lambda (dt)^{(2/DF) - 1} \frac{\partial}{\partial l} \ln \Psi, \]  \hspace{1cm} (6)

where \( \Psi \) is the fractal state function.

Then, substituting (6) in (5) and using the method from [10,11], the geodesics Equation (5) becomes:

\[ \lambda^2 (dt)^{(4/DF) - 2} \frac{\partial}{\partial l} \frac{\partial}{\partial l} \Psi + i\lambda (dt)^{(2/DF) - 1} \partial_t \Psi = 0. \]  \hspace{1cm} (7)

This is a Schrödinger equation of fractal type. Therefore, various dynamics of any complex system can be implemented as Schrödinger type fractal “regimes” (i.e., at various scale resolutions). For other correlations see [28,29].

3. Dynamics in a Complex System in the Form of Schrödinger Type Fractal “Regimes”

In the one-dimensional stationary case, the Schrödinger equation of the fractal type takes the form (for details on the method, see [15]):

\[ \frac{d^2 \Psi}{dx^2} + k_0^2 \Psi = 0 \]  \hspace{1cm} (8)

with

\[ k_0^2 = \frac{E}{2m_0 \lambda^2 (dt)^{(4/DF) - 2}}. \]  \hspace{1cm} (9)

In the above relations, \( x \) is the fractal spatial coordinate, \( E \) is the fractal energy of the entity, and \( m_0 \) is the rest mass of the entity.

In the most general case, \( \Psi(x) \) is a complex function. Considering now that \( \Psi(x) \) can be written in the form:

\[ \Psi(x) = X(x) + iY(x), \]  \hspace{1cm} (10)

the Equation (8) becomes (in real variables):

\[ \frac{d^2 X}{dx^2} + k_0^2 X = 0 \]  \hspace{1cm} (11)

\[ \frac{d^2 Y}{dx^2} + k_0^2 Y = 0. \]  \hspace{1cm} (12)

Equations (11) and (12) are invariant to the group of transformations \( SL(2 \mathbb{R}) \) (for details see [10,11]).

\[ X' = \alpha X + \beta Y \]
\[ Y' = \gamma X + \delta Y \]
\[ a\delta - b\gamma = 1 \]  \hspace{1cm} (13)

with \( a, \beta, \gamma, \) and \( \delta \) being real.
The basis of the Lie algebra associated with the group (13) is given by the infinitesimal generators:

\[ X_1 = Y \frac{\partial}{\partial X}, \quad X_2 = \frac{1}{2} \left( X \frac{\partial}{\partial X} - Y \frac{\partial}{\partial Y} \right), \quad X_3 = -X \frac{\partial}{\partial Y}, \]

and satisfies commutations relations

\[ [X_1, X_2] = X_1, \quad [X_2, X_3] = X_3, \quad [X_3, X_1] = -2X_2. \]

The most general solution of the Equation (11) (or (12)) is written in the form

\[ [X(x)|Y(x)] = z e^{i(k_0 x + \theta)} + \bar{z} e^{-i(k_0 x + \theta)}, \]

where \( z \) is a complex amplitude, \( \bar{z} \) is the complex conjugate of \( z \), and \( \theta \) is a specific phase. Thus, \( z, \bar{z} \) and \( \theta \) label each entity from an eventual complex system that has as a general characteristic the equation of state (11) (and (12)), and, consequently, the same \( k_0 \).

In such a conjecture, can one a priori establish a connection between the entities of the complex system? Since (16) has a “hidden” symmetry in the form of homographic group, we can answer this question affirmatively. Indeed, the ratio of two independent linear solutions of Equations (11) and (12), \( \tau \), is a solution of Schwartz’s differential equation [30]:

\[
\left\{ \tau, x \right\} = \frac{d}{dx} \left( \frac{\tau}{x} \right) - \frac{1}{2} \left( \frac{\tau}{x} \right)^2 = 2k_0^2 \\
\ddot{\tau} = \frac{d\tau}{dx}, \quad \dot{\tau} = \frac{d^2\tau}{dx^2}.
\]

The left part of (17) is invariant with respect to the homographic transformation:

\[ \tau \leftrightarrow \tau' = \frac{a_1 \tau + b_1}{c_1 \tau + d_1} \]

with \( a_1, b_1, c_1, d_1 \) real parameters. The set of all transformations (18) corresponding to all possible values of these parameters is the group \( SL(2R) \).

Thus, all the entities of the complex system having the same \( k_0 \) are in biunivocal correspondence with the transformations of the group \( SL(2R) \). This allows the construction of a “personal” parameter \( \tau \) for each entity of the complex system separately. Indeed, we choose as “guide” the general form of the solution of the Equation (17), which is written as

\[ \tau' = u + v \tan(k_0 x + \theta), \]

where \( u, v \) and \( \theta \) are constants, and characterize an entity of the complex system.

By identifying the phase from (19) with one from (16), we can write the “personal” parameter of the entity as

\[ \tau' = \frac{z + \bar{z} \tau}{1 + \bar{z}}, \quad z = u + iv, \quad \bar{z} = u - iv, \quad \tau' = \tau^{2i(k_0 x + \theta)}. \]

The fact that (20) is also a solution of the Equation (17) implies, by expliciting of (18), the group of transformations (for details see [9–11]):

\[ z' = \frac{a_1 z + b_1}{c_1 z + d_1}, \]

\[ k' = \frac{c_1 z + d_1}{c_1 z + d_1} k. \]
The infinitesimal generators of the group (21)

\[ B_1 = \frac{\partial}{\partial z} + \frac{\partial}{\partial \bar{z}}, \quad B_2 = z \frac{\partial}{\partial z} + \bar{z} \frac{\partial}{\partial \bar{z}}, \quad B_3 = z^2 \frac{\partial}{\partial z} + \bar{z}^2 \frac{\partial}{\partial \bar{z}} + (z - \bar{z})k \frac{\partial}{\partial k} \] 

(22)

with commutations relations

\[ [B_1, B_2] = B_1, \quad [B_2, B_3] = B_3, \quad [B_3, B_1] = -2B_2 \] 

(23)

reveals the same structure as the Lie algebra of the group \( SL(2R) \).

Thus, we can construct the joint invariant functions to the action of groups (13) and (21), as solutions of Stoka’s equations [4–7]

\[ X_i Q + B_i Q = 0, \quad i = 1, 2, 3. \] 

(24)

Explicitly, we will have

\[ Y \frac{\partial Q}{\partial X} + \frac{\partial Q}{\partial \bar{z}} + \bar{z} \frac{\partial Q}{\partial \bar{z}} = 0 \]

\[ \frac{1}{2} \left( X \frac{\partial Q}{\partial Y} - Y \frac{\partial Q}{\partial X} \right) + z \frac{\partial Q}{\partial z} + \bar{z} \frac{\partial Q}{\partial \bar{z}} = 0 \]

\[ -X \frac{\partial Q}{\partial Y} + z^2 \frac{\partial Q}{\partial z} + \bar{z}^2 \frac{\partial Q}{\partial \bar{z}} + (z - \bar{z})k \frac{\partial Q}{\partial k} = 0. \] 

(25)

The joint invariant functions have the form

\[ Q(\mu, v) = \text{const} \] 

(26)

with

\[ \mu = \frac{-i(z - \bar{z})}{(X - zY)(X - \bar{z}Y)}, \quad v = k \frac{X - zY}{X - \bar{z}Y} \] 

(27)

where \( \mu \) is unimodular complex and \( v \) is real.

A particular class of such joint invariant functions are the linear combinations of type:

\[ p\mu = m(v + \frac{1}{v}) + 2n \] 

(28)

with \( m, n \) and \( p \) real and arbitrary constants.

Taking into account (27), (28) becomes

\[ mk^{-1}L^2 + 2nLL + mkL^2 = p \] 

(29)

where

\[ L = \frac{X - zY}{[-i(z - \bar{z})]^{1/2}} \] 

(30)

under the condition

\[ -i(z - \bar{z}) > 0. \] 

(31)

Relations (29) represent a family of conics from the plane \( (X, Y) \). These are ellipses if

\[ m^2 - n^2 < 0, \] 

(32)

a condition always satisfied if

\[ m = \sigma \sinh 2r, \quad n = \sigma \cosh 2r \] 

(33)

where \( \sigma \) is a real constant.
Thus, any joint invariant function is, here, a regular function of the algebraic expression (29). Therefore, the group (21) works as a group of “synchronous” entities among the various entities of the complex system. In this process, the amplitudes and phases of each of them obviously participate, in the sense that they are also connected.

In what follows, let us notice that the structure of the group (21) is given by (23) so that the only non-zero structure constants should be:

\[ C_{12}^1 = C_{23}^2 = -1, \quad C_{31}^2 = -2. \]  

(34)

Then, the invariant quadratic form is given by the “quadratic” tensor of the group (21)

\[ C_{\alpha\beta} = C_{\mu\nu}^\mu C_{\rho\nu}^\rho, \]  

(35)

where the summation over the repeated indices is understood.

Using (34) and (35), the tensor

\[ C_{\alpha\beta} = \begin{pmatrix} 0 & 0 & -4 \\ 0 & 2 & 0 \\ -4 & 0 & 0 \end{pmatrix}, \]  

(36)

meaning that the invariant metric of the group (21) has the form

\[ ds^2 = \Omega_0^2 - 4\Omega_1\Omega_2 \]  

(37)

with \( f \) an arbitrary constant factor and

\[ \Omega_0 = -i \left( \frac{dk}{k} - \frac{dz + d\bar{z}}{z - \bar{z}} \right), \quad \Omega_1 = \frac{dz}{(z - \bar{z})k}, \quad \Omega_2 = \frac{k dz}{(z - \bar{z})}, \]  

(38)

three differential 1-forms, absolutely invariant through the group (21) (for details see [9–11]).

In these onditions the metric (37) becomes:

\[ ds^2 = - \left( \frac{dk}{k} - \frac{dz + d\bar{z}}{z - \bar{z}} \right)^2 + 4 \frac{d z d \bar{z}}{(z - \bar{z})^2}. \]  

(39)

A particular case is the one induced by means of the parallel transport of direction in Levy–Civita sense [30]. Then, in the space of variables \((z, \bar{z}, k)\), the differential 1-form \(\Omega_0\) is

\[ \Omega_0 = 0, \]  

(40)

while in the space of variables \((u, v, \theta)\) is

\[ d\theta = -\frac{du}{v}. \]  

(41)

Since through (40) or (41) and (39) is/are reduced to the Lobacewski plan metric in Poincaré representation:

\[ ds^2 = \frac{dz d\bar{z}}{(z - \bar{z})^2} = \frac{du^2 + dv^2}{v^2}. \]  

(42)

\( \theta \) from (40) will define the angle of the parallel transport of direction in Levy–Civita sense (for details see [8–11]). Once accepted functionality (40), the infinitesimal generators of the group (21) become:

\[ B_1 = \frac{\partial}{\partial z} + \frac{\partial}{\partial \bar{z}}, \quad B_2 = z \frac{\partial}{\partial z} + z \frac{\partial}{\partial \bar{z}}, \quad B_3 = z^2 \frac{\partial}{\partial z} + z^2 \frac{\partial}{\partial \bar{z}} \]  

(43)
and satisfy the commutation relations:

\[ [\bar{B}_1, \bar{B}_2] = \bar{B}_1, \quad [\bar{B}_2, \bar{B}_3] = \bar{B}_3, \quad [\bar{B}_3, \bar{B}_1] = -2\bar{B}_2. \]  

(44)

Thus, we can construct now the joint invariant functions to the actions of group (13) and (21) with

the restriction (40) (or (41)) as solutions of Stoka’s equations [4–7]:

\[ X_i \dot{Q} + \bar{B}_i \dot{Q} = 0, \quad i = 1, 2, 3. \]  

(45)

Explicitly, we have

\[ \frac{1}{2} \left( X \frac{\partial \dot{Q}}{\partial X} - Y \frac{\partial \dot{Q}}{\partial Y} \right) + \bar{z} \frac{\partial \dot{Q}}{\partial \bar{z}} + z \frac{\partial \dot{Q}}{\partial z} = 0. \]  

(46)

The rank of this system is three, and that is only one independent integral. This is

\[ \frac{X^2 - (z + \bar{z})XY + zzY^2}{-i(z - \bar{z})}. \]  

(47)

Thus, any joint invariant function is here a regular function of the algebraic expression (47).

Among them, the Gaussians

\[ \omega(X, Y|z) = \frac{1}{2\pi} \exp \left[ -\frac{1}{2} \frac{X^2 - (z + \bar{z})XY + zzY^2}{i(z - \bar{z})} \right] \]  

(48)

can have completely special meanings.

Thus, according to Jaynes’s program [12,13], we may think of a probability of synchronization for an entity–entity of a complex system, or a probability of synchronization for an entity–complex system. In any of the above situations, (48) will have stochastic significance.

According to our previous results, another important consequence, which can be experimental proven, is presented in the following.

Let us now consider another group of \( SL(2R) \) type given by means of infinitesimal generators.

\[ \bar{H}_1 = \frac{\partial}{\partial h} + \frac{\partial}{\partial \bar{h}}, \quad \bar{H}_2 = h \frac{\partial}{\partial h} + \bar{h} \frac{\partial}{\partial \bar{h}}, \quad \bar{H}_3 = h^2 \frac{\partial}{\partial h} + \bar{h}^2 \frac{\partial}{\partial \bar{h}}, \]  

(49)

which satisfies the commutation relations

\[ [\bar{H}_1, \bar{H}_2] = \bar{H}_1, \quad [\bar{H}_2, \bar{H}_3] = \bar{H}_3, \quad [\bar{H}_3, \bar{H}_1] = -2\bar{H}_2. \]  

(50)

Then, the Stoka system [4,5] for operators (43) and (49) takes the form

\[ \frac{\partial F}{\partial h} + \frac{\partial F}{\partial \bar{h}} + \frac{\partial F}{\partial z} + \frac{\partial F}{\partial \bar{z}} = 0 \]  

\[ h \frac{\partial F}{\partial h} + \bar{h} \frac{\partial F}{\partial \bar{h}} + z \frac{\partial F}{\partial z} + \bar{z} \frac{\partial F}{\partial \bar{z}} = 0 \]  

\[ h^2 \frac{\partial F}{\partial h} + \bar{h}^2 \frac{\partial F}{\partial \bar{h}} + z^2 \frac{\partial F}{\partial z} + \bar{z}^2 \frac{\partial F}{\partial \bar{z}} = 0. \]  

(51)
Let it be noted that this system has the rank three, so that only one independent integral exists. This is the cross ratio generated by means of the relation

\[
\frac{h - z}{h - \bar{z}} : \frac{\bar{h} - z}{\bar{h} - \bar{z}} \equiv \chi^2.
\]  

(52)

In above relation, \( \chi \) is real, and we took the square in order to account for the fact that the cross ratio (52) is always positive.

Any joint invariant function, \( F \), is a regular function of this ratio. In such a context, if \( \chi \equiv \tanh \beta \), where \( \beta \) is arbitrary, then \( z \) is by (52) related to \( h \) through the linear relation

\[
z = \bar{u} + \bar{v}h_0
\]  

(53)

where

\[
h = \bar{a} + i\bar{a}, \quad i = \sqrt{-1}
\]

\[
h_0 = -i\frac{\cosh \beta - e^{-i\alpha} \sinh \beta}{\cosh \beta + e^{-i\alpha} \sinh \beta}.
\]  

(54)

\( \Delta \) is the Laplace operator and \( \alpha \) is real.

The above result shows that, according to [8,9,30], a synchronization through self-modulation in amplitudes between two entities of a complex system is established. Such experimental results are presented in [31–33]. All results previously presented show a new approach for describing dynamics of complex systems through the isomorphism of two \( SL(2\mathbb{R}) \) type groups, one of the variables, and another of the initial conditions. The joint invariant functions imposed by means of the Stoka theorem allow not only “all possible dynamics” but also “all possible probability densities” associated to these dynamics. Thus, this way is different with respect to that given through fractional derivatives [26,27].

### 4. Dynamic of Complex Systems in the Form of Hydrodynamic Type Fractal “Regimes”

In (5), the separation of the complex system dynamics on scale resolutions implies both the law of conservation of the specific fractal momentum

\[
\frac{\hat{d}V_D^i}{dt} = \partial_t V_D^i + V_D^j \partial_j V_D^i - \left[V_F^i + \lambda(dt)^{2/D_f} \partial_l V_F^i \right] \partial^l V_D^i = 0,
\]  

(55)

at differentiable scale resolutions, and the conservation laws of the specific momentum

\[
\frac{\hat{d}V_F^i}{dt} = \partial_t V_F^i + V_F^j \partial_j V_F^i + \left[V_F^i + \lambda(dt)^{2/D_f} \partial_l V_F^i \right] \partial^l V_F^i = 0
\]  

(56)

at non-differentiable scale resolutions. From (55), it results that at differentiable scale resolutions, a specific fractal force “operates”:

\[
f_F^i = \left[V_F^i + \lambda(dt)^{2/D_f} \partial_l V_F^i \right] \partial^l V_F^i,
\]  

(57)

induced by the velocity fields at a non-differentiable scale.

In the static case \( V_D^i = 0, \partial_t V_F^i = 0 \)—for details see [15,25]), the explicit form of the velocity field can be shown through the functionality of “evolution” equations (hydrodynamic equation of fractal type):

\[
f_F^i = \left[V_F^i + \lambda(dt)^{2/D_f} \partial_l V_F^i \right] \partial^l V_F^i = 0
\]  

(58)
\[ \partial_t V^2 = 0. \]  

(59)

The first of these equations corresponds to the canceling of specific fractal force. The second equation describe the incompressibility of the fractal fluid (see Appendix A).

It is difficult to obtain an analytical solution for Equations (58) and (59). However, in the case of a plane symmetry (in x, y coordinates), we can obtain a such solution. For this purpose, let us consider the equation system (58), (59) in the form:

\[ u \partial_x u + v \partial_y u = \nu \partial^2_{yy} u \]  

(60)

\[ \partial_x u + \partial_y v = 0 \]  

(61)

where we substituted

\[ V_{Fx} = u(x, y), \quad V_{Fy} = v(x, y), \quad \nu = \lambda(dt)^{2/Dr} - 1. \]  

(62)

We will use the similarities method \([34]\) to solve the equations system (60), (61) with the conditions

\[ \lim_{y \to 0} v(x, y) = 0, \quad \lim_{y \to 0} \frac{\partial u}{\partial y} = 0, \quad \lim_{y \to \infty} u(x, y) = 0 \]  

(63)

and a constant flux moment per unit of depth

\[ q = \rho \int_{-\infty}^{+\infty} u^2 dy = \text{const.} \]  

(64)

We obtain the field of velocities in the following form:

\[ u = 1.5 \left( \frac{q}{6 \rho} \right)^{\frac{2}{3}} \text{sech}^2 \left[ \frac{0.5y \left( \frac{q}{6 \rho} \right)^{\frac{1}{3}}}{(vx)^{\frac{2}{3}}} \right] \]  

(65)

\[ v = 1.9 \left( \frac{q}{6 \rho} \right)^{\frac{2}{3}} \left\{ \frac{y \left( \frac{q}{6 \rho} \right)^{\frac{1}{3}}}{(vx)^{\frac{2}{3}}} \text{sech}^2 \left[ \frac{0.5y \left( \frac{q}{6 \rho} \right)^{\frac{1}{3}}}{(vx)^{\frac{2}{3}}} \right] - \tanh \left[ \frac{0.5y \left( \frac{q}{6 \rho} \right)^{\frac{1}{3}}}{(vx)^{\frac{2}{3}}} \right] \right\}. \]  

(66)

The above equations are simplified by means of both non-dimensional variables and non-dimensional parameters:

\[ X = \frac{x}{x_0}, \quad Y = \frac{y}{y_0}, \quad U = \frac{u}{w_0}, \quad V = \frac{v}{w_0}, \]  

(67)

\[ \xi = \frac{v}{v_0}, \quad \nu_0 = \frac{y_0^2}{x_0} \left( \frac{q}{6 \rho} \right)^{\frac{1}{2}}, \quad w_0 = \frac{1}{(y_0)^{\frac{1}{2}}} \left( \frac{q}{6 \rho} \right)^{\frac{1}{2}}, \]  

(68)

where \(x_0, y_0, w_0\) and \(v_0\) are lengths, velocity, and “fractality degree” specific to the complex system dynamics. The normalized velocity field is obtained:

\[ U = \frac{1.5}{(\xi X)^{\frac{2}{3}}} \text{sech}^2 \left[ \frac{0.5Y}{(\xi X)^{\frac{2}{3}}} \right] \]  

(69)

\[ V = \frac{1.9}{(\xi X)^{\frac{2}{3}}} \left\{ \frac{Y}{(\xi X)^{\frac{2}{3}}} \text{sech}^2 \left[ \frac{0.5Y}{(\xi X)^{\frac{2}{3}}} \right] - \tanh \left[ \frac{0.5Y}{(\xi X)^{\frac{2}{3}}} \right] \right\}. \]  

(70)
Any of the Equations (59), (60), (63), and (64) specify the nonlinearity of the velocity fields. So, a fractal soliton (i.e., a soliton dependent on scale resolution) is for the velocity field across the Ox axis. “Mixtures” of fractal soliton—fractal kink (i.e., a kink dependent on scale resolution), are for the velocity fields across the Oy axis. The fractality of the complex system is “explained” through its dependence from scale resolutions (Figures 1 and 2). Details on the soliton, kink, and other nonlinear solutions are given in [35].

\[ U(\xi) \]

\[ V(\xi) \]

**Figure 1.** Normalized velocity field \( U \): (a) \( \xi = 0.4 \), (b) \( \xi = 1 \), (c) \( \xi = 2.5 \).

**Figure 2.** Normalized velocity field \( V \): (a) \( \xi = 0.4 \), (b) \( \xi = 1 \), (c) \( \xi = 2.5 \).
The velocity fields (69) and (70) induce the fractal minimal vortex (Figure 3).

\[
\Omega = \left( \frac{\partial U}{\partial Y} - \frac{\partial V}{\partial X} \right) = 0.57Y \left( \xi X \right)^{\frac{2}{3}} + 0.63Y \left( \xi X \right)^{\frac{2}{3}} \tanh \left[ \frac{0.5Y}{\left( \xi X \right)^{\frac{2}{3}}} \right] + 1.9Y \left( \xi X \right)^{2} \text{sech}^{2} \left[ \frac{0.5Y}{\left( \xi X \right)^{\frac{2}{3}}} \right] - 0.57Y \left( \xi X \right)^{2} \tanh^{2} \left[ \frac{0.5Y}{\left( \xi X \right)^{\frac{2}{3}}} \right] - \frac{0.5Y}{\left( \xi X \right)^{\frac{2}{3}}} \left( 0.63 + 1.4Y^{2} \right) \text{sech}^{2} \left[ \frac{0.5Y}{\left( \xi X \right)^{\frac{2}{3}}} \right] \tanh \left[ \frac{0.5Y}{\left( \xi X \right)^{\frac{2}{3}}} \right].
\] (71)

\[\text{Figure 3. Fractal minimal vortex field } \Omega: (a) \xi = 0.4, (b) \xi = 1, (c) \xi = 2.5.\]

The previous results were used to describe the dynamics of laser ablation plasma [31]. Moreover, the existence of the fractal minimal vortex (71) could explain the turbulent behaviors of the laser ablation plasma and of the atmosphere.

5. Conclusions

The main conclusions are the following:

(i) In the fractal theory of motion in the form of scale relativity, it is shown that in the case of the nonrotational movements of the entities of a complex system, its dynamics are associated with the geodesics on a fractal manifold in the form of Schrödinger equations at different scale resolutions. In such a context:

(ii) Explaining the dynamics of complex system entities in the form of one-dimensional stationary Schrödinger equations at various scale resolutions involves joint invariant functions at the action of two isomorphic groups of type $SL(2R)$ (group of variables and parameters) as solutions of Stoka type equations. In such a context, special mechanisms for synchronizing the entities of a complex system become operable in the sense that not only the phases but the amplitudes of the complex system entities are homographically affected.
(i2) The existence of a parallel transport of directions in the Levy–Civita sense, which specifies a certain amplitude-phase correlation for any entity of a complex system, explains a particular synchronization mechanism.

(i3) In any type of synchronization of the entities of a complex system, joint invariant functions of the Gaussian form become, according to Jeans’s “program” [12,13], stochastic functions of probability density type (i.e., stochasticity), whenever information is fragmentary.

(i4) A special synchronization through self-modulation in amplitudes between two entities of the same type of a complex systems is established. Such results are proved in the dynamic of laser ablation plasma (the synchronization on the oscillation modes between the Coulomb structure and thermal structure).

(ii) In the fractal theory of motion in the form of scale relativity theory, it is shown that, in the general case, the dynamics in complex systems can be separated on the resolution scale (the differentiable and non-differentiable scales). Then, hydrodynamic type “regimes” to describe the dynamics become operational. In such a context:

(ii1) In the static case of motions at a non-differentiable scale resolution, the velocity fields are given by means of nonlinear solutions of fractal soliton type and fractal soliton kink-type.

(ii2) In the motion previous context, a fractal minimal vortex is generated. This case become the “source” of all turbulences in the dynamics of complex systems.
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Appendix A

The fundamental hypothesis of the scale relativity theory [10,11,15] is that the dynamics of the complex system are described through fractal curves. This leads to the following consequences [10,11,15]:

(i) Any fractal curve is explicitly scale resolution $\delta t$ dependent. More precisely, its length tends to infinity when $\delta t$ tends to zero (Lebesgue theorem [28]). Moreover, the space becomes a fractal in Mandelbrot sense [28].

(ii) The dynamics of complex systems structural units are described through fractal variables. Then, two derivatives of the variable field $Q(t, dt)$ can be defined:

$$\frac{d_+ Q(t, dt)}{dt} = \lim_{\Delta t \to 0^+} \frac{Q(t + \Delta t, \Delta t) - Q(t, \Delta t)}{\Delta t}$$

$$\frac{d_- Q(t, dt)}{dt} = \lim_{\Delta t \to 0^-} \frac{Q(t, \Delta t) - Q(t - \Delta t, \Delta t)}{\Delta t}.$$  \hspace{1cm} \text{(A1)}

The “+” sign corresponds to forward processes, while the “−” sign correspond to the backwards ones.

(iii) The differential of the spatial coordinate field $d_\pm X^i(t, dt)$ is given by the expression:

$$d_\pm X^i(t, dt) = d_\pm x^i(t) + d_\pm \xi(t, dt).$$  \hspace{1cm} \text{(A2)}

The differential part $d_\pm x^i(t)$ is scale resolution independent, while the fractal part $d_\pm \xi(t, dt)$ is scale resolution dependent.
(iv) The non-differentiable part of the spatial coordinate field satisfies the fractal equation \[10,11,15\]:
\[
d_{\pm}^{\xi}(t, dt) = \lambda_{\pm}^{\xi}(dt)^{1/D_{F}}.
\]
(A3a)

In (A3a) \(\lambda_{\pm}^{\xi}\) are constant coefficients associated to differentiable – non-differentiable transition and \(D_{F}\) defines the fractal dimension of the non-differentiable curve.

We note that, in the general case, the non-differentiable part of the spatial coordinate satisfies the multifractal equation \[11,20–22,28\]:
\[
d_{\pm}^{\xi}(t, dt) = \lambda_{\pm}^{i}(dt)^{[2/\alpha(f)]^{-1}}
\]
(A3b)

where \(\lambda_{\pm}^{i}\) are constant coefficients associated to differentiable – non-differentiable transition, \(f(\alpha)\) is the singularity spectrum of order \(\alpha\), and \(\alpha\) is the singularity index. There are many modes; hence, there is a varied selection of definitions of fractal dimensions: more precisely, the fractal dimension in the sense of Kolmogorov, the fractal dimension in the sense of Hausdorff-Besikovici, etc \[28\]. Selecting one of these definitions and operating in the complex system dynamics, the value of the fractal dimension must be constant and arbitrary for the entirety of the dynamical analysis. For example, we regularly find \(D_{F} < 2\) for correlative processes, \(D_{F} > 2\) for non-correlating processes, etc. In such a conjecture, through (A3b) we can identify not only the "areas" of the complex system dynamics that are characterized by a certain fractal dimension, but also the number of "areas" whose fractal dimensions are situated in an interval of values. More than that, through the singularity spectrum \(f(\alpha)\) we can identify classes of universality in the complex system dynamic laws, even when regular or strange attractors have different aspect \[11,28\].

(v) The differential time reflection invariance of any variable is recovered by means of the operator:
\[
\frac{d}{dt} = \frac{1}{2} \left( \frac{d_{+} + d_{-}}{dt} \right) - i \left( \frac{d_{+} - d_{-}}{dt} \right)
\]
(A4)

This is a natural result of the Cresson’s theorem \[29\]. Applying now the operator (A4) to \(X^{i}\), yields the complex velocity field:
\[
\dot{X}^{i} = \frac{\dot{X}^{i}}{dt} = V_{D}^{i} - V_{F}^{i}
\]
(A5)

with
\[
V_{D}^{i} = \frac{1}{2} \left( \frac{d_{+} X^{i} + d_{-} X^{i}}{dt} \right) \quad V_{F}^{i} = \frac{1}{2} \left( \frac{d_{+} X^{i} - d_{-} X^{i}}{dt} \right), \quad i = 1, 2, 3.
\]
(A6)

The real part \(V_{D}^{i}\) is scale resolution independent, while the imaginary one \(V_{F}^{i}\) is scale resolution dependent.

(vi) Since the fractalization implies stochasticization \[28\], the whole statistic arsenal in the form of averages covariances, etc., becomes operational. Thus, let us choose for the average of \(d_{\pm} X^{i}\) the following functionality:
\[
\left\langle d_{\pm} X^{i} \right\rangle = d_{\pm} x^{i}
\]
(A7)

with
\[
\left\langle d_{\pm}^{\xi} \right\rangle = 0.
\]
(A8)

The previous relation (A8) implies that the average of the non-differential part of the spatial coordinate field is null.
(vii) The complex system dynamics can be described through the scale covariant derivative given by the operator:

\[
\frac{\hat{d}}{dt} = \partial_t + \hat{\nabla}^i \partial_i + \frac{1}{4} (dt)^{(2/D_F)-1} D^{ij} \partial_i \partial_j
\]  

(A9)

where

\[
D^{ij} = d^{ij} - \bar{d}^{ij}
\]

\[
d^{ij} = \lambda^i_+ \lambda^j_+ - \lambda^i_- \lambda^j_-, \quad \bar{d}^{ij} = \lambda^i_+ \lambda^j_+ + \lambda^i_- \lambda^j_-
\]  

(A10)

For Markov-type stochastic processes [28]

\[
\lambda^i_+ \lambda^j_+ = \lambda^i_- \lambda^j_- = 2\lambda \delta^{ij},
\]  

(A11)

where \(\lambda\) is a coefficient associated to the fractal–non-fractal transition, the scale covariant derivation (A9) becomes

\[
\frac{\hat{d}}{dt} = \partial_t + \hat{\nabla}^i \partial_i - i\lambda (dt)^{(2/D_F)-1} \partial^i \partial_i
\]  

(A12)

In the particular case of motions on Peano type curves, which implies \(D_F \rightarrow 2\), the scale covariant derivative (A12) takes the standard form from the scale relativity theory [15]:

\[
\frac{\hat{d}}{dt} = \partial_t + \hat{\nabla}^i \partial_i - iD \partial^i \partial_i
\]  

(A13)

where \(\lambda \equiv D\) is the diffusion coefficient associated to fractal-nonfractal transition. Therefore, this model generalize all the results of Nottale’s theory (i.e., Scale Relativity Theory [15]).

In such a context, when accepting the functionality of the scale covariance principle [15], i.e., applying the scale covariant derivatives in the form (A9), (A12), or (A13) to the complex velocity fields (A5), geodesics equations in a fractal space are obtained (for details see [10,11,15]).
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