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Abstract: In this article, we focus on improving the sub-gradient extra-gradient method to find a solution to the problems of pseudo-monotone equilibrium in a real Hilbert space. The weak convergence of our method is well-established based on the standard assumptions on a bifunction. We also present the application of our results that enable to solve numerically the pseudo-monotone and monotone variational inequality problems, in addition to the particular presumptions required by the operator. We have used various numerical examples to support our well-proved convergence results, and we can show that the proposed method involves a considerable influence over-running time and the total number of iterations.
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1. Introduction

Equilibrium problems involve many mathematical problems as a particular instance, such as minimization problems, complementarity problems, problems of fixed point, Non-cooperative games of Nash equilibrium problem, problems of saddle point and problem of vector minimization and the variational inequality problems (VIP) (for more details follow e.g., [1–4]). As an explanation of the equilibrium problem, we can also recognize this problem as a Ky Fan inequality, for the infer that Fan [5] produces research and proposes a specific condition on a bifunction for the presence of a solution of an equilibrium problem. As long as we know, Mu and Oettli [6] established this particular notion “equilibrium problem” in 1992 and was advanced further by Blum and Oettli [1]. Several authors have achieved and generalized many results with regard to the existence of an equilibrium problem solution (e.g., see [7–11] and the references therein). The development of new iterative methods and the examination of their converging analysis are among the most effective and valuable research.
directions in equilibrium theory. Several numerical results for solving the problem of equilibrium in different abstract spaces have been established (for instance, see [12–27]).

Two effective techniques are exceptionally well recognized due to their numerical efficiency i.e., the proximal point method [28] and the principle of auxiliary problem [29] are used to handle the problems of equilibrium. The proximal point method theory was basically formed by Martinet [30] in the case of the problem of monotone variational inequality and afterwards, this was enhanced by Rockafellar [31] in the case of monotone operators. Moudafi [28] provided the proximal point method for monotone equilibrium problems. This method is usually dealt with equilibrium problems that must contain a monotone bifunction. As a following, each sub-level problem is converted into a strong monotone equilibrium problem so that we can obtain its unique solution. However, in the case that the bifunction is a more general particular pseudo-monotone, we are not in a position to solve the equilibrium problem. Another important concept is the auxiliary problem principle, that is established on the understanding of forming a new problem that is analogous and generally simpler to carry out with respect to our initial problem. Cohen originally established this rule [32] for the problems of optimization, and further extended it to solve variational inequality problems [33]. Additionally, Mastroeni [29] introduced this theory in the case of problems of equilibrium engaged through strong monotone bifunction. On the other side, let us discuss inertial-type methods, which are based on said heavy ball methods of the second-order time dynamical system. In order to solve the problem of smooth convex minimization, Polyak [34] proposed an iterative scheme that would involve inertial extrapolation as a boost ingredient to the convergence of an iterative sequence. This approach is typically a two-step iterative scheme, and the next iteration is computed by taking the previous two iterations and can be referred to as a strategy of pacing up the iterative sequence ([34,35]). In the case of equilibrium problems, Moudafi initiated and proposed an inertial-type approach, specifically the second-order differential proximal method [36]. Such inertial methods are basically used to accelerate the iterative process to the desired solution. Numerical reviews suggest that inertial effects often improve the performance of the algorithm in terms of the number of iterations and time of execution in this context. There are many methods are already established for the different classes of variational inequality problem for more details see, [37–41].

In this study, we follow the Dadashi et al. sub-gradient extra-gradient method [42] and the method of Censor [43] and present their enhancement by implementing inertial technique. We are coming up with a modified sub-gradient extra-gradient method to solve problems of pseudo-monotone equilibrium in the setting of a real Hilbert space. The stepsize is not specified in our proposed method but is built up by an explicit formula based on some previous iterations. We are formulating a weak convergence theorem with regard to our recommended method of handling the problem of equilibriums under specific conditions. In addition, some application in the problem of variational inequality for monotone operator is considered and many numerical examples in finite and infinite dimensions are also taken in order to support the appropriateness of our proposed results.

The rest of this article will be structured according to the following: In Section 2, We are giving some concepts and relevant findings. Section 3, contains our algorithm involving pseudo-monotone bifuction, and provides the weak convergence result. Section 4, includes the application of our proposed results in variational inequality problems. Section 5, set out the numerical examples to demonstrate the algorithmic performance.

2. Preliminaries

Now we are including some of the important lemmas, definitions and other concepts that will be used throughout the convergence analysis. We were going to make use of that $K$ as a closed, convex subset of the Hilbert space $E$. The notion $\langle \cdot, \cdot \rangle$ and $\| \cdot \|$ stands for the inner product and norm on the Hilbert space, receptively. We note down $u_n \rightharpoonup u^*$ to mention that the sequence $\{ u_n \}$ weakly converges to $u^*$. In addition, $EP(f, K)$ indicates the solution set of an (EP) on $K$ and $u^*$ is an arbitrary element of $EP(f, K)$ or the solution set $VI(G, K)$ of a variational inequality problem $G$ over $C$. 
**Definition 1.** [1] Let \( K \) be a convex, closed and nonempty subset of \( E \) and \( f : E \times E \to \mathbb{R} \) be a bifunction such that \( f(u, u) = 0 \) for all \( u \in K \). The equilibrium problem respect to a bifunction \( f \) on \( K \) is reported in the following manner:

\[
\text{find } u^* \in K \text{ such that } f(u^*, v) \geq 0, \text{ for all } v \in K.
\] *(EP)*

Next, we consider certain notions of a bifunction monotonicity (see [1,44] for further information).

**Definition 2.** The bifunction \( f : E \times E \to \mathbb{R} \) on \( K \) for \( \gamma > 0 \) is said to be:

(i) strongly monotone if \( f(u, v) + f(v, u) \leq -\gamma \|u - v\|^2, \forall u, v \in K; \)
(ii) monotone if \( f(u, v) + f(v, u) \leq 0, \forall u, v \in K; \)
(iii) strongly pseudo-monotone if \( f(u, v) \geq 0 \implies f(v, u) \leq -\gamma \|u - v\|^2, \forall u, v \in K; \)
(iv) pseudo-monotone if \( f(u, v) \geq 0 \implies f(v, u) \leq 0, \forall u, v \in K; \)
(v) satisfying the Lipschitz-type condition on \( K \) if there are two real numbers \( L_1, L_2 > 0 \), such that

\[
f(u, w) \leq f(u, v) + f(v, w) + L_1 \|u - v\|^2 + L_2 \|v - w\|^2, \forall u, v, w \in K.
\]

**Remark 1.** As a consequence, we have the following implications from the above definition.

strongly monotone \( \implies \) monotone \( \implies \) pseudo-monotone

strongly monotone \( \implies \) strongly pseudo-monotone \( \implies \) pseudo-monotone

**Definition 3.** Assume \( g : K \to \mathbb{R} \) is a convex function and subdifferential of \( g \) at \( u \in K \) is define as follows:

\[
\partial g(u) = \{z \in E : g(v) - g(u) \geq \langle z, v - u \rangle, \forall v \in K\}.
\]

**Definition 4.** The normal cone of \( K \) at \( u \in K \) is

\[
N_K(u) = \{z \in E : \langle z, v - u \rangle \leq 0, \forall v \in K\}.
\]

**Definition 5.** [45] A metric projection \( P_K(u) \) of \( u \) onto a closed, convex subset \( K \) of \( E \) is define as

\[
P_K(u) = \arg\min_{v \in K} \{\|v - u\|\}.
\]

**Lemma 1.** [46] Let \( P_K : E \to K \) be the metric projection from \( E \) onto \( K \). Thus, we have

(i) For all \( u \in K, v \in E, \)

\[
\|u - P_K(v)\|^2 + \|P_K(v) - v\|^2 \leq \|u - v\|^2.
\]

(ii) \( w = P_K(u) \) if and only if

\[
\langle u - w, v - w \rangle \leq 0.
\]

This section ends with a few important lemmas that are useful in examining the convergence of our proposed results.

**Lemma 2.** [47] Let \( K \) be a nonempty, closed and convex subset of a real Hilbert space \( E \) and \( g : K \to \mathbb{R} \) be a convex, subdifferentially with lower semicontinuous function on \( K \). Moreover, \( y \) is a minimizer of a function \( g \) if and only if \( 0 \in \partial g(y) + N_K(y) \), where \( \partial g(y) \) and \( N_K(y) \) denotes the subdifferential of \( g \) at \( y \) and the normal cone of \( K \) at \( y \) respectively.
Lemma 3 ([48], Page 31). For every $e, f \in \mathbb{E}$ and $\kappa \in \mathbb{R}$, then the following relation is true:

$$
\|ke + (1 - \kappa)f\|^2 = \kappa\|e\|^2 + (1 - \kappa)\|f\|^2 - \kappa(1 - \kappa)\|e - f\|^2.
$$

Lemma 4. [49] Let $a_n, b_n$ and $c_n$ are sequences in $[0, +\infty)$ such that

$$
a_{n+1} \leq a_n + b_n(a_n - a_{n-1}) + c_n, \forall n \geq 1, \text{ with } \sum_{n=1}^{+\infty} c_n < +\infty,
$$

while $b > 0$ such that $0 \leq b_n \leq b < 1$ for all $n \in \mathbb{N}$. Thus, the followings items are true:

(i) $\sum_{n=1}^{+\infty} [a_n - a_{n-1}]_+ < \infty$, with $[q]_+ := \max\{q, 0\}$;

(ii) $\lim_{n \to +\infty} a_n = a^* \in [0, \infty)$.

Lemma 5. [50] Let $\{\eta_n\}$ be a sequence in $\mathbb{E}$ and $K \subset \mathbb{E}$ such that

(i) For each $\eta \in K$, $\lim_{n \to \infty} \|\eta_n - \eta\|$ exists;

(ii) All sequentially weak cluster point of $\{\eta_n\}$ lies in $K$.

Then, $\{\eta_n\}$ weakly converges to a point in $K$.

Lemma 6. [42] Assume $\{x_n\}, \{y_n\}$ are sequences in $\mathbb{R}$ in such a way that $x_n \leq y_n, \forall n \in \mathbb{N}$. Suppose that $\varphi, \sigma \in (0, 1)$ and $\mu \in (0, \sigma)$. Then, there is a sequence $\zeta_n$ such that $\zeta_n x_n \leq \mu y_n$ and $\zeta_n \in (\varphi \mu, \sigma)$.

Due to Lipschitz-type condition on a bifunction $f$ through above lemma, we have the subsequent inequality.

Corollary 1. Assume $f$ satisfy a Lipschitz-type condition on $K$ through positive constants $L_1$ and $L_2$. Let $\varphi \in (0, 1), \sigma \leq \min \left\{ \frac{1 - 3\theta}{(1 - \theta)^2}, \frac{1}{2L_1}, \frac{1}{2L_2} \right\}$ where $\theta \in (0, \frac{1}{2})$ and $\mu \in (0, \sigma)$. Then, there is a real number $\zeta$ such that

$$
\zeta (f(u, w) - f(u, v) - L_1\|u - v\|^2 - L_2\|v - w\|^2) \leq \mu f(v, w),
$$

and $\varphi \mu < \zeta < \sigma$ where $u, v, w \in K$.

Assumption 1. Let a bifunction $f : \mathbb{E} \times \mathbb{E} \to \mathbb{R}$ satisfy the following conditions:

- $f_1$. $f(v, v) = 0$, for all $v \in K$ and $f$ is pseudomonotone on a set $K$.
- $f_2$. $f$ satisfy the Lipschitz-type condition on $\mathbb{E}$ through positive constants $L_1$ and $L_2$.
- $f_3$. $\limsup_{n \to \infty} f(u_n, v) \leq f(u^*, v)$ for each $v \in K$ and $\{u_n\} \subset K$ satisfy $u_n \rightharpoonup u^*$.
- $f_4$. $f(u, \cdot)$ need to be convex and subdifferentiable on $K$ for arbitrary $u \in K$.

3. An Inertial Sub-Gradient Extra-Gradient Method and Its Convergence Analysis

Now we are presenting our first main algorithm and prove a weak convergence theorem to find a solution to the equilibrium problems (EP) involving pseudo-montone bifunction. The Algorithm 1 in details is given below.
Algorithm 1 Inertial sub-gradient extra-gradient method for pseudomonotone (EP).

Initialization: Choose $u_{-1}, u_0 \in \mathbb{E}$, $\varrho \in (0, 1)$, $\sigma < \min \left\{ \frac{1-3\varrho}{(1-\varrho)^2}, \frac{1}{\varrho}, \frac{1}{\varrho^2} \right\}$, $\mu \in (0, \sigma)$, $\zeta_0 > 0$ and non-decreasing sequence $0 \leq \theta_n \leq \varrho \in [0, \frac{1}{3})$. Set

$$t_n = u_n + \theta_n(u_n - u_{n-1}).$$

Iterative steps: Given $u_{n-1}, u_n$ and $\zeta_n$ are known for $n \geq 0$.

Step 1: Find

$$v_n = \arg\min_{y \in K} \{\zeta_n f(t_n, y) + \frac{1}{2}\|t_n - y\|^2\}.$$ 

If $t_n = v_n$, STOP. Otherwise, construct a half-space

$$\Pi_n = \{z \in \mathbb{E} : \langle t_n - \zeta_n \omega_n - v_n, z - v_n \rangle \leq 0\},$$

where $\omega_n \in \partial_2 f(t_n, v_n)$.

Step 2: Compute the next iterate

$$u_{n+1} = \arg\min_{y \in \Pi_n} \{\mu \zeta_n f(v_n, y) + \frac{1}{2}\|t_n - y\|^2\}.$$ 

Next, the stepsize sequence $\zeta_{n+1}$ is updated as follows:

$$\zeta_{n+1} = \min \left\{\varrho \frac{\mu f(v_n, u_{n+1})}{f(t_n, u_{n+1}) - f(t_n, v_n) - c_1\|t_n - v_n\|^2 - c_2\|u_{n+1} - v_n\|^2 + 1} \right\}. \quad (1)$$

Set $n := n + 1$ and go back to Iterative steps.

Remark 2. By Corollary 1, $\zeta_{n+1}$ in Equation (1) is well-defined and

$$\zeta_{n+1} \left(f(t_n, u_{n+1}) - f(t_n, v_n) - c_1\|t_n - v_n\|^2 - c_2\|u_{n+1} - v_n\|^2 \right) \leq \mu f(v_n, u_{n+1}) \quad (2)$$

Now, we prove the validity of stopping criterion with regard to Algorithm 1.

Lemma 7. If $v_n = t_n$ in Algorithm 1, then $t_n \in EP(f, K)$.

Proof. By the definition of $v_n$ with Lemma 2, we have

$$0 \in \partial_2 \left\{\zeta_n f(t_n, y) + \frac{1}{2}\|t_n - y\|^2\right\}(v_n) + N_K(v_n).$$

Thus, there exists $\omega_n \in \partial_2 f(t_n, v_n)$ and $\bar{\omega} \in N_K(v_n)$ so that $\zeta_n \omega_n + v_n - t_n + \bar{\omega} = 0$. Due to hypothesis $t_n = v_n$ implies that $\zeta_n \omega_n + \bar{\omega} = 0$. Thus, we have

$$\zeta_n \langle \omega_n, y - v_n \rangle + \langle \bar{\omega}, y - v_n \rangle = 0, \forall y \in K.$$ 

By $\bar{\omega} \in N_K(v_n)$ implies $\langle \bar{\omega}, y - v_n \rangle \leq 0$ and through above expression, we obtain

$$\zeta_n \langle \omega_n, y - v_n \rangle \geq 0, \forall y \in K. \quad (3)$$

By $\omega_n \in f(t_n, v_n)$ and the subdifferential definition, we obtain

$$f(t_n, y) - f(t_n, v_n) \geq \langle \omega_n, y - v_n \rangle, \forall y \in K. \quad (4)$$

By Equations (3) and (4) with $\zeta_n \in (0, +\infty)$ implies that $f(t_n, y) \geq 0$ for all $y \in K$. □
Lemma 8. Let bifunction $f : E \times E \to \mathbb{R}$ follows the conditions (f1-f4). Thus, for each $u^* \in EP(f, K) \neq \emptyset$, we could have

$$
\|u_{n+1} - u^*\|^2 \leq \|t_n - u^*\|^2 - (1 - \zeta_n)\|u_{n+1} - t_n\|^2 - \zeta_n(1 - 2c_1\zeta)\|t_n - v_n\|^2 - \zeta_n(1 - 2c_2\zeta)\|u_{n+1} - v_n\|^2.
$$

Proof. By Lemma 2 with definition of $u_{n+1}$, we have

$$
0 \in \partial_2\left\{\mu\zeta_nf(v_n, y) + \frac{1}{2}\|t_n - y\|^2\right\}(u_{n+1}) + N_{\Pi_n}(u_{n+1}).
$$

From above implies that $\omega \in \partial_2f(v_n, u_{n+1})$ and $\omega \in N_{\Pi_n}(u_{n+1})$ such that

$$
\mu\zeta_n\omega + u_{n+1} - t_n + \omega = 0.
$$

Thus, we have

$$
\langle t_n - u_{n+1}, y - u_{n+1} \rangle = \mu\zeta_n\langle \omega, y - u_{n+1} \rangle + \langle \omega, y - u_{n+1} \rangle, \forall y \in \Pi_n.
$$

Since $\omega \in N_{\Pi_n}(u_{n+1})$ then $\langle \omega, y - u_{n+1} \rangle \leq 0$ for all $y \in \Pi_n$. This gives

$$
\mu\zeta_n\langle \omega, y - u_{n+1} \rangle \geq \langle t_n - u_{n+1}, y - u_{n+1} \rangle, \forall y \in \Pi_n.
$$

(5)

By $\omega \in \partial_2f(v_n, u_{n+1})$, we can obtain

$$
f(v_n, y) - f(v_n, u_{n+1}) \geq \langle \omega, y - u_{n+1} \rangle, \forall y \in K.
$$

(6)

Combining expression (5) and (6), we get

$$
\mu\zeta_nf(v_n, y) - \mu\zeta_nf(v_n, u_{n+1}) \geq \langle t_n - u_{n+1}, y - u_{n+1} \rangle, \forall y \in K.
$$

(7)

By substituting $y = u^*$ into expression (7), we get

$$
\mu\zeta_nf(v_n, u^*) - \mu\zeta_nf(v_n, u_{n+1}) \geq \langle t_n - u_{n+1}, u^* - u_{n+1} \rangle, \forall y \in K.
$$

(8)

Since $u^* \in EP(f, K)$ then implies that $f(u^*, v_n) \geq 0$ and due to the pseudomonotonicity of a bifunction $f$ we can get $f(v_n, u^*) \leq 0$. Therefore, from (8), we get

$$
\langle t_n - u_{n+1}, u_{n+1} - u^* \rangle \geq \mu\zeta_nf(v_n, u_{n+1}).
$$

(9)

By the expression (2) and (9) implies that

$$
\langle t_n - u_{n+1}, u_{n+1} - u^* \rangle \geq \zeta_n\left\{f(t_n, u_{n+1}) - f(t_n, v_n)\right\}
$$

$$
- c_1\zeta_n\|t_n - v_n\|^2 - c_2\zeta_n\|u_{n+1} - v_n\|^2\right\].
$$

(10)

Since $u_{n+1} \in \Pi_n$ and then by the definition of $\Pi_n$ implies that $\langle t_n - \zeta_n\omega_n - v_n, u_{n+1} - v_n \rangle \leq 0$. Thus, we have

$$
\zeta_n\langle \omega_n, u_{n+1} - v_n \rangle \geq \langle t_n - v_n, u_{n+1} - v_n \rangle.
$$

(11)

Since $\omega_n \in \partial_2f(t_n, v_n)$ with $y = u_{n+1}$, we gain

$$
f(t_n, u_{n+1}) - f(t_n, v_n) \geq \langle \omega_n, u_{n+1} - v_n \rangle, \forall y \in K.
$$

(12)
By combining (11) and (12), we have
\[
\zeta_n \left\{ f(t_n, u_{n+1}) - f(t_n, v_n) \right\} \geq (t_n - v_n, u_{n+1} - v_n).
\] (13)

Next, combining (10) and (13), we get
\[
2\langle t_n - u_{n+1}, u_{n+1} - u^* \rangle \geq \zeta_{n+1} \left[ 2\langle t_n - v_n, u_{n+1} - v_n \rangle \\
- 2c_1\zeta_n \|t_n - v_n\|^2 - 2c_2\zeta_n \|u_{n+1} - v_n\|^2 \right].
\] (14)

We have the following facts:
\[
2\langle t_n - u_{n+1}, u_{n+1} - u^* \rangle = \|t_n - u^*\|^2 - \|u_{n+1} - t_n\|^2 - \|u_{n+1} - u^*\|^2.
\]
\[
2\langle t_n - v_n, u_{n+1} - v_n \rangle = \|t_n - v_n\|^2 + \|u_{n+1} - v_n\|^2 - \|t_n - u_{n+1}\|^2.
\]

From the above last two inequalities and Equation (14), we obtain
\[
\|u_{n+1} - u^*\|^2 \leq \|t_n - u^*\|^2 - (1 - \zeta_n+1)\|u_{n+1} - t_n\|^2 \\
- \zeta_{n+1}(1 - 2c_1\zeta_n)\|t_n - v_n\|^2 - \zeta_{n+1}(1 - 2c_2\zeta_n)\|u_{n+1} - v_n\|^2.
\]

\[\square\]

**Theorem 1.** Let a bifunction \( f : E \times E \to \mathbb{R} \) satisfying the assumptions \((f_1,f_4)\). Thus, for each \( u^* \in EP(f,K) \neq \emptyset \), the sequence \( \{ t_n \} \), \( \{ u_n \} \) and \( \{ v_n \} \) generated by Algorithm 1, converges weakly to \( u^* \).

**Proof.** By Lemma 8, we write
\[
\|u_{n+1} - u^*\|^2 \leq \|t_n - u^*\|^2 - (1 - \zeta_{n+1})\|u_{n+1} - t_n\|^2 \\
- \zeta_{n+1}(1 - 2c_1\zeta_n)\|t_n - v_n\|^2 - \zeta_{n+1}(1 - 2c_2\zeta_n)\|u_{n+1} - v_n\|^2.
\] (15)

Thus, for \( n \geq 1 \) above expression implies that
\[
\|u_{n+1} - u^*\|^2 \leq \|t_n - u^*\|^2 - (1 - \zeta_{n+1})\|u_{n+1} - t_n\|^2.
\] (16)

By \( t_n \) in Algorithm 1, we get
\[
\|t_n - u^*\|^2 = \|u_n + \theta_n(u_n - u_{n-1}) - u^*\|^2 \\
= \|(1 + \theta_n)(u_n - u^*) - \theta_n(u_{n-1} - u^*)\|^2 \\
= (1 + \theta_n)\|u_n - u^*\|^2 - \theta_n\|u_{n-1} - u^*\|^2 + \theta_n(1 + \theta_n)\|u_n - u_{n-1}\|^2.
\] (17)

Furthermore, by the definition \( t_n \) and follows the Cauchy inequality, we have
\[
\|u_{n+1} - t_n\|^2 = \|u_{n+1} - u_n - \theta_n(u_n - u_{n-1})\|^2 \\
= \|u_{n+1} - u_n\|^2 + \theta_n^2\|u_n - u_{n-1}\|^2 - 2\theta_n\langle u_{n+1} - u_n, u_n - u_{n-1} \rangle \\
\geq \|u_{n+1} - u_n\|^2 + \theta_n^2\|u_n - u_{n-1}\|^2 - 2\theta_n\|u_{n+1} - u_n\|\|u_n - u_{n-1}\| \\
\geq \|u_{n+1} - u_n\|^2 + \theta_n^2\|u_n - u_{n-1}\|^2 - \theta_n\|u_{n+1} - u_n\|^2 - \theta_n\|u_n - u_{n-1}\|^2 \\
\geq (1 - \theta_n)\|u_{n+1} - u_n\|^2 + (\theta_n^2 - \theta_n)\|u_n - u_{n-1}\|^2.
\] (18)
By combining the expression (16), (17) and (19), we are getting
\[
||u_{n+1} - u^*||^2 \\
\leq (1 + \vartheta_n)||u_n - u^*||^2 - \vartheta_n||u_{n-1} - u^*||^2 + \vartheta_n(1 + \vartheta_n)||u_n - u_{n-1}||^2 \\
- (1 - \zeta_n+1)(1 - \vartheta_n)||u_{n+1} - u_n||^2 + (\vartheta_n^2 - \vartheta_n)||u_n - u_{n-1}||^2
\]
(20)
\[
\leq (1 + \vartheta_n)||u_n - u^*||^2 - \vartheta_n||u_{n-1} - u^*||^2 - (1 - \zeta_n+1)(1 - \vartheta_n)||u_{n+1} - u_n||^2 \\
+ \left[ \vartheta_n(1 + \vartheta_n) - (1 - \zeta_n+1)(\vartheta_n^2 - \vartheta_n) \right]||u_n - u_{n-1}||^2
\]
\[
\leq (1 + \vartheta_n)||u_n - u^*||^2 - \vartheta_n||u_{n-1} - u^*||^2 - Q_n||u_{n+1} - u_n||^2 + R_n||u_n - u_{n-1}||^2,
\]
(21)
where
\[
Q_n = (1 - \zeta_n+1)(1 - \vartheta_n),
\]
and
\[
R_n = \vartheta_n(1 + \vartheta_n) - (1 - \zeta_n+1)(\vartheta_n^2 - \vartheta_n).
\]
Further, we put
\[
\Phi_n = ||u_n - u^*||^2 - \vartheta_n||u_{n-1} - u^*||^2 + R_n||u_n - u_{n-1}||^2.
\]
Next, we compute
\[
\Phi_{n+1} - \Phi_n = ||u_{n+1} - u^*||^2 - \vartheta_{n+1}||u_n - u^*||^2 + R_{n+1}||u_{n+1} - u_n||^2 \\
- ||u_n - u^*||^2 + \vartheta_n||u_{n-1} - u^*||^2 - R_n||u_n - u_{n-1}||^2
\]
\[
= ||u_{n+1} - u^*||^2 - (1 + \vartheta_{n+1})||u_n - u^*||^2 + \vartheta_n||u_{n-1} - u^*||^2 \\
+ R_{n+1}||u_{n+1} - u_n||^2 - R_n||u_n - u_{n-1}||^2
\]
\[
\leq ||u_{n+1} - u^*||^2 - (1 + \vartheta_n)||u_n - u^*||^2 + \vartheta_n||u_{n-1} - u^*||^2 \\
+ R_{n+1}||u_{n+1} - u_n||^2 - R_n||u_n - u_{n-1}||^2
\]
\[
\leq -(Q_n - R_{n+1})||u_{n+1} - u_n||^2.
\]
(22)
We obtain the above last inequality from Equation (21) and
\[
Q_n - R_{n+1} \\
= (1 - \zeta_n+1)(1 - \vartheta_n) - \vartheta_{n+1}(1 + \vartheta_{n+1}) + (1 - \zeta_n+2)(\vartheta_{n+1}^2 - \vartheta_{n+1})
\]
\[
\geq (1 - \sigma)(1 - \vartheta_{n+1})^2 - \vartheta_{n+1} - \vartheta_{n+1}^2
\]
\[
\geq (1 - \sigma)(1 - \vartheta)^2 - \vartheta - \vartheta^2
\]
\[
= (1 - \vartheta)^2 - \sigma(1 - \vartheta)^2 - \vartheta - \vartheta^2
\]
\[
= (1 - 3\vartheta) - \sigma(1 - \vartheta)^2
\]
(23)
By our hypothesis and for some $\delta > 0$, we get
\[
\Phi_{n+1} - \Phi_n \leq -(Q_n - R_{n+1})||u_{n+1} - u_n||^2 \leq -\delta||u_{n+1} - u_n||^2.
\]
(24)
So the above implies that \( \{ \Phi_n \} \) is non-increasing. From the definition of \( \Phi_{n+1} \), we have
\[
\Phi_{n+1} = \| u_{n+1} - u^* \|^2 - \theta_{n+1} \| u_n - u^* \|^2 + R_{n+1} \| u_{n+1} - u_n \|^2 \\
\geq -\theta_{n+1} \| u_n - u^* \|^2.
\] (25)

In addition, from \( \Phi_n \) we have
\[
\Phi_n = \| u_n - u^* \|^2 - \theta_n \| u_{n-1} - u^* \|^2 + R_n \| u_n - u_{n-1} \|^2 \\
\geq \| u_n - u^* \|^2 - \theta_n \| u_{n-1} - u^* \|^2.
\] (26)

The above implies that
\[
\| u_n - u^* \|^2 \leq \Phi_n + \theta_n \| u_{n-1} - u^* \|^2 \\
\leq \Phi_1 + \theta \| u_{n-1} - u^* \|^2 \\
\leq \Phi_1 + \theta [ \Phi_1 + \theta \| u_{n-2} - u^* \|^2 ] \\
\leq \Phi_1 + \theta^2 \| u_{n-2} - u^* \|^2 \\
\leq \cdots \leq \Phi_1 ( \theta^{n-1} + \cdots + 1 ) + \theta^n \| u_0 - u^* \|^2 \\
\leq \frac{\Phi_1}{1 - \theta} + \theta^n \| u_0 - u^* \|^2.
\] (27)

Combining (25) and (27) we obtain
\[
-\Phi_{n+1} \leq \theta_{n+1} \| u_n - u^* \|^2 \\
\leq \theta \| u_n - u^* \|^2 \\
\leq \theta \left( \frac{\Phi_1}{1 - \theta} + \theta^{n+1} \| u_0 - u^* \|^2 \right). \\
\] (28)

It follow from the expression (24) and (28) that
\[
\delta \sum_{n=1}^{k} \| u_{n+1} - u_n \| \leq \Phi_1 - \Phi_{k+1} \\
\leq \Phi_1 + \theta \left( \frac{\Phi_1}{1 - \theta} + \theta^{k+1} \| u_0 - u^* \|^2 \right) \\
\leq \frac{\Phi_1}{1 - \theta} + \| u_0 - u^* \|^2.
\] (29)

letting \( k \to \infty \) in above expression implies that
\[
\sum_{n=1}^{\infty} \| u_{n+1} - u_n \| < +\infty \implies \lim_{n \to \infty} \| u_{n+1} - u_n \| = 0.
\] (30)

From (18) and (30) we can obtain
\[
\| u_{n+1} - t_n \| \to 0 \quad \text{as} \quad n \to \infty.
\] (31)

By expression (20) with Lemma 4 and \( \sum_{n=1}^{\infty} \| u_{n+1} - u_n \| < +\infty \) implies that
\[
\lim_{n \to \infty} \| u_n - u^* \|^2 = l, \quad \text{for some finite} \quad l > 0.
\] (32)
By (17), (30) and (32) we also get
\[
\lim_{n \to \infty} \|I_n - u^*\|^2 = I.
\]
(33)

Next, we show that \(\lim_{n \to \infty} \|v_n - u^*\|^2 = I\). It follows from Lemma 8, for \(n \geq 1\) such that
\[
\begin{align*}
\zeta_{n+1}(1 - 2c_1\zeta_n)\|I_n - v_n\|^2 \\
\leq \|I_n - u^*\|^2 - \|I_{n+1} - u^*\|^2 \\
\leq (\|I_n - u^*\| + \|I_{n+1} - u^*\|)(\|I_n - u^*\| - \|I_{n+1} - u^*\|) \\
\leq (\|I_n - u^*\| + \|I_{n+1} - u^*\|)\|I_{n+1} - I_n\| \to 0 \quad \text{as} \quad n \to \infty.
\end{align*}
\]
(34)

The above implies that
\[
\lim_{n \to \infty} \|I_n - v_n\| = 0.
\]
(35)

The above expression with (33) gives that
\[
\lim_{n \to \infty} \|v_n - u^*\|^2 = I.
\]
(36)

It follows from (31) and (35) such that
\[
0 \leq \|I_{n+1} - v_n\| = \|I_{n+1} - I_n\| + \|I_n - v_n\| \to 0 \quad \text{as} \quad n \to \infty.
\]
(37)

The above implies that for each \(u^* \in EP(f, K)\), the \(\lim_{n \to \infty} \|u_n - u^*\|^2\) exists and also the sequences \(\{u_n\}\), \(\{I_n\}\) and \(\{v_n\}\) are bounded. Now, we prove that all weak cluster point respect to the sequence \(\{u_n\}\) lies inside in \(EP(f, K)\). For this we take \(z\) is any weak cluster point of \(\{u_n\}\), i.e., there is a subsequence, indicated by \(\{u_{n_k}\}\), of \(\{u_n\}\) converges weakly to \(z\). Due to \(\|u_n - v_n\| \to 0\) implies that \(\{v_{n_k}\}\) too converges weakly to \(z\) and \(z \in K\). Let prove that \(z \in EP(f, K)\). By the expression (7), (2) and (13), we have
\[
\begin{align*}
\mu \zeta_n f(v_n, y) &\geq \mu \zeta_n f(v_{n_k}, u_{n_k+1}) + \langle I_{n_k} - u_{n_k+1}, y - u_{n_k+1} \rangle \\
&\geq \zeta_n \zeta_{n+1} f(t_{n_k}, u_{n_k+1}) - \zeta_n \zeta_{n+1} f(t_{n_k}, v_{n_k}) - c_1 \zeta_n \zeta_{n+1} \|I_{n_k} - v_{n_k}\|^2 \\
&\quad - c_2 \zeta_n \zeta_{n+1} \|v_{n_k} - u_{n_k+1}\|^2 + \langle t_{n_k} - u_{n_k+1}, y - u_{n_k+1} \rangle \\
&\geq \zeta_{n+1} \langle t_{n_k} - v_{n_k}, u_{n_k+1} - v_{n_k} \rangle - c_1 \zeta_n \zeta_{n+1} \|I_{n_k} - v_{n_k}\|^2 \\
&\quad - c_2 \zeta_n \zeta_{n+1} \|v_{n_k} - u_{n_k+1}\|^2 + \langle t_{n_k} - u_{n_k+1}, y - u_{n_k+1} \rangle
\end{align*}
\]
(38)

for any element \(y \in K\). Moreover, from (31), (35), (37) and the boundness of \(\{u_n\}\) implies that right-hand side of above inequity appears may to zero as \(n \to \infty\). Using \(\mu, \zeta_n > 0\), condition (f3) in (Assumption 1) and \(v_{n_k} \to z\), we have
\[
0 \leq \limsup_{k \to \infty} f(v_{n_k}, y) \leq f(z, y), \quad \text{for all} \quad y \in K.
\]
(39)

Given that \(z \in K\) and \(f(z, y) \geq 0\), for all \(y \in K\). It gives that \(z \in EP(f, K)\). Finally, we establish that the sequence \(\{u_n\}\) converges weakly to \(u^*\) by using the Lemma 5. This completes the proof.

If we use \(\theta_n = 0\) in the Algorithm 1, we get an algorithm that appears in the Dadashi et al. [42].

**Corollary 2.** Let a bifunction \(f : E \times E \to \mathbb{R}\) satisfying the assumptions (f1–f4). Thus, for every \(u^* \in EP(f, K) \neq \emptyset\), the sequence \(\{u_n\}\) and \(\{v_n\}\) are generated as follows:

i. Given \(u_0 \in E, \theta \in (0, 1), \sigma < \min\{1, \frac{1}{1 + \theta}, \frac{1}{1 + \theta^2}\}, \mu \in (0, \sigma)\) and \(\zeta_0 > 0\).
Algorithm 1 and the above definition of bifunction \( u_n \) and consequently \( 0 \leq \langle u_n - \bar{\omega}_n, z - v_n \rangle \) where \( \omega_n \in \partial_2 f(u_n, v_n) \). Moreover, the stepsize sequence \( \bar{\omega}_{n+1} \) is updated as follows:

\[
\bar{\omega}_{n+1} = \min \left\{ \frac{\mu f(v_n, u_n) + \mu f(v_n, u_{n+1})}{\mu (f(u_n, u_{n+1}) - f(u_n, v_n)) - c_1 \| u_n - v_n \|^2 - c_2 \| u_{n+1} - v_n \|^2 + 1} \right\}.
\]

The sequence \( \{u_n\} \) and \( \{v_n\} \) weakly converges to the solution \( u^* \in EP(f, K) \).

4. Solution for Variational Inequality Problems

We state the variational inequality problem as follows:

Find \( u^* \in K \) such that \( \langle G(u^*), v - u^* \rangle \geq 0, \forall v \in K \).

A operator \( G : E \to E \) is called

- monotone on \( K \) if \( \langle G(u) - G(v), u - v \rangle \geq 0, \forall u, v \in K \);
- pseudo-monotone on \( K \) if \( \langle G(u), v - u \rangle \geq 0 \Rightarrow \langle G(v), u - v \rangle \leq 0, \forall u, v \in K \);
- L-Lipschitz continuous on \( K \) if \( \|G(u) - G(v)\| \leq L\|u - v\|, \forall u, v \in K \).

Note: if we take the bifunction \( f(u, v) := \langle G(u), v - u \rangle \) for all \( u, v \in K \), then the equilibrium problem convert into the above variational inequality problem with \( L = 2L_1 = 2L_2 \). By definitions of \( v_n \) in the Algorithm 1 and the above definition of bifunction \( f \) such that

\[
v_n = \arg \min_{y \in K} \left\{ \xi_n f(t_n, y) + \frac{1}{2} \| t_n - y \|^2 \right\}.
\]

Due to \( \omega_n \in \partial_2 f(t_n, v_n) \) and by subdifferential definition, we obtain

\[
\langle \omega_n, z - v_n \rangle \leq \langle G(t_n), z - t_n \rangle - \langle G(t_n), v_n - t_n \rangle = \langle G(t_n), z - v_n \rangle, \forall z \in E
\]

and consequently \( 0 \leq \langle G(t_n) - \omega_n, z - v_n \rangle \). That is why we have

\[
\langle t_n - \xi_n G(t_n) - v_n, z - v_n \rangle \\
\leq \langle t_n - \xi_n G(t_n) - v_n, z - v_n \rangle + \xi_n \langle G(t_n) - \omega_n, z - v_n \rangle \\
\leq \langle t_n - \xi_n \omega_n, z - v_n \rangle.
\]

Similarly to the expression (40), \( t_n, z \) in algorithm 1 convert into

\[
u_{n+1} = \Pi_{\Omega_n} (t_n - \mu \xi_n G(v_n)).
\]

**Assumption 2.** Suppose that \( G \) satisfying the following assumptions:
\(G_1.\ G\) is monotone on \(K\) and \(\text{VI}(G, K)\) is nonempty;
\(G_1.\ G\) is pseudo-monotone on \(K\) and \(\text{VI}(G, K)\) is nonempty;
\(G_2.\ G\) is \(L\)-Lipschitz continuous on \(K\) for constant \(L > 0\).
\(G_3.\ \limsup_{n \to \infty} \langle G(u_n) - v, u - u_n \rangle \leq \langle G(u^*) - v, u - u^* \rangle\) for every \(v \in K\) and \(\{u_n\} \subseteq K\) satisfying \(u_n \to u^*\).

As a result, the inertial sub-gradient extra-gradient algorithm 1 with theorem 1 covert to the subsequent result for solving the variational inequality problems.

**Corollary 3.** Assume that \(G : K \to \mathbb{E}\) is satisfying (\(G_1, G_2, G_3\)) as in Assumption 2. Let \(\{t_n\}, \{u_n\}\) and \(\{v_n\}\) be the sequences generated as follows:

i. Choose \(u_{-1}, u_0 \in \mathbb{E}, q \in (0, 1), \sigma < \min \left\{1, \frac{1}{E}\right\}\), \(\mu \in (0, \sigma), \xi_0 > 0\) and non-decreasing sequence \(0 \leq \theta_n \leq \theta \in [0, \frac{1}{2})\).

ii. Given \(u_{n-1}, u_n\) and compute

\[
\begin{align*}
\begin{cases}
\varepsilon_n = P_K(t_n - \xi_n G(t_n)), & \text{where } t_n = u_n + \theta_n(u_n - u_{-1}), \\
u_{n+1} = P_{\Pi_n}(t_n - \mu \xi_n G(v_n)),
\end{cases}
\end{align*}
\]

where \(\Pi_n = \left\{ z \in \mathbb{E} : \langle t_n - \xi_n G(t_n) - v_n, z - v_n \rangle \leq 0 \right\}\). Moreover, the stepsize sequence \(\xi_{n+1}\) is updated as follows:

\[
\xi_{n+1} = \min \left\{ \sigma, \frac{\mu G(v_n, u_{n+1} - v_n)}{\langle G(u_n, u_{n+1} - v_n) - \frac{\mu}{2} \|u_n - v_n\|^2 - \frac{\mu}{2} \|u_{n+1} - v_n\|^2 + 1 \rangle} \right\}.
\]

The sequence \(\{t_n\}, \{u_n\}\) and \(\{v_n\}\) weakly converges to the solution \(u^*\) of \(\text{VI}(G, K)\).

**Corollary 4.** Assume that \(G : K \to \mathbb{E}\) is satisfying (\(G_1, G_2, G_3\)) as in Assumption 2. Let \(\{u_n\}\) and \(\{v_n\}\) be the sequences generated as follows:

i. Choose \(u_0 \in \mathbb{E}, q \in (0, 1), \sigma < \min \left\{1, \frac{1}{E}\right\}\), \(\mu \in (0, \sigma)\) and \(\xi_0 > 0\).

ii. Given \(u_n\) and compute

\[
\begin{align*}
\begin{cases}
\varepsilon_n = P_K(u_n - \xi_n G(u_n)), & \text{where } t_n = u_n + \theta_n(u_n - u_{-1}), \\
u_{n+1} = P_{\Pi_n}(u_n - \mu \xi_n G(v_n)),
\end{cases}
\end{align*}
\]

where \(\Pi_n = \left\{ z \in \mathbb{E} : \langle u_n - \xi_n G(u_n) - v_n, z - v_n \rangle \leq 0 \right\}\). Moreover, the stepsize sequence \(\xi_{n+1}\) is updated as follows:

\[
\xi_{n+1} = \min \left\{ \sigma, \frac{\mu G(v_n, u_{n+1} - v_n)}{\langle G(u_n, u_{n+1} - v_n) - \frac{\mu}{2} \|u_n - v_n\|^2 - \frac{\mu}{2} \|u_{n+1} - v_n\|^2 + 1 \rangle} \right\}.
\]

The sequence \(\{u_n\}\) and \(\{v_n\}\) weakly converges to the solution \(u^*\) of \(\text{VI}(G, K)\).

Next, we consider that provided \(G\) is monotone, assumption (\(G_3\)) can be removed. The assumption (\(G_3\)) is needed to express \(f(u, v) = \langle G(u), v - u \rangle\) satisfy the assumption (\(f_3\)). In addition, condition (\(f_3\)) is used to prove \(z \in EP(f, K)\), see description (39). This means that condition (\(G_3\)) is employed to show \(z \in \text{VI}(G, K)\). Next, we are continuing to show \(z \in \text{VI}(G, K)\) by applying the monotonicity of operator \(G\). This means that

\[
\langle G(v), v - v_n \rangle \geq \langle G(v_n), v - v_n \rangle, \quad \forall v \in K.
\] (43)
By \( f(u, v) = \langle G(u), v - u \rangle \) and expression (38), we get
\[
\limsup_{k \to \infty} \langle G(v_{n_k}), v - v_{n_k} \rangle \geq 0, \ \forall \ v \in K. \tag{44}
\]

Combining (43) with (44), we conclude that
\[
\limsup_{k \to \infty} \langle G(v), v - v_{n_k} \rangle \geq 0, \ \forall \ v \in K. \tag{45}
\]

Therefore \( v_{n_k} \to z \in K \), implies that \( \langle G(v), v - z \rangle \geq 0, \ \forall \ v \in K \). Let \( v_t = (1 - t)z + tv \) for all \( t \in [0, 1] \). Due to the convexity of \( K, v_t \in K \) for each \( t \in (0, 1) \). Then, we can write
\[
0 \leq \langle G(v_t), v_t - z \rangle = t\langle G(v_t), v - z \rangle \tag{46}
\]

That is \( \langle G(v_t), v - z \rangle \geq 0 \) for every \( t \in (0, 1) \). From \( v_t \to z \) as \( t \to 0 \) and the continuity of \( G \), we reach \( \langle G(z), v - z \rangle \geq 0 \) for all \( v \in K \), this shows that \( z \in VI(G, K) \).

**Corollary 5.** Assume that \( G : K \to E \) is satisfying \((G_1^*, G_2)\) as in Assumption 2. Let \( \{t_n\}, \{u_n\} \) and \( \{v_n\} \) are sequences created as follows:

i. Take \( u_{-1}, u_0 \in E, \varrho \in (0, 1), \sigma < \min \left\{ \frac{1 - \varphi^2}{1 - \varphi}, \frac{1}{2} \right\}, \mu \in (0, \varrho), \zeta_0 > 0 \) and non-decreasing sequence \( 0 \leq \theta_n \leq \theta \in [0, \frac{1}{2}) \).

ii. Given \( u_{n-1}, u_n \) and compute
\[
\begin{cases}
  v_n = \Pi_k(t_n - \zeta_n G(t_n)), & \text{where} \quad t_n = u_n + \theta_n(u_n - u_{-1}),
  u_{n+1} = \Pi_k(t_n - \mu \zeta_n G(v_n)),
\end{cases}
\]

where \( \Pi_n = \{ z \in E : \langle t_n - \zeta_n G(t_n) - v_n, z - v_n \rangle \leq 0 \} \). Moreover, the stepsizes sequence \( \zeta_{n+1} \) is updated as follows:
\[
\zeta_{n+1} = \min \left\{ \sigma, \frac{\mu \langle Gv_n, v_{n+1} - v_n \rangle - \frac{\mu}{2} \|t_n - v_n\|^2 - \frac{\mu}{2} \|u_{n+1} - v_n\|^2 + 1 \right\}.
\]

Then, the sequence \( \{t_n\}, \{u_n\} \) and \( \{v_n\} \) weakly converges to the solution \( u^* \) of \( VI(G, K) \).

**Corollary 6.** Assume that \( G : K \to E \) is satisfying \((G_1^*, G_2)\) as in Assumption 2. Let \( \{u_n\} \) and \( \{v_n\} \) be the sequences generated as follows:

i. Choose \( u_0 \in E, \varrho \in (0, 1), \sigma < \min \left\{ 1, \frac{1}{2} \right\}, \mu \in (0, \varrho) \) and \( \zeta_0 > 0 \).

ii. Given \( u_n \) and compute
\[
\begin{cases}
  v_n = \Pi_k(u_n - \zeta_n G(u_n)),
  u_{n+1} = \Pi_k(u_n - \mu \zeta_n G(v_n)),
\end{cases}
\]

where \( \Pi_n = \{ z \in E : \langle u_n - \zeta_n G(u_n) - v_n, z - v_n \rangle \leq 0 \} \). Moreover, the stepsizes sequence \( \zeta_{n+1} \) is updated as follows:
\[
\zeta_{n+1} = \min \left\{ \sigma, \frac{\mu \langle Gv_n, v_{n+1} - v_n \rangle - \frac{\mu}{2} \|u_n - v_n\|^2 - \frac{\mu}{2} \|u_{n+1} - v_n\|^2 + 1 \right\}.
\]

Then, the sequence \( \{u_n\} \) and \( \{v_n\} \) weakly converges to the solution \( u^* \) of \( VI(G, K) \).
5. Computational Experiment

Some numerical results will be presented to show the efficiency of our above-mentioned methods. The MATLAB codes run in MATLAB version 9.5 (R2018b) on a PC Intel(R) Core(TM)i5-6200 CPU @ 2.30GHz 2.40GHz, RAM 8.00 GB. During all these examples we use $u_0 = v_0 = (1, 1, \cdots, 1, 1)^T$ and y-axes display error term $D_n$ while the x-axis refers to the total number of iterations or the running time (in seconds). Moreover, for our proposed Algorithm 1 (Shortly, Int. EgA) with error term $D_n = \|u_n - v_n\|$ and for Tran et al. [23] (Shortly, Tran. EgA) and Dadashi et al. [42] (Shortly, Dadashi. EgA) with error term $D_n = \|u_n - v_n\|$.

5.1. Example 1

Suppose that there will be $n$ firms which generates the same product. Let $u$ stands for a vector in which the each entry $u_i$ denote the amount of the product manufactured by the firm $i$. We take the price $P$ as a decreasing affine function that depends upon on the value of $S = \sum_{i=1}^{n} u_i$ i.e., $P_i(S) = \phi_i - \psi_i S$, where $\phi_i > 0$, $\psi_i > 0$. The profit function for each firm $i$ is define by $f_i(u) = P_i(S)u_i - t_i(u_i)$, where $t_i(u_i)$ is tax and producing cost of $u_i$. Assume $K_i = [u_i^{\text{min}}, u_i^{\text{max}}]$ is set of strategies belongs to each firm $i$, and the strategy scheme for the whole model take the form as $K := K_1 \times K_2 \times \cdots \times K_n$. In fact, each firm aims to achieve its maximum revenue by taking the corresponding level of growth on the assumption that production of the other companies is an input parameter. The technique often utilized to deal such type of model focuses mainly on the well-known Nash equilibrium concept. We would like to remind that point $u^* \in K = K_1 \times K_2 \times \cdots \times K_n$ is the point of equilibrium of the model if

$$f_i(u^*) \geq f_i(u^*[u_i]) \quad \forall u_i \in K_i, \forall i = 1, 2, \cdots, n.$$ 

with the vector $u^*[u_i]$ represent the vector get from $u^*$ by taking $u^*_i$ with $u_i$. Finally, we take $f(u, v) := \varphi(u, v) - \varphi(u, u)$ with $\varphi(u, v) := -\sum_{i=1}^{n} f_i(u_i)$, and the problem of evaluating the Nash equilibrium point as:

$$\text{find } u^* \in K : f(u^*, v) \geq 0, \quad \forall v \in K.$$ 

In addition, we assume that both the tax and the fee for the production of the unit are increasing as the amount of productivity increases. It follows from [18,23], the function $f$ could be taken in the following:

$$f(u, v) = (Pu + Qv + q_v v - u),$$

where $q \in \mathbb{R}^n$ and $P, Q$ are matrices of order $n$ so that $Q - P$ is symmetric negative definite and $Q$ is symmetric positive semidefinite with Lipschitz constants $L_1 = L_2 = 1/2 \|P - Q\|$ (for more details see, [23]). During this Example in Section 5.1, the matrices $P, Q$ are generated randomly (Two matrices $A, B$ are randomly generated with entries from $[-1, 1]$. The matrix $Q = A^T A, S = B^T B$ and $P = S + Q$). and entries of $q$ randomly belongs to $[-1, 1]$. The feasible set $K \subset \mathbb{R}^n$ is written as

$$K := \{ u \in \mathbb{R}^n : -5 \leq u_i \leq 5 \}.$$ 

The experimental results are shown in Figures 1–4 and Table 1 with $\zeta = \frac{1}{4\pi^2}, \sigma = \frac{5}{\pi^2}, \mu = \frac{5}{\pi^2}$, $\theta_n = \frac{1}{2}$ and $\xi_0 = \frac{1}{\sqrt{4\pi^2}}.$
Table 1. The experimental finding for Figures 1–4.

<table>
<thead>
<tr>
<th>n</th>
<th>Iter.</th>
<th>CPU(s)</th>
<th>Iter.</th>
<th>CPU(s)</th>
<th>Iter.</th>
<th>CPU(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>69</td>
<td>0.5508</td>
<td>28</td>
<td>0.2356</td>
<td>13</td>
<td>0.1145</td>
</tr>
<tr>
<td>10</td>
<td>124</td>
<td>1.2234</td>
<td>101</td>
<td>0.8967</td>
<td>51</td>
<td>0.4338</td>
</tr>
<tr>
<td>20</td>
<td>283</td>
<td>3.4558</td>
<td>223</td>
<td>2.5063</td>
<td>155</td>
<td>1.4874</td>
</tr>
<tr>
<td>40</td>
<td>379</td>
<td>5.1930</td>
<td>259</td>
<td>3.0970</td>
<td>177</td>
<td>1.7652</td>
</tr>
</tbody>
</table>

Figure 1. Example in Section 5.1 when \( n = 5 \).

Figure 2. Example in Section 5.1 when \( n = 10 \).
5.2. Example 2

Let take $G : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ be explained by

$$F(x) = \begin{pmatrix} 0.5u_1u_2 - 2u_2 - 10^7 \\ -4u_1 - 0.1u_2^2 - 10^7 \end{pmatrix}$$

and let $K = \{ u \in \mathbb{R}^2 : (u_1 - 2)^2 + (u_2 - 2)^2 \leq 1 \}$. It is easy to see $F$ is Lipschitz continuous with $L = 5$ and pseudo-monotone. During these experiments we use stepsize $\zeta = 10^{-8}$ for Tran et al. [23] and $\zeta_0 = 0.1$, $\sigma = 0.199$, $\theta_n = 0.25$ and $\mu = 0.19$. The experimental results are shown in Table 2 and Figures 5–8.
Table 2. Results for Figures 5–8.

<table>
<thead>
<tr>
<th>$u_0 = v_0$</th>
<th>Iter.</th>
<th>CPU(s)</th>
<th>Iter.</th>
<th>CPU(s)</th>
<th>Iter.</th>
<th>CPU(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1.5, 1.7)</td>
<td>86</td>
<td>2.9587</td>
<td>62</td>
<td>1.9962</td>
<td>40</td>
<td>1.6405</td>
</tr>
<tr>
<td>(2.0, 3.0)</td>
<td>89</td>
<td>3.5329</td>
<td>71</td>
<td>2.0817</td>
<td>46</td>
<td>1.4633</td>
</tr>
<tr>
<td>(1.0, 2.0)</td>
<td>99</td>
<td>3.4713</td>
<td>73</td>
<td>2.2057</td>
<td>52</td>
<td>1.5730</td>
</tr>
<tr>
<td>(2.7, 2.6)</td>
<td>71</td>
<td>2.7353</td>
<td>55</td>
<td>1.9161</td>
<td>36</td>
<td>1.2266</td>
</tr>
</tbody>
</table>

Figure 5. Example in Section 5.2 when $u_0 = v_0 = (1.5, 1.7)$.

Figure 6. Example in Section 5.2 when $u_0 = v_0 = (2.0, 3.0)$.
5.3. Example 3

Let a bifunction $f$ define on the convex set $K$ as

$$f(u,v) = \langle (BB^T + S + D)u, v - u \rangle$$

where $B$ is an order $n$ matrix, $S$ is an order $n$ skew-symmetric matrix, $D$ is an order $n$ diagonal matrix, having nonnegative entries. The feasible set $K \subset \mathbb{R}^m$ defined as

$$K = \{ u \in \mathbb{R}^m : Au \leq b \},$$
while $A$ is $l \times m$ matrix and $b$ is nonnegative vector. We can see that bifunction is monotone with Lipschitz-type constants are $L_1 = L_2 = \frac{\|BB^T + S + D\|}{2}$. The numerical findings shall be noted in Figures 9–11 and Table 3 with $\zeta = \frac{1}{4L_1}$, $\sigma = \frac{5}{11L_1}$, $\mu = \frac{5}{12L_1}$, $\theta = \frac{1}{4}$ and $\zeta_0 = \frac{1}{4}L_1$.

Table 3. The numerical results for Figures 9–11.

<table>
<thead>
<tr>
<th>$u_0 = v_0$</th>
<th>Tran.EgA</th>
<th>Dadshi.EgA</th>
<th>Int.EgA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iter.</td>
<td>CPU(s)</td>
<td>Iter.</td>
<td>CPU(s)</td>
</tr>
<tr>
<td>5</td>
<td>198</td>
<td>4.6833</td>
<td>136</td>
</tr>
<tr>
<td>10</td>
<td>498</td>
<td>13.9149</td>
<td>190</td>
</tr>
<tr>
<td>20</td>
<td>1471</td>
<td>35.1972</td>
<td>119</td>
</tr>
</tbody>
</table>

Figure 9. Example in Section 5.3 when $n = 5$.

Figure 10. Example in Section 5.3 when $n = 10$. 
5.4. Example 4

Let $E = l_2$ be the real Hilbert space having elements are square-summable infinite sequence of real numbers and $K = \{ u \in E : \| u \| \leq 3 \}$. Let a bifunction $f(u, v) = (5 - \| u \|) \langle u, v - u \rangle \quad \forall u, v \in E$, where $\| u \| = \sqrt{\sum |u_i|^2}$. We can easily check that $EP(f, K) \neq \emptyset$ and also satisfy the assumption $\iota_5$.

Next, we show that bifunction is Lipschitz-type continuous

\[
\begin{align*}
&f(u, w) - f(u, v) - f(v, w) \\
&= (5 - \| u \|) \langle u, w - u \rangle - (5 - \| u \|) \langle u, v - u \rangle - (5 - \| v \|) \langle v, w - v \rangle \\
&= (5 - \| u \|) \langle u, w - v \rangle - (5 - \| v \|) \langle v, w - v \rangle \\
&= (5 - \| u \|) u - (5 - \| v \|) v, w - v \\
&\leq \| (5 - \| u \|) u - (5 - \| v \|) v \| \| w - v \| \\
&= \| 5(u - v) - \| u \||u - v\| - (\| u \| - \| v \|)\|v - w\| \\
&\leq \left[ 5\| u - v \| + \| u \|\| u - v \| + \| u \| - \| v \| \right] \| v - w \| \\
&\leq \left[ 5\| u - v \| + 3\| u - v \| + 3\| u - v \| \right] \| v - w \| \\
&= 11\| u - v \|\| v - w \| \\
&\leq \frac{11}{2}\| u - v \|^2 + \frac{11}{2}\| v - w \|^2,
\end{align*}
\]

Figure 11. Example in Section 5.3 when $n = 20$. 

while \( u, v, w \in K \) and value of Lipschitz-constants are \( L_1 = L_2 = \frac{11}{2} \). Next, we prove that bifunction is pseudo-monotone. Let \( u, v, w \in K \) be so that 
\[
f(u, v) = (5 - \|u\|)\langle u, v - u \rangle \geq 0, \text{ mean that } \langle u, v - u \rangle \geq 0.
\]
Thus
\[
f(v, u) = \frac{5}{2} \langle u, v - u \rangle + 2\langle v, u - v \rangle > 0.
\]
The projection onto \( K \) is explicitly computed as
\[
P_K(u) = \begin{cases} 
    u & \text{if } \|u\| \leq 3, \\
    \frac{3u}{\|u\|}, & \text{otherwise.}
\end{cases}
\]
The numerical results are shown in Figures 12 and 13 and Table 4 with \( \zeta = \frac{1}{4L_1}, \sigma = \frac{5}{11L_1}, \mu = \frac{5}{12L_1}, \gamma_n = \frac{1}{4}, \text{ and } \zeta_0 = \frac{1}{4L_1}. \)

**Table 4.** The numerical results for Figures 12 and 13.

<table>
<thead>
<tr>
<th>( u_0 = v_0 )</th>
<th>Trans.EgA</th>
<th>Dadshi.EgA</th>
<th>Int.EgA</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (1, 1, \cdots, 35000, 0, \cdots) )</td>
<td>69</td>
<td>0.5508</td>
<td>28</td>
</tr>
<tr>
<td>( (1, 2, \cdots, 5000, 0, \cdots) )</td>
<td>124</td>
<td>1.2234</td>
<td>101</td>
</tr>
</tbody>
</table>

![Figure 12. Cont.](image)
Figure 12. Example in Section 5.4 when $u_0 = v_0 = (1, 1, \cdots, 1_{5000}, 0, 0, \cdots)$.

Figure 13. Example in Section 5.4 when $u_0 = v_0 = (1, 1, \cdots, 1_{5000}, 0, 0, \cdots)$. 
6. Conclusions

We have provided an extra-gradient-like method to resolve pseudo-monotone equilibrium problems in real Hilbert space. The key influence of our recommended method is that our generated iterative sequences have been integrated with the particular step-size evaluation formula. The stepsize formula is revised for each iteration based on the preceding iterations. Numerical conclusions were performed in order to explain our algorithm’s numerical performance contrasted with other methods. Such numerical reviews prove that inertial effects often normally promote the performance of the iterative sequence in this context.
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