Abstract: Narrowband Internet of Things is one of the most promising technologies to support low cost, massive connection, deep coverage, and low power consumption. In this paper, a computationally efficient narrowband secondary synchronization signal detection method is proposed in the narrowband Internet of Things system. By decoupling the detection of complementary sequence and Zadoff–Chu sequence that make up the synchronization signal sequence, the search space of narrowband secondary synchronization signal hypotheses is reduced. Such a design strategy along with the use of the symmetric property of synchronization signals allows reduced-complexity synchronization signal detection in the narrowband Internet of Things system. Both theoretical and simulation results are provided to verify the usefulness of the proposed detector. It is shown via simulation results that the complexity of the proposed detection method is significantly reduced while producing some performance degradation, compared to the conventional detection method.
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1. Introduction

With the rapid growth of the Internet of Things (IoT) industry, Low-Power Wide-Area (LPWA) technologies become more and more popular [1]. Recently, cellular LPWA solutions, such as enhanced Long Term Evolution for Machine-Type Communication (LTE-MTC), Extended Coverage-Global System for Mobile communications for the IoT (EC GSM-IoT), and Narrowband IoT (NB-IoT), have been envisaged as a promising technology for existing and future cellular networks [2–5]. Due to the various advantages, such as low cost, massive connectivity, and high reliability, NB-IoT can be used in a variety of vertical industries [6,7]. NB-IoT is a new rapid-growing wireless technology, which is designed primarily targeting ultra-low-end IoT applications including home automation, smart health, smart factory, and smart environment that demand low cost, high reliability, and ultra-low power [8,9]. Therefore, low complexity of implementation, deployment, and maintenance is one of the most demanding aspects of NB-IoT User Equipments (UEs) so that they can be installed on a huge scale and even in a disposable manner [10].

During initial power-on, a UE has to perform a series of processes of attaining timing and frequency synchronization and acquiring Physical Cell ID (PCID) information [11–14]. The process of selecting the best serving enhanced base station (eNodeB) by a UE is called an initial cell search. In doing so, the UE monitors two special signals transmitted from the eNodeB: Narrowband Primary Synchronization Signal (NPSS) and Narrowband Secondary Synchronization Signal (NSSS). During initial cell search procedure, the UE has no information on the system timing and the local frequency of the UE is not yet synchronized to the network [12,13]. Furthermore, most NB-IoT devices
are designed with low-cost crystal oscillators leading to Carrier Frequency Offset (CFO) of as much as 20 parts per million (ppm) [14]. Thus, there may be a relatively large offset in both time and frequency, and such an uncertainty can substantially deteriorate initial synchronization performance.

1.1. Related Works

For NB-IoT, the frequency and timing offsets are estimated and compensated by using the NPSS, while the PCID detection is performed by NSSS. To establish a connection with the eNodeB, a coarse synchronization is performed before extracting the Cyclic Prefix (CP) in the time domain. The CP is then removed and a Fast Fourier Transform (FFT) unit transforms the signal to the frequency domain, wherein a post-FFT synchronization is applied. In the pre-FFT stage, the auto-correlation and cross-correlation methods are widely used for initial synchronization [13–16]. Once initial time and frequency synchronization has been accomplished using the NPSS in the time domain, frequency-domain samples are generated from the FFT unit and then the UE attempts to acquire the PCID by detecting the NSSS in the frequency domain. If NSSS detection fails, a full frequency scan has to be restarted and it increases power consumption, eventually reducing a battery life of an NB-IoT terminal [13]. Therefore, NSSS detection is a challenging problem which has been intensively developed in the NB-IoT system [14–17]. The exhaustive Maximum Likelihood (ML) search-based method attains an optimal detection performance with high computational burden because it compares all the potential combinations of Zadoff–Chu (ZC) and complementary sequences with the received NSSS sequence [14]. To solve this issue, a number of NSSS detection methods were studied for the NB-IoT system [15,16]. These methods exploit the property that the complementary sequences consisting of the NSSS are binary-modulated signals. By using the property of binary complementary sequences and repeated nature of ZC sequences, these detection methods significantly reduce the number of complex multiplication operations, when compared to the ML approach [14]. This is due to the fact that it only reverses the polarity of the received NPSS samples. However, the simplified methods developed in [15,16] no longer takes advantage of NSSS properties despite reducing their computational complexity. When considering other arithmetic operations, the complexity of these detection methods is still high due to a large number of hypotheses. In practice, NB-IoT needs to compare 4032 possible NSSS candidates since the NSSS is generated by both PCIDs and radio frame numbers. Accordingly, NSSS detection represents an important task of initial cell search procedure in the NB-IoT communication system. Furthermore, NB-IoT UEs are intended to extend up to 10 years battery life in certain scenarios and thus reducing a computational complexity is of paramount importance [8].

1.2. Contributions

In this paper, a complexity-effective NSSS detection method is presented for the cellular NB-IoT communication system. The main contributions of this paper include the following:

- By decoupling the detection of a ZC sequence and a binary complementary sequence, a multi-dimensional detection problem is reduced to several low-dimensional problems.
- With such a strategy, the PCID is obtained by sequentially identifying both ZC sequence and complementary sequence, which contributes to reducing the computational processing load.
- To confirm the feasibility of the proposed NSSS detector, the probability of detection failure is analytically derived in a flat fading channel. It is shown via simulation results that the analytical analysis is very accurate.
- Using simulations, we demonstrate that the computational load of the proposed NSSS detector can be incredibly reduced at the expense of some performance degradation, compared to the conventional NSSS detector.
The structure of this paper is as follows. Section 2 introduces the signal model and synchronization signal in the NB-IoT system. In Section 3, the reduced-complexity NSSS detector is proposed and the detection performance is numerically evaluated. In Section 4, we present the simulation results to prove the usefulness of the presented NSSS detection scheme. In Section 5, we draw some conclusions of this paper.

2. System Model

In this section, we briefly address the synchronization signal, cell search procedure, and signal model in the NB-IoT system. Throughout this paper, we use $(\cdot)^*$, $|\cdot|$, $|\cdot|^2$, $\mathbb{R}\{\cdot\}$, $\mathbb{E}\{\cdot\}$, and $[\cdot]$ for complex conjugation, absolute value, square, real part, argument, expectation, and floor operation of the enclosed quantity, respectively. Denote $(x \mod y)$ to be the remainder of $x/y$. The notation $x \sim \mathcal{CN}(\mu, \sigma^2)$ means that a random variable $x$ follows a complex Gaussian Probability Density Function (PDF) with mean $\mu$ and variance $\sigma^2$.

2.1. Signal Model

Consider an OFDM system employing $N$-point FFT. After taking an $N$-point Inverse FFT (IFFT) on the complex data symbols, a CP with length of $N_g$ is placed in the beginning of the time-domain symbol. Consequently, one OFDM symbol with time duration of $N_i T_s$ is created, where $T_s$ is the sampling time instant and $N_i = N + N_g$. Accordingly, the time-domain samples during the $l$-th period are given by

$$x_l(q) = \sum_{k=0}^{N-1} X_l(k)e^{\frac{2\pi j kq}{N}}$$

where $q = -N_g, -N_g + 1, \cdots, N - 1$ denotes the time-domain sample index, $k$ is the frequency-domain subcarrier index, and $X_l(k)$ is the transmitted $k$-th subcarrier symbol with symbol energy $E_X = \mathbb{E}\{|X_l(k)|^2\}$.

The transmitted signal is passed through a frequency-selective multipath fading channel and is distorted by Additive White Gaussian Noise (AWGN). At the receiver, the CFO is caused by the mismatch between the local oscillators in transmitter and receiver. In this scenario, the $q$-th time-domain sample during the $l$-th symbol period $y_l(q)$ is represented as

$$y_l(q) = e^{\frac{2\pi j (\epsilon_l + \epsilon_f) N_i}{N} - \frac{2\pi j (\epsilon_l + \epsilon_f)(q-\theta)}{N_i}} h_l(q) \otimes x_l(q-\theta) + z_l(q), \quad q = -N_g, -N_g + 1, \cdots, N - 1$$

where $\epsilon_l$ is the Integer CFO (IFO) normalized by subcarrier spacing $\Delta_f$, $\epsilon_f$ is the Fractional CFO (FFO) normalized by $\Delta_f$, $\theta$ is the integer-valued Symbol Timing Offset (STO), $h_l(q)$ is the complex channel gain, $\otimes$ is the linear convolution operator, and $z_l(q)$ is the zero-mean AWGN with variance $\sigma_z^2$. At the receiver, the CFO denoted by $\epsilon$ can be decomposed to an integer part and a fractional part, leading to $\epsilon = \epsilon_i + \epsilon_f$. Throughout this paper, the notation $\hat{x}$ stands for the estimated value of parameter $x$. During initial timing and frequency detection procedure, the STO estimate $\hat{\theta}$ and the CFO estimate $\hat{\epsilon} = \hat{\epsilon}_l + \hat{\epsilon}_f$ are estimated and recovered from the received signal [15,16]. After performing initial time and frequency synchronization, there remain Residual CFO (RFO) and Residual STO (RTO) denoted by $\zeta = \epsilon - \hat{\epsilon}$ and $\tau = \theta - \hat{\theta}$, respectively. After removing the CP and taking the FFT operation, the FFT output at the $k$-th subcarrier during the $l$-th OFDM block is expressed as [18,19]:

$$Y_l(k) \approx H_l(k) X_l(k) e^{-\frac{2\pi j \rho_1 T_s}{N} \epsilon_l(k) N_0} e^{\frac{2\pi j \rho_2}{N} (\rho_1 + \rho_2)} I_l(k) + Z_l(k)$$

where $\rho_1 = N_i / N$, $\rho_2 = N_g / N$, $H_l(k)$ is the channel transfer function with variance $\sigma_{H_l}^2$, $I_l(k)$ is the Inter-Carrier Interference (ICI) contribution with variance $\sigma_I^2 \approx \mathbb{E}\{|X_l(k)|^2\} \sigma_{H_l}^2 \zeta^2 T_s^2 / 3$, and $Z_l(k)$ is the AWGN contribution with $Z_l(k) \sim \mathcal{CN}(0, \sigma_Z^2)$.
2.2. Synchronization Signal

Figure 1 depicts the radio frame structure in the NB-IoT system. The NB-IoT radio frame in downlink composes 10 subframes with duration 10 ms, leading to 20 slots in a radio frame. As shown in Figure 1, there are two downlink synchronization signals, called the NPSS and the NSSS, which facilitate the UE to perform time-frequency estimation and synchronize to the NB-IoT network. To this end, the NPSS is sent periodically in subframe 5 in every 10 ms frame, while the NSSS is present in subframe number 9 in every even-numbered radio frame. During initial cell search procedure, the NPSS is used by the UEs to correct the CFO and detect STO with respect to the subframe boundary. The NPSS sequence is fixed and thus carries no information about the cell. On the other hand, the NSSS helps to detect the PCID and frame timing within an ambiguity of 80 ms. In NB-IoT systems, there are 504 unique PCIDs indicated by the NSSS, which can be transmitted with four distinct phase shifts in every even-numbered frame to indicate 80 ms frame boundaries. Thus, the UE has to search for a total of 4032 hypotheses to detect the NSSS. The Narrowband Physical Broadcast Channel (NPBCH) can be used to convey the master information block, which indicates configuration information for the UE to operate in the NB-IoT cell.

![Diagram of radio frame structure in NB-IoT systems](image)

Both NPSS and NSSS are based on ZC sequences in the frequency domain [20]. The NPSS is designed to cope with very large CFO and is constructed from length-11 ZC sequences according to

\[
P_l(k) = Q(l) e^{-j \pi n k (k + 1)/11}, \quad 0 \leq k < 11, 3 \leq l < 14
\]

where \(Q(l)\) is the 11-symbols cover sequence to resolve the timing ambiguity due to the NPSS repetitions given by \(\{1, 1, 1, 1, -1, -1, 1, 1, -1, 1\}\). In every fifth subframe, \(P_l(k)\) is allocated to the last 11 consecutive OFDM symbols each comprising 12 subcarriers. In the frequency domain, the NSSS sequence is formulated by multiplying a ZC sequence and a binary complementary sequence, leading to

\[
S(g) = c_n(g') e^{-j 2 \pi n g e^{-j \pi v (g'' + 1)/(M - 1)}}, \quad 0 \leq g < M
\]

where \(M = 132\) is the length of NSSS sequence, \(n = \lfloor v/126 \rfloor\), \(g' = (g \mod 128)\), \(g'' = (g \mod 131)\), \(v' = (v \mod 126) + 3\), \(u = (n_f/8 \mod 4)\), \(v \in \{0, 1, \cdots, 503\}\) is the PCID, \(n_f\) is the Radio Frame Number (RFN), and \(c_n(g')\) is one of the four length-\(M\) complementary sequences defined in [4].
The NSSS is assigned to all 12 subcarriers of the Positioning Reference Signal (PRS) leading to 132 Resource Elements (REs) in an NSSS subframe, as shown in Figure 1. For convenience of notation, \( S(g) \) is equally divided into 11 symbols and is sequentially allocated to 11 consecutive OFDM symbols, which are denoted by \( S^{ii}_{l}(k) \) for \( 3 \leq l \leq 13 \) and \( 0 \leq k < 12 \). Therefore, the transmission bandwidth of the NPSS and NSSS is only one Resource Block (RB) consisting of 12 subcarriers.

2.3. Cell Search Procedure

In the NB-IoT network, the cell search procedure can be decomposed into pre-FFT stage and post-FFT stage. At the pre-FFT stage, an averaged auto-correlation metric is used to explore the NPSS structure repeated over 11 OFDM symbols [15]. In this stage, a coarse timing is jointly detected together with FFO. For this purpose, the \( Na \)-times average auto-correlation metric is simply formulated by

\[
\Psi(\theta) = \frac{1}{Na} \sum_{i=0}^{Na-1} \sum_{q=\theta+iNw} g_{i}(q)g_{i}(q+N_t)
\]

where \( Na \) is the number of radio frames used for average estimate in the pre-FFT stage, \( Nw \) is the number of observation samples within one radio frame of 10 ms, and \( g_{i}(q) \) is the modulation sequence compensated received signal. Based on this, the \( Na \)-times average estimate of \( \theta \) and \( \epsilon_f \) is thus obtained by

\[
\hat{\theta} = \arg \max_{\theta} |\Psi(\theta)| \quad \text{and} \quad \hat{\epsilon}_f = \frac{1}{2\pi p_1} \arg \{ \Psi(\hat{\theta}) \}
\]

where \( 0 \leq \theta < Nw \).

After coarse time and frequency offset compensation, a joint detection of the IFO and fine timing is carried out using NPSS matched filter. Using a coarse timing estimate \( \hat{\theta} \), the average cross-correlation between initially detected NPSS and local NPSS can be written by

\[
\Theta(\delta, \eta) = \sum_{i=0}^{Na-1} \sum_{q=\hat{\theta}+\eta} g_{i}(q+iNw)p^{*}(q-\hat{\theta}-\eta)e^{-j2\pi\delta(q-\hat{\theta}-\eta)}/N
\]

where \( \delta \in \{-G, -G+1, \cdots, G\} \) is the hypothetical value of the true IFO, \( G \) is the maximum value of \( \epsilon_f \), \( \eta \in \{-\eta_{max}, -\eta_{max}+1, \cdots, \eta_{max}\} \) is the hypothetical value to refine the timing, \( \eta_{max} \) is maximum value of \( \eta \), and \( p(q) \) is the 11\( N_t \)-samples sequence representing the concatenated time-domain NPSS symbols. Consequently, the estimate of \( (\delta, \eta) \) is obtained by finding the maximum of \( \Theta(\delta, \eta) \), leading to

\[
(\hat{\epsilon}_f, \hat{\eta}) = \arg \max_{(\delta, \eta)} |\Theta(\delta, \eta)|.
\]

Once these tasks have been completed, the FFT unit is used to convert the received time-domain samples into the frequency domain. In the post-FFT step, the UE attempts to acquire the PCID and frame timing by detecting the NSSS, which is carried out either coherently or non-coherently [16]. Since NPSS and NSSS may be not transmitted on the same antenna port, we focus non-coherent NSSS detection method in this paper.

3. Proposed NSSS Detection Scheme for NB-IoT

In this section, a complexity-effective NSSS detection scheme is proposed for the NB-IoT communication system. Numerical analysis is presented to assess the feasibility of the presented NSSS detector. Figure 2 shows the block diagram of initial synchronization and cell search procedure. This paper focuses on the post-FFT processing including the PICD and RFN detections.
3.1. Sequential PCID and RFN Detection (SPRD) Method

For $3 \leq l \leq 13$ and $0 \leq k < 12$, let denote $C_l^n(k)$, $D_l^u(k)$ and $E_l^v(k)$ to be sequences derived from $e^{i(n/3)\pi}$, $e^{-i\pi/4}$ and $e^{-i\pi n/4}$, respectively. Then, the NSSS sequence can be expressed as the product of the three sequences $S_l^{u,v}(k) = C_l^n(k)D_l^u(k)\bar{E}_l^v(k)$ for $n = \lfloor v/126 \rfloor \in \{0, 1, 2, 3\}$, $u = (n_f/8 \mod 4) \in \{0, 1, 4, 2, 4, 3/4\}$, and $w \in \{3, 4, \cdots, 128\}$. Note that a PCID $v$ is uniquely associated with a pair $(w, n)$. Referring to [4], one can see that $C_l^n(k)$ consists of one of four complementary sequences and $D_l^u(k)\bar{E}_l^v(k)$ is common to four $C_l^n(k)$’s, yielding total 2016 combinations. Using the relation that $n = \lfloor v/126 \rfloor$ and $w = (v \mod 126) + 3$, a PCID $v$ is uniquely obtained by combining a pair $(w, n)$ such that $v = w - 3 + 126n$.

To reduce the search space of the NSSS hypothesis, we design an objective function that does not rely on knowledge of binary complementary sequences. To end this, we use the property $[C_l^n(k)]^2 = E_X$ regardless of $l$ and $n$, which leads to a local NSSS template

\[
S_l^{u,v}(k) = [S_l^{u,v}(k)]^2 = E_X[D_l^u(k)]^2[\bar{E}_l^v(k)]^2
\]

where $[D_l^u(k)]^2$ takes a value of 1 or $-1$ due to squaring operation. It is worthy mentioning that $E_X = [S_l^{u,v}(k)]^2 = |C_l^n(k)|^2$ due to unit energy of $D_l^u(k)$ and $\bar{E}_l^v(k)$. For notational simplicity, consider $S_l^{a,b}(k) = S_l^{a+b}(k)$ for $3 \leq l \leq 13$, where $N_s$ stands for the number of OFDM symbols in one radio frame. Let us also denote $u = u_0 + u_1$, where $u_0 \in \{0, 1/4\}$ and $u_1 \in \{0, 1/2\}$.

Bearing this definition in mind, the objective function independent of binary complementary sequences within window $i$ is formulated as

\[
\Phi_i^1(a, b, c) = \sum_{l = cN_s+3}^{cN_s+13} \sum_{k \in S} [Y_i + iN_s(k)]^2 S_l^{a,b}(k)
\]

(11)

where $a \in \{0, 1/4\}$ is the hypothetical value for $u_0$ due to squaring operation, $b \in \{3, 4, \cdots, 128\}$ is the hypothetical value for $w$, $c \in \{0, 1\}$ is the hypothetical value for deciding the radio frame to which the NSSS belongs, and $S = \{k | 0 \leq k < 12\}$ is the set of NSSS subcarriers whose cardinality is 13. Upon substituting Equations (3) and (10) into Equation (11), $\Phi_i^1(a, b, c)$ takes the form

\[
\Phi_i^1(a, b, c) = \sum_{l = cN_s+3}^{cN_s+13} \sum_{k \in S} [H_i + iN_s(k)]^2 [X_i + iN_s(k)]^2 [Y_i + iN_s(k)]^2 [Z_i + iN_s(k)]^2 [S_l^{a,b}(k)]^2 e^{i4\pi c(i + l + iN_s)\eta_1 + \eta_2}
\]

(12)
where $I_1(k) = 2H_1(k)X_1(k)I_1(k)\bar{S}_l^b h_s(k)e^{2\pi \xi ((1)1 + \rho_1)} + 2I_1(k)Z_1(k)\bar{S}_l^b h_s(k) + [I_1(k)]^2 \bar{S}_l^b h_s(k)$ and $Z_1(k) = 2H_1(k)X_1(k)Z_1(k)\bar{S}_l^b h_s(k)e^{2\pi \xi ((1)1 + \rho_1)} + [Z_1(k)]^2 \bar{S}_l^b h_s(k)$. For notational convenience, it is assumed that the timing estimation has been successfully performed at a previous step. However, the impact of imperfect timing estimation on the detection performance will be assessed through simulations. When hypothetical values exactly match corresponding actual values, i.e., $(a, b, c) = (u_0, w, m)$, Equation (12) can be rewritten as

$$
\Phi_1^i(a, b, c) = \frac{cN+13}{cN+3} \sum_{l=cN+3}^{cN+13} [H_{l+iN_1}(k)]^2 E_X e^{j4\pi \xi ((1)l+iN_1)\rho_1} + \sum_{l=cN+3}^{cN+13} \sum_{k \in S} I_{l+iN_1}(k) \tag{13}
$$

If we assume that the channel is frequency-flat and stationary over NSSS subframe, we arrange Equation (13) as

$$
\Phi_1^i(a, b, c) = \sum_{k \in S} [H_{l+iN_1}(k)]^2 E_X e^{j4\pi \xi ((1)l+iN_1)\rho_1} + \sum_{l=cN+3}^{cN+13} \sum_{k \in S} I_{l+iN_1}(k) \tag{14}
$$

which is further derived as

$$
\Phi_1^i(a, b, c) = \sum_{k \in S} [H_{l+iN_1}(k)]^2 E_X e^{j4\pi \xi ((5)a+cN+3)\rho_1} + \sum_{l=cN+3}^{cN+13} \sum_{k \in S} I_{l+iN_1}(k) \tag{15}
$$

where $S(\xi) = \sin(22\pi \xi) / \sin(2\pi \xi)$. It is worthy mentioning that $S(\xi) \approx 11$ for small values of $\xi$ and $\Phi_1^i(a, b, c) = \Phi_1^i(a, b, c)e^{-j4\pi \xi ((5)a+cN+3)\rho_1}$. Under hypothesis that $(a, b, c) \neq (u_0, w, m)$, it follows from Equation (12) that $[X_1(k)]^2 = E_X [D_l^2(k)E_l^2(k)]^2$ for $c = m$, while $[X_1(k)]^2$ is a random complex symbol in Narrowband Physical Downlink Shared Channel (NPDSCH) or Narrowband Physical Downlink Control Channel (NPDCCH) for $c \neq m$, as illustrated in Figure 1. Based on such observations, the estimate of $(u_0, w, m)$ can be jointly obtained as

$$
(\hat{u}_0, \hat{w}, \hat{m}) = \arg\max_{(a, b, c)} \sum_{i=1}^{N_b} |\Phi_1^i(a, b, c)| \tag{16}
$$

and $N_b$ is the number of radio frames used for average estimate in the post-FFT stage and Equation (16) requires only 504 hypotheses.

Once the estimates $(\hat{u}_0, \hat{w}, \hat{m})$ have been obtained, $(n, u_t)$ have to be identified to fully detect the PCID and RFN, which can be accomplished by searching the maximum of the objective function within window $i$ defined as

$$
\Phi_2(n, c) = \sum_{l=n+iN_1+3}^{n+iN_1+13} \sum_{k \in S} Y_{l+iN_1}(k)C_l^{d_e}(k)D_l^{n_0+e_s}(k)E_l^{d_s}(k) \tag{17}
$$
where $d \in \{0, 1, 2, 3\}$ is the hypothetical value for $n$ and $e \in \{0, 1/2\}$ is the hypothetical value for $u_1$. Substituting Equation (3) into Equation (17) yields

$$
\Phi_2^l(d, e) = \sum_{l = nN_0 + 1}^{nN_0 + 13} \sum_{k \in S} H_l + iN_0(k) X_{l + iN_0}(k) C_\lambda^d(k) D_\lambda^{\delta_0 + e_0}(k) E_\lambda^{\delta_0 + e_0}(k) e^{2i\pi\zeta(l + iN_0)p_1 + p_2} + \sum_{l = nN_0 + 3}^{nN_0 + 13} \sum_{k \in S} I_{l + iN_0}(k) \sum_{l = nN_0 + 3}^{nN_0 + 13} \sum_{k \in S} Z_{l + iN_0}(k)
$$

(18)

where $\tilde{I}_l(k) = I_l(k) C_\lambda^d(k) D_\lambda^{\delta_0 + e_0}(k) E_\lambda^{\delta_0 + e_0}(k)$ and $\tilde{Z}_l(k) = Z_l(k) C_\lambda^d(k) D_\lambda^{\delta_0 + e_0}(k) E_\lambda^{\delta_0 + e_0}(k)$. If we assume that the received signal exactly coincides with the local NSSS sequence, i.e., $(a, b, c, d, e) = (u_0, w, m, n, u_1)$, Equation (18) can be simplified to

$$
\Phi_2^l(d, e) = \sum_{k \in S} H_l + iN_0(k) X_k S(\zeta) e^{2i\pi\zeta(5p_1 + (nN_0 + 13)p_1 + p_2)} + \sum_{l = nN_0 + 3}^{nN_0 + 13} \sum_{k \in S} \tilde{I}_{l + iN_0}(k) + \sum_{l = nN_0 + 3}^{nN_0 + 13} \sum_{k \in S} \tilde{Z}_{l + iN_0}(k).
$$

(19)

Similarly, we can exploit Equation (19) to arrive at

$$
(\hat{n}, \hat{u}_1) = \arg \max_{(d, e)} \sum_{l = 1}^{N_0} \Phi_2^l(d, e).
$$

(20)

Based upon such observations, the estimated PCID $\hat{d}$ is uniquely obtained by combining the detected pair $(\hat{\omega}, \hat{n})$ and thus we obtain $\hat{d} = \hat{\omega} - 3 + 126\hat{n}$, while $\hat{u} = \hat{u}_0 + \hat{u}_1$ and thus combining with $\hat{n}$ determines an RFN.

### 3.2. Detection Performance

We assume that the STO is perfectly estimated by using the NPSS in the pre-FFT stage. The probability of detection failure of the proposed SPRD method using $N_0 = 1$ is derived in a flat fading channel. Let us denote $P_{f0} = \text{Prob}\{ (\hat{\omega}_0, \hat{n}, \hat{m}) \neq (u_0, w, m) \}$ as the probability that $(u_0, w, m)$ is incorrectly detected in Equation (16). Under hypothesis $H_1$ that $(a, b, c) = (u_0, w, m)$ in Equation (15), conditioned on $\alpha = H_1(k)$, $\Phi_1(a, b, c) \sim CN(\mu, \sigma_1^2)$ with $\mu = ME_{\lambda}^2|\alpha|^2$ and $\sigma_1^2 \approx M(\sigma_0^2 + \sigma_2^2)$. Note that $\alpha_0^2 = 4E_{\lambda}^2|\alpha|^2 + 4\sigma_0^2E_{\lambda}^2 + 3\sigma_0^4E_X^2$ and $\sigma_2^2 = 4E_{\lambda}^2\sigma_0^2|\alpha|^2 + 3\sigma_0^4E_X^2$ are variances of $I_l(k)$ and $Z_l(k)$, respectively. Under hypothesis $H_0$ that $(a, b, c) = (u_0, w, m)$, $\Phi_0(a, b, c) \sim CN(0, \sigma_0^2)$ with $\sigma_0^2 = ME_{\lambda}^2|\alpha|^2 + \sigma_2^2$. Under hypothesis $H_1$, $z = |\Phi_1(a, b, c)| = |\Phi_1(a, b, c)|$ in Equation (16) obeys a Rician distribution given by

$$
f_{H_1}(z) = \frac{2z^2}{\sigma_1^2} e^{-\frac{2z^2 + \sigma_1^2}{\sigma_1^2}} I_0\left(\frac{2z\mu}{\sigma_1^2}\right)
$$

(21)

where $I_0(\cdot)$ represents the modified Bessel function of zeroth order. When $(a, b, c) \neq (u_0, w, m)$, the PDF of $|\Phi_1(a, b, c)|$ is Rayleigh distributed with distribution $f_{H_0}(z) = 2z / \sigma_0^2 e^{-z^2 / \sigma_0^2}$. Using these distributions, the probability that $(u_0, w, m)$ is erroneously detected conditioned on $\alpha$ is written by

$$
P_{f0}(\alpha) = 1 - \int_0^{\infty} f_{H_1}(z) \left[ F_{H_0}(z) \right]^{503} dz
$$

(22)
where $F_{H_0}(z) = 1 - e^{-z^2/\sigma_0^2}$ denotes the cumulative density function of $f_{H_0}(z)$. Based on binomial expansion, Equation (22) becomes

$$P_{f0}(\alpha) = 1 - e^{-\frac{\mu^2}{\sigma_1^2}} \sum_{t=0}^{503} (-1)^t \binom{503}{t} \int_0^\infty \frac{2z}{\sigma_1^2} e^{-\left(\frac{z^2 + 1}{\sigma_1^2}\right)} I_0\left(\frac{2z\mu}{\sigma_1^2}\right) dz$$

(23)

which has a closed-form expression as

$$P_{f0}(\alpha) = 1 - \sum_{t=0}^{503} (-1)^t \binom{503}{t} \frac{1}{1 + t\sigma_0^2/\sigma_1^2} e^{-\frac{\mu^2}{\sigma_1^2} t^2/\gamma_i^2}.$$  

(24)

In Equation (24), we get

$$\frac{\mu^2}{\sigma_1^2} = \frac{M}{4/\gamma_z + 3/\gamma_z^2 + 4/\gamma_i + 4/(\gamma_i \gamma_z) + 3/\gamma_z^2}$$

(25)

and

$$\frac{\mu^2}{\sigma_0^2} = \frac{M}{1 + 4/\gamma_z + 3/\gamma_z^2 + 4/\gamma_i + 4/(\gamma_i \gamma_z) + 3/\gamma_z^2}$$

(26)

where $\gamma_z = |\alpha|^2 E_x/\sigma_0^2$ is the received Signal-to-Noise Ratio (SNR) and $\gamma_i = |\alpha|^2 E_x/\sigma_1^2$ denotes the received signal-to-ICI ratio. Without attempting to solve a closed-form expression, we resort to numerical integration $P_{f0} = \int_0^\infty P_{f0}(x) f_\alpha(x) dx$, where $f_\alpha(x) = (1/\sigma_0^2)e^{-x/\sigma_0^2}$ is the PDF of $|\alpha|^2$.

It is seen from Equation (18) that $\Phi_2(d,e) \sim \mathcal{CN}(M\hat{E}_x\alpha, M(\sigma_1^2 + \sigma_2^2)E_x)$ when $(d,e) = (n,u_1)$, while $\Phi_2(d,e) \sim \mathcal{N}(0, M(\sigma_1^2 + \sigma_2^2)E_x)$ under the hypothesis that $(d,e) \neq (n,u_1)$, which is because of good cross-correlation properties of the complementary sequence $C^n_k(k)$. If $w$ is perfectly estimated, therefore, the conditional probability $P_{f1}(\alpha) = \text{Prob}\{(\hat{\alpha},\hat{u}_1) \neq (n,u_1)|\alpha\}$ is similarly calculated by

$$P_{f1}(\alpha) = 1 - \sum_{t=0}^{7} (-1)^t \binom{7}{t} \frac{1}{1 + t}\left(\frac{M}{1 + \sigma_0^2/\gamma_i}\right)^{7/t}.$$  

(27)

Therefore, the probability that the PCID and RFN are incorrectly recognized can be calculated as $P_f = \text{Prob}\{(\hat{\alpha},\hat{\alpha},\hat{\alpha},\hat{n}) \neq (u,v,m,n)\} = P_{f0} + (1 - P_{f0})P_{f1}$.

4. Simulation Results and Discussions

In this section, simulations were performed to verify the feasibility of the NSSS detector in the NB-IoT network. The performance of the PCID and RFN detection methods was evaluated in terms of the probability of detection failure observed in the estimation of each parameter of interest $u$ and $v$. As a global performance measure, we also assessed the overall probability of detection failure defined as $P_f = \text{Prob}\{(\hat{u},\hat{\alpha},\hat{\alpha},\hat{n}) \neq (u,v,m,n)\}$.

4.1. Simulation Settings

We used FFT of length $N = 128$ and CP of length $N_s^c = 10$. The sampling time instant was $T_s = 0.52 \mu s$, the subcarrier spacing $\Delta_f$ was equal to 15 kHz, $M = 132$, and $N_{w_0} = 19,320$ samples. We adopted the Pedestrian A (PedA) and Vehicular A (VehA) channel models, which was characterized by a maximum channel delay spread of 0.41 ms and 2.15 ms [21]. Considering that the stability of common oscillators for IoT applications was assumed to be ±20 ppm, a maximum initial CFO value was ±18 kHz at 900 MHz carrier frequency, which amounted to putting $\epsilon = 1.2$. The NB-IoT terminal was considered to be almost static with a Doppler frequency equal to 1 Hz. Unless stated otherwise, initial CFO was set to $\epsilon = 1.2$. 


As benchmark, we considered two existing schemes developed in [15,16]. One was a Joint PCID and RFN Detection (JPRD) scheme [15], whose objective function takes the form

\[
\Phi_2^j(a, b, c, d) = \sum_{l=cN_1 + 1}^{cN_1 + 13} \sum_{k \in S} Y_{l+iN_1}(k) C_{l+}^a(k) D_{l+}^b(k) E_{l+}^c(k).
\]  
(28)

Using Equation (28), the JPRD method is formulated by

\[
(\hat{a}, \hat{b}, \hat{m}, \hat{n}) = \arg \max_{(a, b, c, d)} \sum_{i=1}^{N_b} |\Phi_2^j(a, b, c, d)|
\]  
(29)

which requires 4032 hypotheses. The other was a reduced-complexity PCID and RFN Detection (RPRD) method presented in [16], which can be viewed as a low-complexity version of the JPRD method and is based on the same observation as Equation (28). For both approaches, the estimated PCID was \(\hat{\delta} = \hat{\omega} - 3 + 126\hat{n}\), while an RFN was obtained by combining \(\hat{a}\) and \(\hat{m}\). Comparing Equations (17) and (28), it was observed that \(|\Phi_2^j(a, b, c, d)|\) was statistically equivalent to \(|\Phi_2^j(d, e)|\). Thus, the probability of detection failure of the JPRD and RPRD methods could be expressed in an identical form to Equation (27) replacing 7 with 4031.

4.2. Complexity Evaluation

In this section, the computational burden of the proposed SPRD approach was compared to that of the RPRD approach with respect to floating point operations (flops). In order to conduct a fair comparison, one complex multiplication, one complex addition, one complex squaring, and one complex magnitude were equivalent to six, two, five, and three flops, respectively [22]. It was assumed that the local template \(S_i^{\mu, w}(k)\) was a priori available at the receiver. For all presented methods, the elements \(\{\pm 1, \pm j\}\) generated by \(C_i^a(k)\) and \(D_i^b(k)\) were assumed to be implemented without any multiplication.

4.2.1. Pre-FFT Processing

We considered a sliding window to implement an average operation. Then, \(\hat{\delta}\) in Equation (11) required \(N_a N_\omega - N_t\) complex multiplications, \(10N_t + 2(N_a N_\omega - 10N_t) + N_a(N_a - 1)\) complex additions, and \(N_w\) complex magnitudes for all possible trials. The estimate \(\hat{\omega}\) required one additional flop. Thus, coarse STO and FFO estimates required \(12N_a N_\omega - 26N_t - 2N_w + 1\) flops. To complete the IFO and fine STO detection, \(|\Theta(\delta, \eta)|\) required \(11N_a N_\omega\) complex multiplications, \(11N_t N_a - 1\) complex additions, and one complex magnitude for each trial. Thus, Equation (13) was computed with \((88N_t N_a + 2)(2\eta_{\text{max}} + 1)(2G + 1)\) flops.

4.2.2. Post-FFT Processing

In the proposed SPRD method, computing \(|Y_i(k)|^2\) required \(M\) complex squaring operations. For each hypothesis, both quantities \(\sum_{i=1}^{N_b} |\Phi_1^j(a, b, c)|\) and \(\sum_{i=1}^{N_b} |\Phi_2^j(d, e)|\) required the same number of arithmetic operations, except for the squaring operation. Thus, both quantities required \(MN_b/2\) complex squarings, \((M - 1)N_b\) complex additions, \(N_b - 1\) real additions, and one complex magnitude using the symmetric property of \(|E_i^b(k)|^2\). Therefore, 766\(MN_b + 1008(M - 1)N_b + 504(N_b - 1) + 1512N_b\) flops were required to obtain Equation (16) for 504 hypotheses, while Equation (20) required \(3MN_b + 16(M - 1)N_b + 8(N - b - 1) + 24N_b\) flops for 8 hypotheses. As a result, the SPRD method required 769\(MN_b + 1024(M - 1)N_b + 6512(N_b - 1) + 1536N_b = 1793M + 1024N_b - 512\) flops. In the case of the RPRD method, \(\sum_{i=1}^{N_b} |\Phi_3^j(a, b, c, d)|\) was calculated with \(MN_b\) complex multiplications, \((M - 1)N_b\) complex additions, \(N_b - 1\) real additions, and one complex magnitude for each hypothesis. Considering 4032 hypotheses in Equation (29), the overall number of flops was equal to 1512\(MN_b + 8064(M - 1)N_b + 4023(N_b - 1) + 12096N_b = 9576MN_b + 8064N_b - 4032\).
Table 1 compares the number of flops required to implement the conventional and proposed detection methods. For \( M = 132 \), the overall computational burden of the SPRD method was remarkably decreased by 81.3% regardless of \( N_b \), compared to the RPRD method. This is because that the number of flops used in both the RPRD and SPRD methods were almost linearly proportional to \( N_b \).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>( 20 )</th>
<th>( 30 )</th>
<th>( 40 )</th>
<th>( 50 )</th>
<th>( 60 )</th>
<th>( 70 )</th>
<th>( 80 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPRD</td>
<td>25,437,888</td>
<td>38,158,848</td>
<td>50,879,808</td>
<td>63,600,768</td>
<td>76,321,728</td>
<td>89,042,688</td>
<td>101,763,648</td>
</tr>
<tr>
<td>SPRD</td>
<td>4,753,488</td>
<td>7,130,488</td>
<td>9,507,488</td>
<td>11,884,488</td>
<td>14,261,488</td>
<td>16,638,488</td>
<td>19,015,488</td>
</tr>
</tbody>
</table>

### 4.3. Performance Evaluation

Figure 3 presents \( P_f \) of the proposed NSSS detection method in AWGN and flat fading channels. To verify the accuracy of the performance analysis, we considered the scenario where the STO was completely estimated at the pre-FFT synchronization step. As benchmark, the probability of detection failure of the JPRD method Equation (29) is also provided. The first behavior we observe from Figure 3 is that the simulation result (marker) exactly coincided with the theoretical analysis (line) in both AWGN and flat-fading channels. Although not shown in this figure, analytical curve of the RPRD method was the same to that of the JPRD method. As predicted, the presence of channel fading and RFO substantially deteriorates the accuracy of the JPRD and SPRD methods. In particular, the RFO caused an irreducible ICI as the SNR increased, leading to error floor phenomenon as observed in Figure 3b. Compared to the JPRD approach, it can be seen that the SPRD approach suffered from some performance loss, showing the performance versus complexity tradeoffs. This phenomenon is attributed to the reason that squaring operation in Equation (11) increased noise variance of the proposed SPRD method.

![Figure 3](image-url)

**Figure 3.** Performance of the proposed Narrowband Secondary Synchronization Signal (NSSS) detector in Additive White Gaussian Noise (AWGN) and flat fading channels: (a) \( \zeta = 0 \); (b) \( \zeta = 0.05 \).
Figure 4 depicts the probability of detection failure of the RFN detector $\text{Prob}\{\hat{u} \neq u\}$ and the probability of detection failure of the PCID detector $\text{Prob}\{\hat{\theta} \neq \theta\}$ in the PedA channel. We considered the scenario where both STO and CFO were detected in the time domain adopting the method in Equations (7) and (9), wherein initial STO and CFO estimation was based on $N_a$-times average autocorrelation metric of the NPSS. After initial STO and CFO compensation, the received signal was transformed to the frequency domain, leading to residual errors $\zeta = \epsilon - \hat{\epsilon}$ and $\tau = \theta - \hat{\theta}$ at the post-FFT stage. When compared to the RPRD method, the performance of the SPRD method came to approach that of ideal initial synchronization ($\zeta = \tau = 0$) as $N_a$ increased, equivalently, initial STO and CFO estimation became more accurate. Another interesting remark is that $\text{Prob}\{\hat{v} \neq v\}$ was greater than $\text{Prob}\{\hat{u} \neq u\}$ due to the larger number of hypotheses associated with detecting the PCID. Based on such observation, it was expected that the overall probability $P_f$ was primarily determined by $\text{Prob}\{\hat{v} \neq v\}$.

![Figure 4. Performance of the conventional and proposed NSSS detectors versus $N_a$ in Pedestrian A (PedA): (a) Radio Frame Number (RFN); (b) Physical Cell ID (PCID).](image)

Figure 5 presents $P_f$ of the existing and proposed NSSS detection methods in the PedA channel. The simulation setting remained the same as in Figure 4. Immediately, we observed a similar trend to that in Figure 4, clearly indicating that accurate estimates of STO and CFO could improve the performance of the NSSS detectors. As predicted, the detection curves of the JPRD and RPRD methods almost overlapped due to using basically the same objective function. When compared to the result of ideal initial time-frequency estimation, a performance gap between the conventional and proposed schemes decreased, leading to the SNR loss within 2 dB. Based on this observation, the accuracy of initial synchronization has more impact on the performance of the conventional NSSS detectors. Therefore, it was concluded that the SPRD method effectively detected the NSSS with significantly reduced complexity in a more realistic situation where there still remained the RTO and RFO at the post-FFT stage.
In Figures 6 and 7, we compared the performance of different detection methods as a function of the processing time equivalently $N_b$ when $\text{SNR} = -5$ dB and $\text{SNR} = -10$ dB, respectively. As a baseline, the ideal performance when $\zeta = \tau = 0$ was plotted. In the estimated case, the initial synchronization was based on 11-times average autocorrelation metric of Equations (7) and (9). The number of radio frames needed to attain 10% error probability was defined as $N_f$, which is equivalent to the processing time of $10N_f$ ms. It was seen that an increased number of radio frames could average out the noise and enhance the detection capability of both the detection methods. When the SNR was equal to $-5$ dB, Figure 6b clearly indicates that both RPRD and SPRD methods required $N_f = 30$ and 43, respectively, to achieve 10% error probability in the PedA channel. Considering the number of flops in Table 1, it can be seen that the complexity of the SPRD method using $N_f = 43$ reduced by 73.2% at the cost of processing time delay, compared to that of the RPRD method using $N_f = 30$. On the other hand, the number of radio frames significantly decreased in the VehA channel so that $N_f = 14$ and 20 were required for the RPRD and SPRD methods, respectively. Based on this observation, the same complexity reduction was expected in the case of the VehA channel. Basically, power consumption is proportional to the number of flops used to implement the detection algorithms [23]. Thus, it was intuitively expected that a reduced number of flops of the proposed method could improve the power consumption efficiency if other system parameters that determined the power consumption were the same. Consequently, both the RPRD and SPRD approaches achieved better performance in the VehA channel due to the increased multipath diversity. When the NB-IoT UE operated in the extended coverage with $\text{SNR} = -10$ dB, as shown in Figure 7, it required a large number of radio frames to attain a target error probability, eventually increasing the processing time for both methods. In the case of the PedA channel, the RPRD method achieved its target error probability with 120 radio frames of 10 ms each at the cost of computational complexity, while the SPRD method used 170 radio frames, which suffered from increased processing time. By adopting the proposed approach to the NB-IoT communication system, the computational burden of the initial synchronization receiver could be thus reduced, thus improving a battery life of NB-IoT UEs.
Figure 6. Performance of the conventional and proposed NSSS detectors when Signal-to-Noise Ratio (SNR) = −5 dB: (a) ideal; (b) estimated.

Figure 7. Performance of the conventional and proposed NSSS detectors when SNR = −10 dB: (a) ideal; (b) estimated.

5. Conclusions

In this paper, a low-complexity NSSS detection method is suggested in the cellular NB-IoT communication system. Using the property of binary complementary sequence, the NSSS detection problem can be decoupled into sequential detection task of complementary sequence and ZC sequence, yielding a highly complexity-effective NSSS detection method. To prove the usefulness of the proposed
detector, the probability of detection failure is analytically computed in the flat fading channel. It has been shown from simulation results that the proposed NSSS detector can save nearly one-fifth of the computational burden at the expense of some performance loss, compared to the conventional NSSS detector. Furthermore, the proposed NSSS detection method effectively performs in a realistic scenario where there remain the RTO and RFO. By using the proposed approach to the cellular NB-IoT communication system, it allows NB-IoT devices to synchronize robustly with less power during the initial cell search procedure and provides the useful information in designing a simple efficient NB-IoT synchronization receiver.
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