Coordinated Control and Dynamic Optimal Dispatch of Islanded Microgrid System Based on GWO

Yuting Wang *, Chunhua Li and Kang Yang

Electronic and Information College, Jiangsu University of Science and Technology, Zhenjiang 212003, China; viven_lch@just.edu.cn (C.L.); 192030035@stu.just.edu.cn (K.Y.)
* Correspondence: 182030049@stu.just.edu.cn

Received: 26 July 2020; Accepted: 14 August 2020; Published: 17 August 2020

Abstract: As an effective carrier of renewable distributed power sources, such as wind power and photovoltaics, microgrids have attracted increasing attention as the energy crisis becomes more serious. This paper focuses on the symmetry between the dynamic optimal dispatch and the coordinated control of islanded microgrid to determine the optimal system configuration that can reliably meet energy needs. In order to solve energy management problems, operating costs and environmental benefits, a novel methodology that combines dynamic optimal dispatch and Grey Wolf Optimizer (GWO) is developed in this study to obtain the best output of different system components. This is to minimize the total cost of microgrid power generation and reduce pollutant emissions. In addition, a comparison is carried out between GWO and Particle Swarm Optimization (PSO). Moreover, the comparison between system configurations in six different scenarios and the effectiveness of GWO in solving optimization problems are presented. Finally, the simulation results show that GWO is more effective than PSO in determining the optimization parameters and the utilization rate of renewable energy in different scenarios is up to 92.96%. The simulations and experimental results verify the successful performance of the research method proposed in this study.
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1. Introduction

As the energy crisis becomes more serious, renewable distributed power sources, such as wind power and photovoltaics have gradually been developed, and microgrids are attracting further attention [1]. A microgrid is a small power generation and distribution system that integrates distributed power sources, energy storage devices, loads, and protection devices, and with the characteristics of flexible, reliable and safe power supply [2].

In order to use all kinds of energy reasonably and effectively, the microgrid energy scheduling meets certain constraints and load demands, and rationally dispatch energy and energy storage devices, which can effectively reduce operating costs and improve environmental benefits [3]. The energy dispatch of the microgrid is a key content in the related research problems of the microgrid. The factors considered in the dispatch model will affect the final dispatch result. Its purpose is to reasonably allocate the various loads under the premise of meeting the normal demand of all loads [4]. The output of the unit minimizes the total operating cost of the microgrid, thereby achieving the best economic benefits [5]. Dey et al. [6] studied the economic dispatch of a grid-connected renewable integrated microgrid system. Yuan et al. [7] proposed an energy management strategy based on hybrid prediction for the data interruption. Xin Li, et al. [8] considered that the microgrid environment/economic dispatch is a complex multi-objective optimization problem and reduced specific requirements for algorithm...
performance. Tiaan et al. [9] studied a multi-objective optimization model for multi-microgrid systems, which can not only minimize operating costs, but also reduce emissions.

Most of these papers use a static optimization scheduling model that aim to minimize the operation cost of the microgrid. Since the research on the economic optimal scheduling of the microgrid focuses on the operating economy after the system is built, the construction investment cost of the microgrid are not considered in most models, and the correlation between each time period is usually ignored. Each time period is independently optimised [10]. Compared with traditional power grids, the optimal dispatch of microgrids is more complicated, and traditional optimization methods cannot achieve optimal dispatch results. Various optimization methods based on artificial intelligence have the characteristics of fast convergence speed and not easy to fall into the local optimum. These optimization methods mainly include: Genetic Algorithm (GA) [11,12], PSO [13], and GWO [14]. However, GA and PSO also have their own disadvantages. The non-directional mutation of GA is its basic disadvantage. Likewise the convergence speed of PSO is not fast enough. In addition, the diversity of PSO is not enough, and it takes a long time to adjust the parameters in the optimization strategy. This paper uses PSO and GWO to compare and verify the effectiveness and accuracy of GWO in optimal scheduling. Naderi et al. [15] used fuzzy based hybrid PSO-DE to perform multi-objective economic emission dispatch on 10, 40 and 160 unit systems consider power loss, ramp rate, prohibited operating zones and valve point effects. In [16], a new multi-objective GWO for Optimal Reactive Power Dispatch (MORPD) is studied, which minimizes voltage deviation and active power loss (http://hainan.weather.com.cn/skjc/index.shtml).

Although a lot of work has been done in the above research on optimal dispatch of microgrid systems, none has studied dynamic optimal dispatch in conjunction with GWO. Instead, they use other intelligent algorithms to solve the optimization problem or study the static optimal dispatch of the microgrid. This paper proposes a new technology that combines dynamic optimal dispatch and GWO to achieve symmetry between the lowest operating cost of microgrid system and coordinated control of various devices. In addition, the proposed GWO is compared with the classic PSO to prove the effectiveness of the proposed method for dynamic optimal scheduling of microgrid systems. The comparison clearly shows that GWO has better performance, and has very fast convergence and balance in system optimization, which can avoid local optimization. The case study in this paper takes the Sanya region of China as an example. The region has 2534 h of sunshine throughout the year and has sufficient light.

The rest of this paper is organized as follows: The mathematical modeling of the microgrid components is elaborated in Section 2. The establishment of the objective function is described in Section 3. The constraints in the system are described in Section 4. In Section 5, the strategy of dynamic optimization scheduling for the system is outlined, and the GWO is introduced. Finally, the simulation results of the case study are presented and analyzed.

2. Mathematical Modeling

The basic structure of the microgrid is shown in Figure 1. The structure of the microgrid system includes wind power generation system (WT), photovoltaic power generation system (PV), energy storage system (ESS), diesel generator (DG), and four power loads. Among them, as the micro power source of the main output unit in the microgrid, wind and solar power generation units use natural energy to generate electricity [16], which does not produce any pollutants but as natural resources, they also have their own limitations [17]. Restricted by natural conditions, randomness, volatility and intermittent characteristics have also become the inherent attributes and difficulties of clean energy power generation [18]. As an important coordination part of the system, the battery energy storage system is mainly used to coordinate the supply and demand balance of the microgrid, which plays a role in cutting peaks and filling valleys and smoothing fluctuations [19,20]. The backup power supply is used as a supplement to the microgrid power generation unit to ensure that some important loads in the microgrid system can be continuously and uninterrupted in the event of an emergency. Finally,
each distributed unit in the microgrid is controlled by the microgrid energy management system to coordinate to form a unified system and maintain safe and stable operation.

![Basic structure diagram of islanded microgrid.](image)

**Figure 1.** Basic structure diagram of islanded microgrid.

### 2.1. Model of Wind Turbine

Wind power generation is one of the important power generation units in the microgrid. As the objective of this paper is to optimize the microgrid, it is also necessary to predict the active power output by the wind turbine. The rotation speed of the hub is related to the wind speed, so the analysis of modeling the output power of the wind turbine is essentially an accurate measurement of the wind speed of the wind turbine hub [21]. Considering the measurement of the wind speed of the fan hub, the cut-in wind speed \( V_{ci} \), rated wind speed \( V_r \), and cut-out wind speed \( V_{co} \) are often used. Three physical quantities are measured, and then the fan output power characteristic equation is obtained by curve fitting. All wind turbines have roughly the same wind speed power curve shape. Total extracted power from the wind turbines \( P_{wt} \) at any time can be calculated as follows [22]:

\[
P_{wt}(v) = \begin{cases} 
0, & 0 \leq v \leq v_{ci} \\
 a \cdot v^3 - b \cdot P_{wt-rate}, & v_{ci} \leq v \leq v_r \\
 P_{wt-rate}, & v_r \leq v \leq v_{co}
\end{cases}
\]

where \( a \) and \( b \) respectively represent the fitting coefficients of the WT output power, and \( P_{wt-rate} \) is the rated power of the WT. Generally, in the standard test case, the wind speed power characteristic curve of the wind turbine is drawn, and then the wind speed power expression shown in the above formula is obtained by curve fitting, but there are certain errors in the actual environment, so the standard test environment is correct the wind speed power characteristic curve obtained below.

### 2.2. Model of PV Array

PV power generation is one of the main power generation units in the microgrid system. In solving the problem of microgrid optimization and dispatch, it is necessary to accurately predict the power of photovoltaic power generation. Therefore, the output power of photovoltaic should consider solar radiation and temperature, the function is as follows [23]:

\[
P_{pv}(t) = N_{pv}P_{rate-pv} \cdot \frac{S}{S_{ref}} \cdot [1 + K_s(T_c - T_{ref})]
\]
where $P_{pv}$ is the output power of PV arrays, $N_{pv}$ is numbers of PV arrays, the maximum output power of the photovoltaic array is expressed in $P_{\text{rate} - pv}$. This value is the rated output power obtained by measuring the output of the PV array in a standard environment with a solar radiation intensity ($S_{\text{ref}}$) of 1 kW/m² and a temperature ($T_{\text{ref}}$) of 25 °C under no wind conditions. $S$ is solar radiation intensity and $T_c$ is the PV cell temperature.

$$T_c = T_a + S (\text{NOCT} - 20)$$

where $T_a$ is the ambient temperature and NOCT is the temperature of the battery under standard operation.

### 2.3. Model of Energy Storage System (ESS)

The ESS can store electric energy when the electric energy is sufficient, and release electric energy when the electric energy is insufficient. The state of charge of the battery is divided into two types: charging and discharging, which increases the flexibility and reliability of the microgrid. The power of the battery is as follows [23,24]:

$$E_b(t) = E_b(t-1) + [P_{pv}(t) + P_w(t) + P_{ch,t}] \eta_{ch}^{b}$$

where $E_b(t)$ and $E_b(t-1)$ are the power stored in the battery at times $t$ and $t-1$, $P_{ch,t}$ represents the battery charging power, $\eta_{ch}^{b}$ represents the battery charging efficiency, generally take 95%.

Besides, when the load demand is large, the power of the system cannot meet the load demand, the battery is in a discharged state. Therefore, the energy of the battery at the time $t$ can be expressed as follows [24],

$$E_b(t) = E_b(t-1) - [P_{pv}(t) + P_w(t) + P_{dch,t}]/\eta_{dch}^{b}$$

where $\eta_{dch}^{b}$ represents the battery discharge efficiency, in this study, it is taken 100%. $P_{dch,t}$ represents the battery discharging power.

For the modeling of the above mentioned, there are still many constraints, such as the mutual repulsion constraint of the battery’s charge and discharge state, the constraint of the state of charge, and the constraint of charge and discharge power are as follow [23,24]:

$$E_{b\text{ min}} \leq E_b(t) \leq E_{b\text{ max}}$$
$$E_b(t) \leq (1 - \text{DOD})E_b \text{ max}$$
$$E_b \text{ max} = N_{\text{batt}}E_{\text{rate} - \text{batt}}$$

where $N_{\text{batt}}$ is the number of battery, $E_{\text{bmax}}$ and $E_{\text{bmin}}$ are the maximum and minimum storage capacity, and $E_{\text{rate} - \text{batt}}$ is the battery pack rate (kWh), and DOD is the depth of discharge, which is taken 80% in this study.

### 2.4. Model of Diesel Engine

Considering the unpredictability and uncontrollability of wind turbines and photovoltaic power generation in the microgrid system, in order to meet the reliability of the power supply of the microgrid system, it is usually necessary to configure a backup power supply for the microgrid system in case of emergency [25]. The backup power source configured in this study is a diesel generator.

However, diesel generators will cause environmental pollution and increase the operating cost of the system. Therefore, it is usually only put into use when renewable energy generation is insufficient to meet the power demand of the load. Moreover, diesel generators cannot run at lower operating power levels. Operating power levels that are too low not only increase fuel consumption, but also
affect the operation of diesel generators, and reduce their service life. The minimum operating power level of the generator is 30% in this paper.

In addition, diesel generators should be able to operate at a power level of 75%. At this time, it is not only the most economical in terms of fuel consumption and output power, but also the spinning reserve of the unit, which is the best operating power for diesel generators.

In summary, in the range of 30–100% of diesel generator operating power, the relationship between its fuel consumption $F$ and its output power can be expressed as follows [25],

$$F = F_0 \cdot P_{de-rate} + F_1 \cdot P_{de}$$

where $P_{de-rate}$ and $P_{de}$ represent the rated power value and actual output power value of the diesel engine, respectively, $F_0$ and $F_1$ represent the two fitting coefficients of the fuel-power curve of the diesel generator, which can generally be measured according to the actual measurement of the diesel generator.

3. Objective Function Formulation

This paper considers the overall system operation cost as the objective for the microgrid optimization. It mainly considers the operation and maintenance costs of wind turbines, photovoltaics, diesel generators and energy storage systems, the depreciation costs and energy loss costs of battery energy storage systems, and the emission costs brought about by the operation of diesel generators.

3.1. Cost Analysis of Distributed Power

Because wind and solar are clean energy, regardless of the cost of power generation, so wind turbines and photovoltaic power generation systems mainly consider equipment maintenance costs [26]. Diesel generator operation needs to consider its power generation costs and operation and maintenance costs. Wind turbine and photovoltaic equipment maintenance costs are as follow [26],

$$C_{om-pv} = c_{m-pv} \cdot P_{pv,t}$$
$$C_{om-wt} = c_{m-wt} \cdot P_{wt,t}$$
$$C_{de} = (a \cdot P_{de,t}^2 + b \cdot P_{de,t} + c) + c_{om-de} \cdot P_{de,t}$$

where $c_{m-pv}, c_{m-wt}$ and $c_{om-de}$ represent the unit power maintenance costs of photovoltaic power generation units, wind turbines and diesel generators, respectively, $c_{om-de}, P_{wt,t}$ and $P_{de,t}$ represent photovoltaic power generation units, the rated power output of the generator and the diesel generator at time $t$, $a, b, c$ respectively represent the power generation fitting coefficients of the diesel generators.

3.2. Analysis of Operating Cost of Energy Storage System

The operation and maintenance costs of the energy storage system can be divided into fixed parts and variable parts. The former is related to the rated capacity of the energy storage system, and the latter is related to the cumulative power generation of the energy storage system, which can be calculated as follows [26,27],

$$C_{om-ess} = c_{m-ess} \cdot R_{ess} + c_{me-ess} \cdot E_a$$

where $c_{m-ess}, R_{ess}$ represents a fixed part of the operation and maintenance cost of the energy storage system, $c_{m-ess}$ and $R_{ess}$ represent the unit operation and maintenance cost and rated capacity of the ess, $c_{me-ess}, F_a$ represents the variable operation and maintenance of the energy storage system cost [27]. In addition to the operation and maintenance costs of the ess, the depreciation cost $C_{b-ess}$ of the ess and the power loss $C_{loss-ess}$ are also considered.

3.3. Analysis of Emissions

The diesel generator consumes fuel to generate polluting gas during the power generation operation, such as CO$_2$, SO$_2$, NO$_X$, etc.
In order to count and reduce the emissions of these gases, it is necessary to reduce the start-up operation of diesel generators, according to the different degrees of different types of pollution to the atmosphere, so the unit gas emission treatment costs are set, similar to the form of a penalty function to generate environmental protection costs, expression as follows [26],

\[
C_{pol} = \sum_n q_n V_n = \sum_n q_n V'_n P_{de}
\]

where \( C_{pol} \) represents environmental protection costs; \( n \) indicates the type of harmful gas emitted, such as CO\(_2\), SO\(_2\), etc.; \( q_n \) represents the unit treatment cost of a certain harmful gas; \( V_n \) indicates harmful gas \( n \) emissions; \( V'_n \) means diesel generator exhaust gas per unit power. For the purpose of calculation, the emissions from the operation of diesel generators are linearly closed.

After analysis, taking into account that diesel generators have many influencing factors on pollutants emitted during operation, including diesel generators, operating conditions, ambient temperature, and quality of diesel, etc. [28]. In order to facilitate calculation, this article sets the main harmful gas of diesel generators as CO\(_2\), SO\(_2\) and nitrogen oxides. For detailed parameter settings, see the analysis of examples in this paper. In summary, the objective function established in this part is:

\[
\min C = \min [C_{om-pv} + C_{om-wv} + C_{de} + C_{om-ess} + C_{pol}]
\]

### 4. Constraints

For the above objective function. The main constraints established in this section are as follow:

1. Power balance constraint,

\[
P_{pv,t} + P_{wt,t} + B_{dis,t} P_{dis,t} + P_{de,t} = P_{l,t} + B_{ch,t} P_{ch,t}
\]

where \( P_{pv,t} \) and \( P_{wt,t} \) represent the output power of the WT and photovoltaic at time \( t \), \( P_{l,t} \) represent the load power at \( t \), and \( P_{de,t} \) represent the output power of the diesel generator at \( t \).

2. The output power constraint of the diesel generator,

\[
P_{de-min} \leq P_{de,t} \leq P_{de-max}
\]

3. Battery energy storage constraints.

Energy storage system charge and discharge power constraints:

\[
0 \leq P_{ch,t} \leq P_{ch,max} \\
0 \leq P_{dis,t} \leq P_{dis,max}
\]

Energy storage system charge state constraints:

\[
S_{ess,min} \leq S_{ess,t} \leq S_{ess,max}
\]

Mutually exclusive constraints of energy storage systems:

\[
0 \leq B_{ch,t} + B_{dis,t} \leq 1
\]

### 5. Formulation of the Optimization Strategy

In order to solve the problem of optimal operation and scheduling of islanded microgrid, it is usually more effective to use the energy optimization management method with multi-period coordination. The flow chart in Figure 2 demonstrates the scheduling strategy proposed in this paper. Since the islanded microgrid system can only use the power output power of the WT and PV power
generation system, it is necessary to predict the wind, solar and load demand in the future in advance. Due to the volatility of wind and solar energy, further short-term forecasting of wind and solar energy is needed to ensure the accuracy of the forecast. After obtaining the forecast data of wind energy, solar energy and load, it is divided into 6 different scenarios.

Scenario 1: When the electrical energy generated by the WT and PV can meet the demand of the load, it should then be determined whether the ess needs to be charged. When the state of charge is sufficient and charging is not required, the power output of the WT and PV is limited by abandoning the wind and the light.

Scenario 2: When the state of charge of the ess is insufficient and charging is required, it is further determined whether there is excess electrical energy for energy storage. If there is excess electrical energy, the ess is charged after meeting the load demand.

Scenario 3: If there is no excess power, the WT and PV output only need to meet the power supply of the load.

Scenario 4: If there is no excess electrical energy, the WT and PV output can only meet the load power supply. When the power generated by the WT and PV is insufficient to meet the load demand, it is necessary to determine whether the ess can be discharged to supplement the power. If ess does not have enough power to power the load, then need to start diesel generators to power the system load.

Scenario 5: If ess can supply power, it needs to further determine whether the total output of WT/PV and ess meet the load demand. If the output meets the need, then the wind, solar and energy storage system is used to supply power to the load.

Scenario 6: If the output cannot meet the load, it also needs to start diesel generators to supply power to the system load.

The flow chart in Figure 2 is the scheduling strategy proposed in this section.

Figure 2. The scheduling strategy of the microgrid.
Optimal Sizing of Microgrid Using GWO

Grey Wolf Optimization (GWO) is a group intelligence optimization algorithm proposed by Griffith University scholar Mirjalili and others in Australia in 2014. The algorithm is an optimized search method developed by the grey wolf predator activity. It has the characteristics of strong convergence performance, few parameters, and easy implementation [29]. Grey wolves belong to canines that live in groups and are at the top of the food chain. The grey wolf strictly observes a hierarchy of social dominance. As shown in Figure 3.

![Figure 3. Grey wolf social dominance hierarchical relationship.](image)

The GWO optimization process includes five steps. The specific steps are as follows.

(a) Social Hierarchy

First, wolf pack and set the number are initialized, then the fitness value of each individual in the wolf pack are calculated. Mark the grey wolves with the top three fitness values as α, β, δ, and the remaining wolves as ω. That is to say, the social rank in the grey wolf group is ranked from high to low in order of α, β, δ, and ω. The three optimal solutions (α, β, δ) in each iteration guide the optimization process of GWO.

(b) Encircling Prey

The grey wolf will gradually approach the prey and surround it when it searches for the prey. The functional expression for this behavior is as follows [29]:

$$
D = C \circ X_p(t) - X(t)
$$

$$
X(t + 1) = X_p(t) - A \circ D
$$

$$
A = 2a \circ r_1 - a
$$

$$
C = 2r_2
$$

(18)

where $t$ is the current number of iterations, $A$ and $C$ are the synergy coefficients; vector $X_p$ represents the position vector of the prey; $X(t)$ represents the current grey wolf’s position vector; $a$ linearly decreases from 2 to 0 during the entire iteration process; $r_1$ and $r_2$ are the random vector in $[0, 1]$.

(c) Hunting

The grey wolf has the ability to identify the position of the potential prey (optimal solution). However, the solution space characteristics of many problems are unknown, and the grey wolf cannot determine the precise position of the prey.

In order to get the best optimization plan, it is assumed that α, β, δ have the ability to identify the possible location of prey to simulate the behavior of grey wolf. Therefore, keep the best three grey wolves (α, β, δ) in the current population during iterating, then update their positions according to
the positions of other search agents (including $\omega$). The mathematical model of this behavior can be expressed as follows [29]:

$$
\begin{align*}
D_\alpha &= C_1 \circ X_\alpha - X, \\
D_\beta &= C_2 \circ X_\beta - X, \\
D_\delta &= C_3 \circ X_\delta - X \\
X_1 &= X_\alpha - A_1 \circ D_\alpha, \\
X_2 &= X_\beta - A_2 \circ D_\beta, \\
X_3 &= X_\delta - A_3 \circ D_\delta \\
X(t+1) &= \frac{X_1 + X_2 + X_3}{3}
\end{align*}
$$

(19)

where $X_\alpha$, $X_\beta$, $X_\delta$ represent the position vector of $\alpha$, $\beta$, $\delta$ in the current population; $X$ represent the position vector of the grey wolf; $D_\alpha$, $D_\beta$, $D_\delta$ represent the distance between the current search agent and the best three wolves; when the $|A| > 1$, the gray wolf searches for prey in different areas as much as possible. When $|A| < 1$, grey wolves focused on searching for prey within a certain area.

(d) Attacking Prey

In the process of constructing the attacking prey model, according to (b), the decrease of a value will cause the value of to fluctuate accordingly. In other words, is a random vector in the interval $[-a, a]$. When is in $[-1, 1]$ interval, the search agent’s position can be anywhere between the current grey wolf and its prey at the next moment.

(e) Search for Prey

Grey wolves mainly rely on the information of $\alpha$, $\beta$, and $\delta$ to find their prey. In the process of searching for prey, keeping the search agent away from the prey can make the grey wolf perform a global search. In formula (b), the C vector composed of random values in the interval range $[0, 2]$. The random search behavior of grey wolves can make the optimization results more accurate and avoid falling into local optimum. $C$ is a random value during the iteration process. This coefficient is helpful for the algorithm to jump out of the local area, especially the algorithm is particularly important in the later stage of the iteration.

After the microgrid obtains real-time information on the system status, it begins to execute the GWO. First, it sets the number of wolves and initializes the wolves, and then calculates the fitness value of each wolf. The top three are recorded as $\alpha$, $\beta$, $\delta$ each wolf updates its position by calculating the distance from $\alpha$, $\beta$, $\delta$ and finally outputs the global optimal solution, according to whether the maximum number of iterations is reached. Some of the previous optimization algorithms are prone to fall into the shortcomings of local optimization, slow convergence, and optimization of the microgrid. The flow chart in Figure 4 is the microgrid dispatching process combined with the GWO.
Figure 4. Flowchart for microgrid dispatching process combined with the GWO.

6. Case Study and Simulation Results

Sanya is located south of the Tropic of Cancer and has a tropical monsoon climate characterized by high temperature and rain. All relevant data are obtained from the official website of the local
meteorological bureau. The annual average temperature is 26.7 °C. The highest temperature month is June with an average of 29.7 °C. The lowest temperature month is January with an average of 22.4 °C. The sunshine time of the year is 2534 h. The average annual precipitation is 1347.5 mm. Known as the “natural greenhouse”.

6.1. Case Study

Figures 5 and 6 show the hourly wind speed and solar radiation data. However, due to the instability of wind energy and the tendency of wind density to change, this brings certain challenges to research. In order to ensure that the energy generated by the system can be balanced with the load demand. In this paper, we use the Artificial Neural Networks (ANN) to forecast the wind power. Figure 7 shows the regression graph obtained using ANN training test data including wind speed and solar radiation. We see that 0.96316 in the 40th iteration, which demonstrates a high correlation between the results obtained after training and the target. In addition, most of the results generated by the training data are related to the best fit line.

![Figure 5. Annual wind speed of the studied location.](image_url)

![Figure 6. Annual solar irradiance of the location.](image_url)
6.2. Description of the System

The basic parameters of the WT, PV and diesel generator equipment in the microgrid system are shown in Table 1. The rated capacity of the configured single battery is 50% of the total installed capacity of PV and WT [30]. Other parameters of the battery are shown in Table 2. In this paper, there are three main types of air pollutants emitted during the operation of diesel generators: CO₂, NOx and SO₂ [31]. The corresponding emissions and environmental treatment costs are shown in Table 3.

Table 1. Basic parameters of WT, PV and DG.

<table>
<thead>
<tr>
<th>Components</th>
<th>Installed Capacity (kW)</th>
<th>UP Cost ($/kW)</th>
<th>UP Operation and Maintenance Cost ($/kW)</th>
<th>Power Generation Cost ($/kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>100</td>
<td>112</td>
<td>0.0042</td>
<td>0</td>
</tr>
<tr>
<td>PV</td>
<td>150</td>
<td>24</td>
<td>0.0013</td>
<td>0</td>
</tr>
<tr>
<td>DG</td>
<td>100</td>
<td>12</td>
<td>0.0245</td>
<td>0.24 0.0035</td>
</tr>
</tbody>
</table>

Table 2. Energy Storage System Parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>type ess</td>
<td>Max charge &amp; discharge power/kW</td>
</tr>
<tr>
<td>Capacity/kWh</td>
<td>Initial capacity/kW</td>
</tr>
<tr>
<td>Max allowable state of charge</td>
<td>Charging efficiency</td>
</tr>
<tr>
<td>Min allowable state of charge</td>
<td>Discharging efficiency</td>
</tr>
</tbody>
</table>

The maximum discharge depth is 80%, and the operation and maintenance cost coefficient is 0.009 $/kWh [32].

Table 3. Corresponding Environmental Value of Pollutants.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CO₂</th>
<th>NOx</th>
<th>SO₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emissions (g/kWh)</td>
<td>649.05</td>
<td>9.33</td>
<td>0.46</td>
</tr>
<tr>
<td>Value ($/KG)</td>
<td>0.0288</td>
<td>8.9747</td>
<td>2.1328</td>
</tr>
</tbody>
</table>
6.3. Simulation Results

In this paper, MATLAB R2019a is used for simulation and comparison of results. The response comparison of the microgrid system under different algorithms is shown in Figures 8 and 9. It can be seen from Figure 8 that using the GWO algorithm to solve the optimization scheduling problem of the microgrid is faster than the standard PSO algorithm, and it is easier to obtain the optimization results. Figure 9 shows the comparison of the parameter space of the two algorithms. It can be seen from Figures 8 and 9 that GWO has a faster convergence speed, and it is easier to obtain optimization results, and there is no local optimal situation in the figure. Table 4 shows the standard and average solutions of GWO are better than PSO, and compared with the PSO algorithm, GWO does not show the worst solution with a large deviation from the optimal solution. Its standard deviation is also much smaller than the standard deviation of PSO. As seen in Figure 8, GWO convergence speed is faster than PSO, it is not easy to fall into the local optimal, obtaining the global optimal solution is faster, the result is better, and the efficiency of the algorithm is higher.

---

**Table 4. Simulation Results of Test System Error.**

<table>
<thead>
<tr>
<th>Scenario</th>
<th>GWO Ave Std</th>
<th>PSO Ave Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>-10.086523</td>
<td>12.233906</td>
</tr>
<tr>
<td>S2</td>
<td>2.517264</td>
<td>0.029014</td>
</tr>
<tr>
<td>S3</td>
<td>2.943147</td>
<td>79.14958</td>
</tr>
<tr>
<td>S4</td>
<td>8.249561</td>
<td>1.315088</td>
</tr>
<tr>
<td>S5</td>
<td>0.816579</td>
<td>0.000126</td>
</tr>
<tr>
<td>S6</td>
<td>0.002213</td>
<td>0.100286</td>
</tr>
</tbody>
</table>

---

**Figure 8.** A comparison between algorithms.

**Figure 9.** The parameter space of the two algorithms.
Table 4. Simulation Results of Test System Error.

<table>
<thead>
<tr>
<th></th>
<th>GWO</th>
<th></th>
<th>PSO</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ave</td>
<td>Std</td>
<td>Ave</td>
<td>Std</td>
</tr>
<tr>
<td>S1</td>
<td>−10.086523</td>
<td>12.233906</td>
<td>0.000136</td>
<td>0.000202</td>
</tr>
<tr>
<td>S2</td>
<td>2.517264</td>
<td>0.029014</td>
<td>0.042144</td>
<td>0.045421</td>
</tr>
<tr>
<td>S3</td>
<td>2.943147</td>
<td>79.14958</td>
<td>70.12562</td>
<td>22.11924</td>
</tr>
<tr>
<td>S4</td>
<td>8.249561</td>
<td>1.315088</td>
<td>1.086481</td>
<td>0.317039</td>
</tr>
<tr>
<td>S5</td>
<td>0.816579</td>
<td>0.000126</td>
<td>0.000102</td>
<td>17.50737</td>
</tr>
<tr>
<td>S6</td>
<td>0.002213</td>
<td>0.100286</td>
<td>0.122854</td>
<td>0.044957</td>
</tr>
</tbody>
</table>

The simulation results of the algorithm are better than PSO, which verifies that this paper is effective in optimizing the scheduling of microgrid system with GWO, and has superiority in convergence speed and optimization results compared with PSO.

6.4. Analysis of Optimal Dispatching Results of Microgrid

In Section 5, the optimized scheduling strategy proposed in this paper is presented, and the optimized scheduling strategy of microgrid with multiple time periods is used to divide the optimized scheduling strategy into 6 scenarios. In this part of the study, the output of each group of equipment in these 6 scenarios will be demonstrated, and the costs and pollutant emissions in each scenario will be compared.

Scenario 1 will determine whether the battery energy storage system needs to be charged when the power generated by WT and PV can meet the load demand. When the battery is in a sufficient state of charge and does not need to be charged, the power output of WT and PV is limited by abandoning wind and light. The predicted and the actual wind and solar values at each moment in Scenario 1 are shown in Figure 10. Under the condition of the Load1 which indicates the normal load size, the best output under constraints in Scenario 1 is shown in Figure 11. It can be seen from the figures that when the wind and solar resources are sufficient, while the ess system does not need to be charged, and the load demand is not large, the output of WT and PV can meet the load demand, so it does not need to run the diesel generator.

In Scenario 2, it is carried out under the same normal load demand as in Scenario 1 while the battery has insufficient power and needs to be charged. It is necessary to further determine whether the wind and solar power generation has excess power after supplying the load to charge the battery, Scenario 2 shows that there is excess electric energy to charge the ess, so the ess is charged after the load demand is met. The predicted wind and solar values are the same as shown in Figure 10. The best output of WT and PV under constraints in Scenario 2 is shown in Figure 12.

Figure 10. The predicted and actual value of WT and PV in Scenario 1.
In Scenario 2, it is carried out under the same normal load demand as in Scenario 1 while the battery has insufficient power and needs to be charged. It is necessary to further determine whether the wind and solar power generation has excess power after supplying the load to charge the battery. Scenario 2 shows that there is excess electric energy to charge the ess, so the ess is charged after the load demand is met. The predicted wind and solar values are the same as shown in Figure 10. The best output of WT and PV under constraints in Scenario 2 is shown in Figure 12.

Figure 12. The best output under constraints in Scenario 2.

It can be found in Figure 12 that part of the wind and solar power generation capacity can charge the ess when the load demand is not large, which can consume more clean energy and the ess plays a role in the coordinated control of the system.

Scenario 3 shows that when the load demand is not large and the energy storage system needs to be charged, but if there is no excess electric energy to charge the energy storage system, the output of WT and PV only needs to meet the power supply demand of the load. The predicted and the actual wind and solar values at each moment in Scenario 3 are shown in Figure 13. Under the condition the best output under constraints is shown in Figure 14.

Figure 13. The predicted and actual value of WT and PV in Scenario 3.
Different from the first three scenarios, scenarios 4–6 are carried out when the load demand is large. In Scenario 4, the wind and solar power generation is insufficient to meet the load demand, so it is necessary to determine whether the ess can discharge to give the load power supply, when ess does not have enough power to power the load, then need to start the diesel generator to power the load. Figure 15 shows the predicted and the actual wind, solar and DG power at each moment in Scenario 4. Figure 16 shows the best output under constraints.

In Scenario 5, the load demand is large but ess has energy storage to supply power to the load and WT, PV and ess can meet the load demand. In this scenario, the predicted output value and actual output power of the scenery are shown in Figure 17, the best output under the conditions is shown in Figure 18.
Figure 17. The predicted and actual value of WT and PV in Scenario 5.

Under Load2, the wind power, PV power generation and energy storage systems can no longer meet the system load demand. The diesel generator in the system must be started, in order to make up for the power shortage of the system. The operating conditions are closely related, that is, there is a minimum output power and an optimal output power. In addition, the charge and discharge state of the ess under Load 2 is switched more frequently. From Figure 15, it can be seen that the diesel generator reaches full-running state from 19 to 20 o'clock. Compared with Load1, the consumption will increase. However, on the other hand, due to the increase in electrical energy required, the emission of polluting gases is inevitable. The environmental cost of the system will increase accordingly. The comparison of optimized scheduling results in 6 different scenarios is shown in Figure 20 and Table 5. As can be seen in Figure 20, when the load demand is larger, the utilization rate of renewable energy has reached a maximum of 92.96%, reducing wind and light, and the battery energy storage system has also played a role in cutting the valley and filling the peak effect. Scenario6 is the last scenario of the study, and it is carried out under the condition of large load demand like Scenarios 4, 5, but at this time, ess has no electrical energy to power the load, so it is necessary to start the diesel generator to meet the load demand. The predicted wind and solar values are the same as shown in Figure 15. The best output of WT and PV under constraints in Scenario6 is shown in Figure 19.
generator reaches full-running state from 19 to 20 o’clock. Compared with Load1, the consumption of wind power and photovoltaic power generation is higher under Load2 conditions, so the total cost is higher than the total cost under Load1. However, as Load2 requires more energy, making wind power and photovoltaic power generation so the energy utilization rate is also higher.

The comparison of the optimized scheduling results in 6 different scenarios is shown in Figure 20 and Table 5. As can be seen in Figure 20, when the load demand is larger, the utilization rate of clean energy is also higher, but from Table 5 it can be seen that the larger the load demand, the higher the total cost of the microgrid system, and the more environmental pollution emissions caused by starting the diesel generator. Among these 6 different scenarios, Scenarios 1, 3, and 5 are more ideal scenarios. In our daily life, diesel generators are often used to supply power to the load, so the emission of polluting gases is inevitable. The environmental cost of the system will increase accordingly. The comparison of optimized scheduling results in 6 different scenarios is shown in Figure 20.

![Figure 20. The comparison of optimized scheduling results in 6 different scenarios.](image)

Table 5. The comparison of the system optimal scheduling results under 6 different scenarios.

<table>
<thead>
<tr>
<th>Dispatching Results</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
<th>Scenario 3</th>
<th>Scenario 4</th>
<th>Scenario 5</th>
<th>Scenario 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total power (kWh)</td>
<td>122,998</td>
<td>123,072</td>
<td>123,524</td>
<td>124,207</td>
<td>124,524</td>
<td>124,632</td>
</tr>
<tr>
<td>Total emissions (kg)</td>
<td>61,755</td>
<td>62,157</td>
<td>64,625</td>
<td>71,070</td>
<td>70,251</td>
<td>81,439</td>
</tr>
<tr>
<td>Wind power (kWh)</td>
<td>10,941</td>
<td>10,941</td>
<td>10,941</td>
<td>36,327</td>
<td>36,327</td>
<td>36,327</td>
</tr>
<tr>
<td>PV power (kWh)</td>
<td>1330</td>
<td>1330</td>
<td>1330</td>
<td>6549</td>
<td>6549</td>
<td>6549</td>
</tr>
<tr>
<td>Wind power utilization (%)</td>
<td>70.73</td>
<td>70.12</td>
<td>60.66</td>
<td>86.40</td>
<td>82.33</td>
<td>87.15</td>
</tr>
<tr>
<td>PV power utilization (%)</td>
<td>78.63</td>
<td>70.26</td>
<td>74.68</td>
<td>98.76</td>
<td>99.16</td>
<td>98.76</td>
</tr>
<tr>
<td>Renewable energy utilization rate (%)</td>
<td>74.68</td>
<td>70.19</td>
<td>67.67</td>
<td>92.58</td>
<td>90.75</td>
<td>92.96</td>
</tr>
<tr>
<td>Renewable energy output fluctuations</td>
<td>26,891.16</td>
<td>28,121.92</td>
<td>4225.39</td>
<td>9859.25</td>
<td>15,568.06</td>
<td>10,322.18</td>
</tr>
<tr>
<td>Residual power generation capacity of WT and PV (kWh)</td>
<td>3486.65</td>
<td>3664.71</td>
<td>4640.95</td>
<td>5021.68</td>
<td>6473.99</td>
<td>4749.23</td>
</tr>
</tbody>
</table>

Table 5 shows the comparison of the system optimal scheduling results under 6 different scenarios. As can be seen from the table, when the load demand is large, the system’s total power generation is the largest, but the total cost is also the highest, because the diesel generator is started. Therefore, the emission of polluting gas is also the most, so the cost of environmental governance will increase. However, on the other hand, due to the increase in electrical energy required, the utilization rate of renewable energy has reached a maximum of 92.96%, reducing wind and light, and the battery energy storage system has also played a role in cutting the valley and filling the peak effect.
7. Conclusions

This paper presents an optimal sizing of an islanded microgrid, optimized by dynamic optimization with GWO. The considered microgrid is a small autonomous system that integrates a variety of clean energy distributed power generation systems, energy storage systems, backup power sources, and electrical loads. Due to the complexity of optimal scheduling, a multi-objective optimal scheduling method combining GWO and dynamic optimal scheduling is proposed. Moreover, a comparison between the optimization capabilities of GWO and PSO on the one hand, and the system is divided into six different scenarios for comparison on the other, in order to understand the best output that achieves the lowest total cost of microgrid system operation and the highest clean energy utilization rate. Meteorological data is used, which is measured by the local meteorological bureau, in addition to artificial neural networks used to predict wind and solar energy in the future for a residential area in Sanya, China. The results show that the advantage of combining the GWO solution in optimizing multi-objective problems lies in that it reduces the calculation time and obtains the best function value compared with the PSO method alone. Furthermore, the findings of the study illustrate the economic and environmental feasibility of starting diesel generators under heavy load demand. Using ess as storage can better play the role of peak and valley filling, thereby reducing the total cost of the system. By considering diesel generators as part of the hybrid power system, the utilization of renewable energy can be improved. However, the use of diesel generators will produce polluting gas emissions. To solve this problem, multi-objective optimization based on GWO is applied. The optimal scale of the hybrid system including PV/wind/ess/diesel generators is a total cost of $64961 and 71070 kg.

In the future, the multi-objective optimization problem of microgrid can be further studied. Secondly, this paper studies the dynamic optimal dispatching of islanded microgrid. The economics of grid-connected microgrid and the utilization rate of clean energy generation must be studied in depth. Finally, because we use GWO for optimization, we can make the method more competitive by adjusting the scheduling strategy.

Author Contributions: Y.W. and C.L. supervised the work, Y.W. conceived the idea. Y.W., C.L., K.Y. performed the research. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Natural Science Foundation of China, grant number 51307074. And The APC was funded by Jiangsu University of Science and Technology.

Acknowledgments: This work is supported by the National Natural Science Foundation of China (51307074), Jiangsu Provincial Natural Science Foundation of China (BK20130466), Jiangsu University of Science and Technology Graduate Education Teaching Reform Project (103080605).

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>A, C</td>
<td>synergy coefficients</td>
<td></td>
</tr>
<tr>
<td>C_{com-pv}</td>
<td>photovoltaic maintenance cost</td>
<td></td>
</tr>
<tr>
<td>C_{com-wt}</td>
<td>wind turbine maintenance cost</td>
<td></td>
</tr>
<tr>
<td>C_{de}</td>
<td>diesel generator cost</td>
<td></td>
</tr>
<tr>
<td>C_{com-ess}</td>
<td>battery cost</td>
<td></td>
</tr>
<tr>
<td>C_{pol}</td>
<td>environmental governance cost</td>
<td></td>
</tr>
<tr>
<td>E_{b}</td>
<td>energy stored in the battery [kWh]</td>
<td></td>
</tr>
<tr>
<td>E_{bmax}</td>
<td>maximum storage capacity [kWh]</td>
<td></td>
</tr>
<tr>
<td>E_{bmin}</td>
<td>minimum storage capacity [kWh]</td>
<td></td>
</tr>
<tr>
<td>E_{rate-batt}</td>
<td>battery bank rate [kWh]</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>Generator’s fuel consumption [L]</td>
<td></td>
</tr>
<tr>
<td>F_{0}</td>
<td>fitting coefficients</td>
<td></td>
</tr>
<tr>
<td>F_{1}</td>
<td>fitting coefficients</td>
<td></td>
</tr>
<tr>
<td>N_{pv}</td>
<td>number of photovoltaics</td>
<td></td>
</tr>
<tr>
<td>P_{fwt}</td>
<td>total power of the wind turbines [kW]</td>
<td></td>
</tr>
<tr>
<td>P_{fwt-rate}</td>
<td>rated power of wind turbines [kW]</td>
<td></td>
</tr>
</tbody>
</table>
\( P_{pv} \)  output power of photovoltaics [kW]
\( P_{rate-pv} \)  rated power of photovoltaics [kW]
\( P_{ch,t} \)  battery charging power [kW]
\( P_{dch,t} \)  battery discharging power [kW]
\( r_1, r_2 \)  random vectors \([0, 1]\)
\( S_{ref} \)  maximal solar radiation [kW/m²]
\( S \)  solar radiation intensity [kW/m²]
\( T_c \)  PV cell temperature [°C]
\( T_{ref} \)  reference temperature [°C]
\( T_a \)  ambient temperature [°C]

Greek Symbols
\( \alpha, \beta, \delta, \omega \)  wolfs in GWO algorithm
\( \eta_{ch} \)  battery charge efficiency [%]
\( \eta_{dch} \)  battery discharge efficiency [%]

Abbreviations
ANN  artificial neural network
DOD  depth of discharge
ess  energy storage systems
GA  genetic algorithm
GWO  grey wolf optimizer
PSO  particle swarm optimization
PV  photovoltaics
WT  Wind turbine
\( T_{ref} \)  reference temperature [°C]
\( T_a \)  ambient temperature [°C]
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