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Abstract: Many scientific papers are devoted to solving multi-criteria problems. Researchers solve these problems, usually using methods that find discrete solutions and with the collaboration of domain experts. In both symmetrical and asymmetrical problems, the challenge is when new decision-making variants emerge. Unfortunately, discreet identification of preferences makes it impossible to determine the preferences for new alternatives. In this work, we propose a new approach to identifying a multi-criteria decision model to address this challenge. Our proposal is based on stochastic optimization techniques and the characteristic objects method (COMET). An extensive work comparing the use of hill-climbing, simulated annealing, and particle swarm optimization algorithms are presented in this paper. The paper also contains preliminary studies on initial conditions. Finally, our approach has been demonstrated using a simple numerical example.
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1. Introduction

Optimization is one of the instruments used to solve various types of decision-making problems [1,2]. Formally, optimization is a method of determining the best solution from a defined quality criterion [3–5]. Moreover, optimization is also a part of operational research, which focuses on determining the method and solving defined problems connected to making the right decisions. In optimization, one can identify single and multi-criteria optimizations [6–8]. Multi-criteria optimizations exist where optimal decisions must be made in the presence of compromises between conflicting objectives [9,10].

Deterministic and stochastic methods are the main groups of optimization techniques used in decision-making problems. In the optimization process, deterministic methods use mathematical formulas, while stochastic methods also use random processes for this purpose [11]. The deterministic techniques find local extremes more frequently, which often makes it impossible to find global extremes. On the other hand, the stochastic methods have techniques to avoid falling into local extremes [12,13]. In the deterministic approach, fewer objective function evaluations are needed to reach a solution than in the stochastic approach. Deterministic methods can find global extremes through a close search and have no stochastic elements [14]. There are two approaches in stochastic methods: the global approach and the local approach [15]. The global approach is based on evaluating functions at several random points [16]. In the local approach, the selection of points is directed to get a candidate for the global extremity using local searches.
Solving decision-making problems using stochastic methods does not guarantee success, but they can solve severe and different problems [17,18]. Furthermore, stochastic techniques are easy to implement for problems complex to evaluate the "black box" function [19]. The mathematical structure of the problem under investigation is more important in understanding the deterministic approach than the stochastic approach. However, deterministic methods are effective in local search.

Random global search algorithms are methods that take into account randomly selected neighboring states. Simple structure and little resistance to the irregularity of the objective function behavior make the global random search algorithms very attractive. Global random search algorithms can also be associated with the metaheuristic term, because they do not directly solve any problem, but provide a way to create a suitable algorithm for it [20].

The algorithm that moves between possible solutions in search of the right solution is called the metaheuristics algorithm [19,21]. Metaheuristic algorithms, such as evolutionary algorithms (EA) or genetic algorithm (GA), can be adapted to meet the most realistic optimization problems in terms of expected solution quality and calculation time [22].

The examples of global random search algorithms are the hill-climbing algorithm, simulated annealing, and particle swarm optimization [23]. The hill-climbing algorithm works by selecting a random state from the neighborhood and comparing it with the current state [24,25]. If the state from the neighborhood turns out to be better, it becomes the current state. This step is performed in a loop until the stop condition is reached.

The simulated annealing is a method based on simulated annealing of solids [26,27]. It uses the Boltzmann coefficient, which during the optimization process can assume a worse state than the current one, in order not to fall into local extremes if the value of a random variable from a uniform distribution [0, 1] is smaller than it [28,29]. Updating the current state is the same as in the hill-climbing algorithm.

Particle swarm optimization is based on finding a solution using unique points in spaces, described through feature vectors [17,30]. Particles have parameters such as position, velocity, and direction of movement. The particles also remember their best solution found, which is known as a local solution. The best solution from the whole swarm is a global solution [31,32].

The stochastic methods, such as hill-climbing algorithm, simulated annealing and particle swarm optimization can be used in continuous and discrete space. However, they are not able to provide a global solution. Unlike simulated annealing and particle swarm optimization, the hill-climbing algorithm has no mechanisms to protect it from falling into local extremes. However, in contrast, it is characterized by lower memory requirements and more frequent acceptance of solutions. The PSO method is more probable and useful in finding global extremes compared to the hill-climbing algorithm. Also, particle swarm optimization is capable of performing parallel calculations, but setting PSO parameters is a big challenge [33]. The simulated annealing method works very well in discrete spaces, while the iteration time it takes to find an extremity is extensive compared to other stochastic methods.

The methods mentioned above will be used in the problem of searching for optimal values of preferences of objects characteristic for given sets of decision variants, i.e., those for which the objective function will reach the lowest value. The characteristic objects are defined in Section 2.2. This problem occurs when we want to calculate the preference of decision-making variants, with unknown preferences of characteristic objects and known calculated by the model preferences of decision-making variants [34–36]. The objective function in this problem is defined as the absolute difference of the sums of the preferences of the reference decision variants with the calculated ones. The preference of decision variants is calculated using the COMET method. Although the RAFSI method is also resistant to rank reversal, our study was conducted based on COMET modeling, which seems to be more proper according to the identification of the continuous space of the problem [37].

The COMET method is a new method designed to solve decision-making problems. Among the methods of multi-criteria decision making, the characteristic object technique has a unique property, i.e., resistance to the paradox of reversal of ranking order [38,39]. This property results from the
fact that the assessment of decision variants is based on characteristic object assessments, which are independent of the set of assessed alternatives. The advantage of the COMET method is also the ease of identification of linear and non-linear decision-making functions.

The novelties and contributions are presented as follows. The paper presents an innovative approach, which consists of building a decision-making model based on already evaluated alternatives and stochastic optimization techniques. Multi-Criteria Decision-Analysis (MCDA) methods use an approach in which an expert in a given field defines the model, and then the decision variants are evaluated [40–42]. The method proposed in the paper allows building a proper decision-making model without the need to interfere with the process. With this approach, we can assess a set of alternatives with the help of already assessed alternatives. The alternatives we have in our possession enable us to estimate the expert’s model. Additionally, the model built with such an approach can be further exploited. The suggested method can be useful when an expert in a given field is not available.

For this purpose, stochastic methods have been used, which allow one to approximate the evaluation of the expert model. The defined model, with the help of stochastic techniques, can evaluate the given alternatives similar to the unknown decision model. Additionally, stochastic algorithms are easy to implement and adapt, so the proposed approach can be tested on more metaheuristic methods. The paper uses such methods as the hill-climbing algorithm, simulated annealing method, and particle swarm optimization. The effectiveness of stochastic techniques has been compared to estimate which one works best with different input data.

The rest of the paper is organized as follows. In Section 2 there are definitions. Section 2.2 presents the COMET method. The selected stochastic methods, i.e., the climbing algorithm, the simulated annealing method, and optimization by means of a particle swarm are presented in Sections 2.3–2.5. The selected similarity coefficients are presented in Section 2.6. Section 3 shows the research carried out. It consists of Section 3.1 on the effects of the initial conditions, Section 3.2 showing the distribution of fitness functions, and Section 3.3 which presents the application of the proposed approach. Section 4 contains conclusions.

2. Preliminaries

2.1. Fuzzy Set Theory

Fuzzy Set Theory is used in many scientific fields and could be especially useful for solving MCDA problems [43–45]. Here we present some definitions and basic concepts of the Fuzzy Set Theory which are necessary to understand the COMET method [46,47].

**Definition 1.** The fuzzy set $A$ in a certain non-empty space of solutions $X$ is defined as follows in Equation (1):

$$A = \{(x, \mu_A(x)) ; x \in X\}, \quad (1)$$

where

$$\mu_A(x) : X \rightarrow [0, 1], \quad (2)$$

is a membership function of the fuzzy set $A$. This function indicates the degree of the membership of the element in the set $A$. $\mu_A(x) = 1$ means full membership, $0 < \mu_A(x) < 1$ means partial membership and $\mu_A(x) = 0$ means no membership at all.

**Definition 2.** The triangular fuzzy number $A(a, m, b)$ is a fuzzy set whose membership function is defined as Equation (3):
\[
\mu_A(x, a, m, b) = \begin{cases} 
0 & x \leq a \\
\frac{x-a}{m-a} & a \leq x \leq m \\
1 & x = m \\
\frac{b-x}{b-m} & m \leq x \leq b \\
0 & x \geq b
\end{cases}
\]  

(3)

and the following conditions Equations (4) and (5):

\[x_1, x_2 \in [a, m] \land x_2 > x_1 \Rightarrow \mu_A (x_2) > \mu_A (x_1)\]  

(4)

\[x_1, x_2 \in [m, b] \land x_2 > x_1 \Rightarrow \mu_A (x_2) < \mu_A (x_1)\]  

(5)

**Definition 3.** The support of a TFN—subset of the A set in which all elements have a non-zero membership value in the A set of Equation (6).

\[S(\tilde{A}) = \{ x : \mu_{\tilde{A}}(x) > 0 \} = [a, b]\]  

(6)

**Definition 4.** The core of a TFN is a singleton with membership value 1 shown in Equation (7).

\[C(\tilde{A}) = \{ x : \mu_{\tilde{A}}(x) = 1 \} = m\]  

(7)

**Definition 5.** The fuzzy rule—it is based on the IF – THEN, OR, and AND logical connectives, which are used in the reasoning process.

**Definition 6.** The rule base—it includes logical rules defining the relations in the system.

**Definition 7.** The intersection operator (T-norm)—it is a function modeling the AND operation. This operator is described by using properties: boundary Equation (8), monotonicity Equation (9), commutativity Equation (10), associativity Equation (11), for any \(a, b, c, d \in [0, 1]\).

\[T(0, 0) = 0, T(a, 1) = T(1, a) = a\]  

(8)

\[T(a, b) < T(c, d) \iff a < c \text{ and } b < d\]  

(9)

\[T(a, b) = T(b, a)\]  

(10)

\[T(a, T(b, c)) = T(T(a, b), c)\]  

(11)

**Definition 8.** The S-norm operator or T-conorm is a function modeling the OR operator. It should fulfill the following properties: boundary Equation (12), monotonicity Equation (13), commutativity Equation (14), associativity Equation (15), for any \(a, b, c, d \in [0, 1]\).

\[S(1, 1) = 1, S(a, 0) = S(0, a) = a\]  

(12)

\[S(a, b) < S(c, d) \iff a < c \text{ and } b < d\]  

(13)

\[S(a, b) = S(b, a)\]  

(14)

\[S(a, S(b, c)) = S(S(a, b), c)\]  

(15)
2.2. The Comet Method

Many MCDM methods exhibit the rank reversal phenomenon. To see the above point more clearly, suppose that we have a set of three alternatives A, B, and C. Suppose that the best variant is A, followed by B, which is followed by C. Next, we suppose that an even worse element replace B, say alternative D. When the new set of variants are ranked collectively and by considering that the criteria have equal weights as before. Sometimes, it turns out that under some decision-making techniques, the best choice may be changed now, and this is known as a rank reversal. It is only of the types of rank reversals. However, the Characteristic Objects Method (COMET) is completely free of this problem [48]. In previous works, the accuracy of the COMET method was verified [43]. The formal notation of the COMET method should be briefly recalled [46,47,49]:

**Step 1.** The expert defines the dimensionality of the problem by choosing \( r \) criteria, \( C_1, C_2, \ldots, C_r \). Then, a set of fuzzy numbers is selected for each criterion \( C_i \), e.g., \( \{\tilde{C}_{i1}, \tilde{C}_{i2}, \ldots, \tilde{C}_{ic_i}\} \) Equation (16):

\[
C_1 = \{\tilde{C}_{11}, \tilde{C}_{12}, \ldots, \tilde{C}_{1c_1}\} \\
C_2 = \{\tilde{C}_{21}, \tilde{C}_{22}, \ldots, \tilde{C}_{2c_2}\} \\
\vdots \\
C_r = \{\tilde{C}_{r1}, \tilde{C}_{r2}, \ldots, \tilde{C}_{rc_r}\}
\]  

(16)

where \( C_1, C_2, \ldots, C_r \) are the ordinals of the fuzzy numbers for all criteria.

**Step 2.** The characteristic objects \((CO)\) are determined with the method of the Cartesian product of the triangular fuzzy numbers’ cores of all the criteria Equation (17):

\[
CO = (C(C_1) \times C(C_2) \times \cdots \times C(C_r))
\]  

(17)

As a result, an ordered set of all \( CO \) is obtained Equation (18):

\[
CO_1 = \langle C(\tilde{C}_{11}), C(\tilde{C}_{21}), \ldots, C(\tilde{C}_{r1})\rangle \\
CO_2 = \langle C(\tilde{C}_{11}), C(\tilde{C}_{21}), \ldots, C(\tilde{C}_{r1})\rangle \\
\vdots \\
CO_t = \langle C(\tilde{C}_{1c_1}), C(\tilde{C}_{2c_2}), \ldots, C(\tilde{C}_{rc_r})\rangle
\]  

(18)

where \( t \) is the count of \( CO \)s and is equal to Equation (19):

\[
t = \prod_{i=1}^{r} c_i
\]  

(19)

**Step 3.** The expert identifies the Matrix of Expert Judgment \((MEJ)\) by pairwise comparison of the \( CO \)s. The MEJ matrix is shown as Equation (20):

\[
MEJ = \begin{pmatrix}
\alpha_{11} & \alpha_{12} & \cdots & \alpha_{1t} \\
\alpha_{21} & \alpha_{22} & \cdots & \alpha_{2t} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{t1} & \alpha_{t2} & \cdots & \alpha_{tt}
\end{pmatrix}
\]  

(20)

where \( \alpha_{ij} \) is the result of comparing \( CO_i \) and \( CO_j \) by the expert. The function \( f_{exp} \) denotes the subjective judgment of the selected expert. It depends entirely on the knowledge and experience of the expert. The expert’s preferences are presented in the following Equation (21):

\[
\alpha_{ij} = \begin{cases}
0.0, & f_{exp}(CO_i) < f_{exp}(CO_j) \\
0.5, & f_{exp}(CO_i) = f_{exp}(CO_j) \\
1.0, & f_{exp}(CO_i) > f_{exp}(CO_j)
\end{cases}
\]  

(21)
After the MEJ matrix is prepared, a vertical vector of the Summed Judgments (SJ) is obtained as follows Equation (22):

\[ SJ_i = \sum_{j=1}^{l} \alpha_{ij} \] (22)

Finally, the values of preference are estimated for each CO. As a result, a vector \( P \) is determined, where the \( i \)-th row contains the approximate value of preference for \( CO_i \).

**Step 4.** Each \( CO \) and its preference value is changed to a fuzzy rule by using the following Equation (23):

\[ IF \ C(\tilde{C}_{1i}) \ AND \ C(\tilde{C}_{2i}) \ AND \ ... \ THEN \ P_i \] (23)

In this way, a complete fuzzy rule base is obtained.

**Step 5.** Each decision variant is shown as a set of crisp numbers, e.g., \( A_i = \{a_{i1}, a_{i2}, a_{ri}\} \). This set corresponds to the criteria \( C_1, C_2, \ldots, C_r \). The preference of the \( i \)-th alternative is calculated by using Mamdani’s fuzzy inference method. The constant rule base guarantees that the received results are unambiguous. The whole process of the COMET method is presented in Figure 1.

![Flow chart of the COMET procedure](image)

**Figure 1.** The flow chart of the COMET procedure [44].

2.3. Hill-Climbing

Hill-Climbing (HC) is a mathematical method used for optimization purposes, which belongs to the field of local search methods. HC technique starts with generating an initial state, i.e., an initial solution. Local ekstremum is searched in the neighborhood of the current state, where the first accepted value of the current state is the initial state value. Solution \( c \) is called local optimization, where the \( N(c) \) neighborhood does not have a better solution, and it is not the best solution in the whole set of solutions [50]. In optimizing with a hill-climbing algorithm it is not possible to determine whether the local extreme found is a global one. The process of optimization using a hill-climbing algorithm can be presented as follows:

**Step 1. Initialization of the hill-climbing algorithm.** Randomly create one candidate solution \( \vec{c}_0 \), depending on the length \( \vec{c} \).

**Step 2. Evaluation.** Create a fitness function \( f(\vec{c}_0) \) to evaluate the current solution. The first generation is as follows:

\[ \vec{c}_* = \vec{c}_0 \]

\[ f_{\text{max}} = f(\vec{c}_*) \] (24)

**Step 3. Mutation.** Mutate the current solution \( \vec{c}_* \) one by one and evaluate the new solution \( \vec{c}_i \).
Step 4. Selection. If the value of the fitness function for the new solution is better than for the current solution, replace as follows:

\[ f(\vec{c}_i) > f(\vec{c}_*) \iff \vec{c}_* = \vec{c}_i \]  \hspace{1cm} (25)

Step 5. Termination. When there is no improvement in fitness function after a few generations, the pseudocode of the hill-climbing method is presented by using the Algorithm 1.

**Algorithm 1:** Hill-climbing [51].

**Result:** Find the optimum function

\[ i = \text{initial solution}; \]

\[ \text{while} \ f(s) \leq f(i) \text{ for all } s \in \text{Neighbours}(i) \text{ do} \]

\[ \text{Generatesans} \in \text{Neighbours}(i) \]

\[ \text{if} \ \text{fitness}(s) > \text{fitness}(i) \text{ then} \]

\[ \text{Replace } s \text{ with the } i; \]

end

2.4. Simulated Annealing

Simulated annealing is a stochastic method that has a mechanism to avoid getting stuck in local extremes. The mechanism for further searching the global extremes allows you to accept a worse solution to get out of the local extremes and explore the entire problem area [52]. The simulated annealing method is presented as Algorithm 2 and may look like this:

**Step 1.** Initialization of the simulated annealing method. Select the initial temperature value \( T_0 \) and randomly create one feasible candidate solution \( \vec{c}_0 \). Select a parameter \( r < 1 \) and the maximum number of iterations \( L \). Let the iteration counter be initiated as \( K = 0 \) and a further counter \( k = 1 \).

**Step 2.** Evaluation. Create a fitness function \( f(\vec{c}_0) \) to evaluate the current solution. The first generation is as follows:

\[ \vec{c}_* = \vec{c}_0 \]

\[ f_{\text{max}} = f(\vec{c}_*) \]  \hspace{1cm} (26)

**Step 3.** Mutation. Randomly choose a new solution \( \vec{c}_i \) in the neighborhood of the current solution \( \vec{c}_* \).

**Step 4.** Selection. If the value of the fitness function for the new solution is better than for the current solution, replace as follows:

\[ f(\vec{c}_i) > f(\vec{c}_*) \Rightarrow \vec{c}_* = \vec{c}_i \]  \hspace{1cm} (27)

Otherwise, calculate the difference between the value of the fitness function of the new solution \( \Delta E \) and the current solution, followed by the probability density function \( P(\Delta E) \) as follows:

\[ \Delta E = f(\vec{c}_i) - f(\vec{c}_*) \]

\[ P(\Delta E) = \frac{1}{1 + \exp(\frac{\Delta E}{T_k})} \]  \hspace{1cm} (28)

Generate a random number \( z \) uniformly distributed in [0,1]. If \( z < P(\Delta E) \), then the new solution \( \vec{c}_i \) becomes the current solution \( \vec{c}_* \).

**Step 5.** Increasing the temperature. If \( k = L \), the iteration counter is increased \( K = K + 1 \) and the counter is reset \( k = 1 \). A new temperature \( T_K \) value is calculated following the Equation (29).

\[ T_K = rT_{K-1} \]  \hspace{1cm} (29)
Otherwise $k = k + 1$ and return to the mutation.

**Step 6. Termination** If $k > L$ and one of the stop criteria is satisfied, terminate the algorithm and return the current solution $\vec{c}$. 

### Algorithm 2: Simulated annealing.

**Result:** Find the optimum function

\[ i = \text{initial solution}; \]

\[ k = 0; \]

**while** $k < k_{\text{max}}$ **do**

\[ T \leftarrow \text{temperature}((k + 1)/k_{\text{max}}) \]

Choose a random neighbor, $s \leftarrow \text{neighbour}(i);$

\[ \text{if } P(E(i), E(s), T) \geq \text{random}(0, 1) \text{ then} \]

\[ i \leftarrow s; \]

\[ k++; \]

**end**

### 2.5. Particle Swarm Optimization

Particle swarm optimization is a metaheuristic technique that was designed in 1995 by Kennedy and Eberhart [53]. The original idea of PSO was to simulate a simplified social system. PSO is a population-based method in which individuals are called particles and a population is called a swarm. Each particle in the swarm is a possible solution to a given optimization problem. All individuals in the swarm move towards their own best solution and towards the best global solution in the swarm [54,55]. The overall performance of the particle swarm optimization can be presented as follows:

**Step 1. Initialization of the PSO method.** Set population size $S$. Choose cognitive $\phi_p$ and social $\phi_g$ coefficients. Then initiate the swarm and randomly select the position $x_i$ and velocity $v_i$ for each particle in the swarm. Set the maximum number of iterations $k_{\text{max}}$ and initialize the iteration counter $k = 0$.

**Step 2. Evaluation.** In the first generation, for each particle from the swarm, the position $x_i$ becomes its best position $p_i$. Select the particle that has the best position in the swarm from the whole population and assigns it the best position in the swarm $g \leftarrow p_i$.

**Step 3. Mutation.** For each particle, some vectors are randomized from a uniform distribution as follows:

\[ \vec{r}_p, \vec{r}_g \in U[0, 1] \]

The particle velocity $\vec{v}_i$ and the position $\vec{x}_i$ of the particle are then updated. This is explained by Equation (31).

\[
\vec{v}_i = \omega \vec{v}_i + \phi_p \vec{r}_p (p_i - \vec{x}_i) + \phi_g \vec{r}_g (g - \vec{x}_i)
\]

\[
\vec{x}_i = \vec{x}_i + \vec{v}_i
\]

**Step 4. Selection.** Compare the evaluation of the position of the particle and the evaluation of its best position. The evaluation is provided by the fitness function. If it is better, the position of the particle becomes the best position of the particle. Compare it with an evaluation of the best position in the swarm. Replace the best position in the swarm when the evaluation of the best position of the particle is better.

**Step 5. Termination** The algorithm terminates when the iteration counter reaches a higher value than the number of maximum iterations. One iteration cycle starts from mutation to selection.

The pseudocode of the particle swarm optimization is presented by using the Algorithm 3.
Algorithm 3: Particle swarm optimization.

Result: Find the optimum function

\begin{algorithmic}
\FOR{particle \(i = 1, \cdots, S\)}
\STATE Initialize the particle’s position with a uniformly distributed random vector:
\STATE \(x_i = U(b_{lo}, b_{up})\)
\STATE Initialize the particle’s best known position to its initial position:
\STATE \(p_i \leftarrow x_i\)
\IF{\(f(p_i) < f(g)\)}
\STATE Update the swarm’s best known position:
\STATE \(g \leftarrow p_i\)
\ENDIF
\STATE Initialize the particle’s velocity:
\STATE \(v_i = U(-|b_{up} - b_{lo}|, |b_{up} - b_{lo}|)\)
\ENDFOR
\WHILE{\(k < k_{\text{max}}\)}
\FOR{particle \(i = 1, \cdots, S\)}
\FOR{dimension \(d = 1, \cdots, n\)}
\STATE Select random numbers:
\STATE \(r_p, r_g = U(0, 1)\)
\STATE Update the particle’s velocity:
\STATE \(v_{i,d} \leftarrow \omega v_{i,d} + \phi_p r_p (p_{i,d} - x_{i,d}) + \phi_g r_g (g_d - x_{i,d})\)
\ENDFOR
\STATE Update the particle’s position:
\STATE \(x_i \leftarrow x_i + v_i\)
\IF{\(f(x_i) < f(p_i)\)}
\STATE Update the particle’s position:
\STATE \(p_i \leftarrow x_i\)
\ENDIF
\IF{\(f(p_i) < f(g)\)}
\STATE Update the swarm’s best known position:
\STATE \(g \leftarrow p_i\)
\ENDIF
\STATE ++\(k\);
\ENDFOR
\ENDWHILE
\end{algorithmic}

2.6. Similarity Coefficient

The similarity coefficients of the rankings allow us to compare the two indicated order. It is important to choose such coefficients that work well in the decision-making field. The paper uses three such coefficients, i.e., Spearman correlation coefficient Equation (32), Spearman weighted correlation coefficient Equation (33) and WS similarity coefficients Equation (34) [56].

\begin{align*}
rs &= 1 - \frac{6 \sum_{i=1}^{n} d_i^2}{n(n^2 - 1)} \quad (32) \\
\text{r}_w &= 1 - \frac{6 \sum_{i=1}^{n} (x_i - y_i)^2((N-x_i+1)+(N-y_i+1))}{n(n^2+n^2-n-1)} \quad (33) \\
\text{WS} &= 1 - \sum_{i=1}^{n} \left(2^{-x_i} \frac{|x_i-y_i|}{\max(|x_i-1|,|x_i-N|)} \right) \quad (34)
\end{align*}

3. Results and Discussion of The Research

The goal of the experiment is to compare the quality of three stochastic methods in searching for optimal preference values of characteristic objects at different initial states. The initial state in the study determines the initial preference values of characteristic objects. The selected methods for the experiment are the hill-climbing algorithm, the simulated annealing method, and particle swarm optimization. Several particles in the PSO method have been set to 20, while parameters \(\phi_p, \phi_g, \omega\) have been given values of 0.5, 0.3, and 0.9, respectively. The maximum number of iterations in each method has been set to 1000. Preference of characteristic objects has been determined using a set of alternatives. A set of alternatives determined the preference of characteristic objects.

The optimization process consisted in obtaining the smallest difference in the absolute value of the sum of alternatives preferences calculated with reference alternatives. The calculated alternatives
are those whose preference values were calculated using a model defined using characteristic objects whose preference is a candidate for the solution. For this purpose, the objective function has been defined by Equation (35).

\[ f(x) = \sum_{i=1}^{N} |P(A_i) - \hat{P}(A_i)| \]  

(35)

where \( P(A_i) \) means calculated alternatives and \( \hat{P}(A_i) \) means reference alternatives.

The experiment was conducted for 200 sets of decision variants consisting of 5, 10, 15, 20, 25 alternatives. The preference of decision variants forming the set intended for the optimization process was selected randomly or calculated using a generated random \( SJ \) vector. The criteria by which characteristic objects were defined took static values \([0, 0.5, 1]\) and dynamic values depending on the set of alternatives. In Equation (36) this is given.

\[ C_1 = \{ \min_i \{ a_{i1} \}, \frac{\sum_{i=1}^{N} a_{i1}}{N}, \max_i \{ a_{i1} \} \} \]

\[ C_2 = \{ \min_i \{ a_{i2} \}, \frac{\sum_{i=1}^{N} a_{i2}}{N}, \max_i \{ a_{i2} \} \} \]

(36)

The study was conducted with four initial state variants. The characteristic objects assumed a preference value equal to 0, 0.5, 1, or a random value.

3.1. Impact of the Initial Conditions

Figure 2 presents heat maps with nuclear density estimators for a hill-climbing algorithm for a static variant of criteria with a non-existent model, i.e., one in which the preferences of the alternatives were selected randomly. The charts show the solutions found about the number of iterations for the given number of alternatives in the set and the initial state variants.

For an increasing number of alternatives for characteristic objects assuming the value of preference 0 at the beginning, one can see an increase in the value of found solutions. The accuracy of the five alternatives in the set is high because the concentration of the smallest found values of the fitness function is close to the value of 0. The largest number of solutions found was between 300 and 500 iterations. With more alternatives, the number of iterations in which solutions have been found slightly increases. However, the values of the solutions were found to increase significantly. For the ten alternatives, the highest concentration of the smallest found fitness values oscillates between \([1, 1.5]\). For fifteen alternatives \([2, 2.35]\), twenty alternatives \([2.9, 3.1]\), and for twenty five alternatives \([4.5, 5]\).

The initial state in which the preference of characteristic objects is set to 0.5 does not reach as large values in the range of the number of iterations needed to find a solution as in the initial state for the value 0. This range is \([175, 280]\). The clusters of solutions found about their costs are slightly different from the initial state for the value 0.

In the initial state, where characteristic objects take preference values equal to 1, the distribution of found solutions is much larger than in the case where the initial state value is 0.5. The most massive clusters of found solutions occur between iterations 390 and 500.

For a randomly selected preference value of the characteristic objects, the number of iterations needed to find a solution is much smaller than when the initial state takes a preference value of 0 or 1. However, compared with the initial state where the characteristic objects take a preference value of 0.5, the initial state with a random value is worse due to the density nuclear estimator. It shows that the method needed more iteration when estimating some of the smallest fitness function values.
Figure 2. The value of the target function depending on the number of iterations, the number of alternatives, and initial conditions (method: HC; criteria variant: static; model: not existing).

Thermal maps, together with nuclear density estimators for a hill-climbing algorithm for a dynamic variant of criteria with a non-existent model, are presented using Figure 3. Solutions found about the number of iterations for the given number of alternatives in the set and variants of the initial state are presented in the charts.

For characteristic objects taking at the beginning the value of preference 0 for an increasing number of alternatives, you can see an increase in the value of found solutions. For a set consisting of five alternatives, the concentration of the smallest found values of the fitness function is close to 0, which means that the accuracy is high. However, as the number of alternatives increases, the accuracy decreases. For the ten alternatives, the highest concentration of the smallest found fitness values is in the range $[1.5, 1.6]$. For fifteen alternatives $[1.9, 2.2]$, twenty alternatives $[3.1]$ and for twenty five alternatives $[4.1, 4.9]$. Most of the solutions found for 10, 15, 20, 25 alternatives were between 400 and 500 iterations. The exception is a set consisting of five alternatives in which most of the solutions were found before the 400 iterations. With more alternatives, the number of iterations in which solutions were found slightly increases. The value of the solutions found increases significantly.
Figure 3. The value of the target function depending on the number of iterations, the number of alternatives, and initial conditions (method: HC; criteria variant: dynamic; model: not existing).

The initial state where the preference of the characteristic objects is set to 0.5 does not reach as high values in the range of the number of iterations needed to find a solution as the preference of the characteristic objects is 0. This range is approximately [190, 280]. The clusters of solutions found about their values differ slightly from the initial state for 0.

In the initial state where the characteristic objects take values of 1, the distribution of solutions found is higher than for the initial state value of 0.5. The most significant clusters of solutions found occur between iterations 400 and 500. Compared with the initial state where the characteristic objects take a preference value of 0, the differences are slight.

The number of iterations needed to find a solution for a randomly selected preference value of the characteristic objects is much smaller than when the initial state takes a preference value of 0 or 1. However, compared with the initial state where the characteristic objects take a preference value of 0.5, the initial state with a random value is worse due to the nuclear density estimator. It shows that the method needed more iteration when estimating some of the smallest fitness function values.

Figure 4 shows thermal maps together with nuclear density estimators for a hill-climbing algorithm for a static variant of criteria with an existing model. A current model means a model
in which the preferences of alternatives have been calculated using a randomly selected vector $\mathbf{SI}$. The individual charts show the solutions found concerning iteration numbers for the given alternatives and initial state variants.

Figure 4. The value of the target function depending on the number of iterations, the number of alternatives, and initial conditions (method: HC; criteria variant: static; model: existing).

For a start preference of characteristic objects of 0, the change in the value of found solutions with an increase in the number of alternatives is not substantial. The hill-climbing algorithm usually finds a solution between 400 and 600 iterations. However, the solutions found are in the range $[0, 0.2]$, which indicates very high accuracy.

However, a better solution seems to be the starting value of the preference of characteristic objects of 0.5. This variant needs less iteration than finding solutions, and their cost is lower.

However, this cannot be said about the variant where the characteristic objects take a preference value of 1. The distribution of the values of the solutions found is much greater than in the case of the start preference value of 0. An example of this is ten alternatives where the cloud is more extensive when the start state has a value of 1 than when it takes the amount of 0.

In the initial state, where characteristic objects take random preference values, the number of iterations needed to find a solution is much smaller than for the initial state values of 0 and 1. However,
the costs of solutions are much higher than for the initial state with a value of 0.5. The increase in the number of iterations compared to the number of alternatives is not so large.

Figure 5 shows thermal maps together with nuclear density estimators for a hill-climbing algorithm for a dynamic variant of criteria with an existing model. The individual charts show the solutions found concerning iteration numbers for the given alternatives and initial state variants.

In the case of a starting preference of characteristic objects of 0, the change in the value of found solutions decreases with the number of alternatives. The hill-climbing algorithm usually finds a solution between 400 and 600 iterations. Solutions found for five alternatives are in the range [0, 0.05], for ten and fifteen [0, 0.2], for twenty and twenty-five [0, 0.1], which indicates very high accuracy.

However, the starting value of the characteristic object preference of 0.5 seems to be a better solution. This option needs less iteration than finding solutions, and its cost is lower.

The variant in which the characteristic objects take the initial preference value of 1 needs more iterations to find solutions than for the start value of 0.5. The distribution of found solutions is much higher than for the start value of 0. An example is ten alternatives where the cloud is more extensive when the start state has the benefit of 1 than when it takes the amount of 0.
In the initial state where the characteristic objects take random preference values, the number of iterations needed to find a solution is much smaller than for the initial state values of 0 and 1. However, the costs of solutions are much higher than for the initial state with a value of 0.5. The increase in the number of iterations compared to the number of alternatives is not so large.

Figure 6 presents thermal maps with density nuclear estimators for simulated annealing method for a static variant of criteria with a non-existent model. The charts show the solutions found about the number of iterations for the given number of alternatives in the set and the initial state variants.

![Thermal maps with density nuclear estimators for simulated annealing method](image)

**Figure 6.** The value of the target function depending on the number of iterations, the number of alternatives, and initial conditions (method: SA; criteria variant: static; model: not existing).

For an increasing number of alternatives for characteristic objects assuming the value of preference 0 at the beginning, one can see an increase in the value of found solutions. The accuracy of the five alternatives in the set is high because the concentration of the smallest found values of the fitness function is close to 0. Most of the solutions were found in 1000 iterations. With more alternatives, the number of iterations in which solutions were found slightly decreases. However, the values of the solutions were found to increase significantly. For the ten alternatives, the largest concentration of the smallest found fitness values is in the range [2, 3.1]. For fifteen alternatives [3, 4.1], twenty alternatives [4.05, 5.9], and for twenty-five alternatives [5.8, 6.2].
The initial state where the preference of the characteristic objects is set to 0.5 reaches as high values in the range of the number of iterations needed to find a solution as for the initial state for value 0. The clusters of found solution values differ significantly from the initial state for value 0 because they are smaller.

In the initial state, where characteristic objects take preference values equal to 1, the distribution of solutions found is much larger than in the case where the initial state value is 0.5. However, the number of iterations needed to find an answer is the same.

For a randomly selected preference value of the characteristic objects, the values of the solutions found are much smaller than when the initial state takes the value 0 or 1. However, compared with the initial state where the characteristic objects take the preference value 0.5, the initial state with a random value is worse due to the nuclear density estimator. It shows that the method has found smaller fitness function values.

Thermal maps, together with nuclear density estimators for the simulated annealing method for a dynamic variant of criteria with a non-existent model, are presented using Figure 7. The solutions found about the number of iterations for the given number of alternatives in the set and variants of the initial state are presented in the charts.

Figure 7. The value of the target function depending on the number of iterations, the number of alternatives, and initial conditions (method: SA; criteria variant: dynamic; model: not existing).

For characteristic objects assuming at the beginning, the value of preference 0 for an increasing number of alternatives, an increase in the amount of found solutions can be observed. For a set
consisting of five choices, the concentration of the smallest found importance of the fitness function is close to 0, which means that the accuracy is high. However, as the number of alternatives increases, the efficiency decreases. For the ten alternatives, the highest concentration of the smallest found fitness values is in the range [2, 3], for the fifteen options [3.8, 4], for twenty alternatives [4.1, 5.8], and the twenty-five alternatives [5.95, 6.8]. The most significant number of solutions found for all the considered number of other options was between 980 and 1000 iterations. With a more substantial amount of alternatives, the number of iterations in which solutions were found slightly decreases.

The initial state in which the preference of characteristic objects is set to 0.5 does not need as large numbers of iterations to find a solution as in the case of the preference of characteristic objects of 0. The values of found solutions for a given amount of alternatives are increasing, but they are not as large as for the initial state with value 0.

In the initial state, where characteristic objects take preference values equal to 1, the distribution of found solutions is higher than in the case where the value of the initial state is 0.5. A large concentration of found solutions occurs between the iteration 985 and 1000. Compared to the initial state where characteristic objects take preference values equal to 0, the differences are insignificant.

The iteration numbers needed to find a solution for a randomly selected preference value of the characteristic objects are approximately the same as when the initial state takes the value 0, 0.5, or 1. However, the values of the solutions found are much smaller than when the initial state takes the value 0 or 1. Compared to the initial state where the characteristic objects take the preference value 0.5, the initial state with a random value is worse due to the nuclear density estimator. It shows that the method has found smaller fitness function values.

Figure 8 shows thermal maps together with nuclear density estimators for the simulated annealing method for a static variant of criteria with an existing model. Individual charts show solutions found against iteration numbers for given alternatives and initial state variants.

For a starting preference of characteristic objects of 0, the value of found solutions increases with the number of alternatives. The simulated annealing method usually finds solutions between 990 and 1000 iterations. The accuracy is high for five alternatives because the solution values found are less than 1. However, the efficiency decreases as the number of alternatives increases, e.g., for 25 alternatives numbers, several solutions reach amounts greater than 4.

A better solution seems to be the starting value of the characteristic object preference of 0.5. The increase of the smallest found values of the fitness function is not as big as in the case of a starting state with a value of 0. The accuracy is also very high because, for all considered numbers of alternatives, most of the solution values are in the range [0, 1].

This cannot be said about the variant, where the characteristic objects take the preference value of 1. The distribution of the found solution values is much larger than in the case of the starter preference value of 0.5. An example is the 25 alternatives, where the solution values are in the range [2.1, 4] in case the starter state takes the amount of 1, while for the starter state with the cost of 0.5 they are in the range [0, 1].

The number of iterations needed to find a solution for a randomly selected preference value of the characteristic objects is approximately the same as when the initial state takes the amount 0, 0.5, or 1. However, the amounts of solutions found are much smaller than when the initial state takes the value 0 or 1. Compared to the initial state where the characteristic objects take the preference value 0.5, the initial state with a random value is worse due to the nuclear density estimator. It shows that the method has found smaller fitness function values.

Figure 9 shows thermal maps together with nuclear density estimators for the simulated annealing method for a dynamic variant of criteria with an existing model. Individual charts show solutions for a given number of alternatives and initial parameters.
Figure 8. The value of the target function depending on the number of iterations, the number of alternatives, and initial conditions (method: SA; criteria variant: static; model: existing).

For a starting preference of characteristic objects of 0, the values of found solutions increase with the number of alternatives. The simulated annealing method usually gets final solutions between 900 and 1000 iterations. Solutions found for five alternatives are in the range [0.2, 1.4], for ten [0.8, 2.1], for fifteen [1.85, 2.8], for twenty and twenty-five [2.2, 3.4]. This indicates a decrease in accuracy as the number of alternatives increases.

A better solution seems to be the starting value of characteristic objects’ preferences amounting to 0.5. This variant, with the increase in the number of alternatives, needs less iteration to find solutions, and its value is lower compared to the initial state with the amount of 0. A variant in which the characteristic objects take an initial preference value of 1 needs more iterations to find solutions than for a start value of 0.5. The distribution of the costs of solutions found is the same as for a start value of 0.

In the initial state where the characteristic objects take random preference values, the number of iterations needed to find a solution is much smaller than for the initial state values of 0 and 1. However, the costs of solutions are much higher than for the initial state of 0.5. The increase of iterations compared to the number of alternatives is not significant.
Figure 9. The value of the target function depending on the number of iterations, the number of alternatives, and initial conditions (method: SA; criteria variant: dynamic; model: existing).

Figure 10 shows thermal maps with nuclear density estimators for particle swarm optimization for the static variant of criteria with the non-existent model. The charts show the solutions found about the number of iterations for the given number of alternatives in the set and the initial state variants.

For the increasing number of alternatives for characteristic objects assuming the value of preference 0 at the beginning, one can see an increase in the value of found solutions. The accuracy of the five alternatives in the set is high because the concentration of the smallest found values of the fitness function is in the range [0, 1]. The number of iterations increases with the number of alternatives in the set and the value of the solutions found. For the ten alternatives, the largest concentration of the smallest found fitness values is in the range [1, 1.9]. For fifteen alternatives [2, 3.15], twenty alternatives [2.95, 4], and for twenty five alternatives [4, 5.4].

The initial state where the preference of the characteristic objects is set to 0.5 reaches as high values in the range of the number of iterations needed to find a solution as for the initial state for value 0. The clusters of found solution values differ significantly from the initial state for value 0 because the solution values are smaller.
In the initial state, where characteristic objects take preference values equal to 1, the distribution of solutions found is slightly different from the case where the initial state value is 0.5. However, the number of iterations needed to find a solution, as the number of alternatives increases is smaller.

![Graph](image)

**Figure 10.** The value of the target function depending on the number of iterations, the number of alternatives, and initial conditions (method: PSO; criteria variant: static; model: not existing).

For a randomly selected preference value of characteristic objects, the number of iterations needed to find solutions and the costs of solutions increase with the number of alternatives. An example is a graph for twenty-five alternatives where a minority of solutions were found in 400 iterations, which cannot be said about the chart for five alternatives.

Thermal maps, together with nuclear density estimators for particle swarm optimization for a dynamic variant of criteria with a non-existent model, are presented in Figure 11. Solutions found about the number of iterations for the given number of alternatives in the set and variants of the initial state are presented on the charts.
For characteristic objects assuming at the beginning, the value of preference 0 for an increasing number of alternatives, an increase in the value of found solutions can be observed. For a set consisting of five alternatives, the concentration of the smallest found values of the fitness function is close to 0, which means that the accuracy is high. However, as the number of alternatives increases, the accuracy decreases. For the ten alternatives, the highest concentration of the smallest fitness values found is in the range [1, 1.4]. For the fifteen alternatives [1.9, 2.9], twenty alternatives [3.1, 3.85] and for the twenty-five alternatives [4.05, 5.1]. The largest number of solutions found for all the considered number of alternatives was between 800 and 1000 iterations. With a larger number of alternatives, the number of iterations in which solutions have been found increases.

The initial state in which the preference of characteristic objects is set to 0.5 for ten alternatives needs smaller numbers of iterations to find a solution than the initial state of 0.

In other cases, there are no statistically significant differences.

Figure 12 shows thermal maps together with nuclear density estimators for particle swarm optimization for a static variant of criteria with an existing model. The individual charts show the solutions found for iteration numbers for the given alternatives and initial state variants.
Figure 12. The value of the target function depending on the number of iterations, the number of alternatives, and initial conditions (method: PSO; criteria variant: static; model: existing).

For a starting preference of characteristic objects of 0, the values of found solutions increase with the number of alternatives. Particle swarm optimization usually finds solutions between 600 and 1000 iterations. The accuracy is very high for all considered alternatives numbers because all solution values are less than 1.

A variant where the start value of the characteristic object preference is 0.5 performs worse for five alternatives than the start value of 0. The number of iterations that this variant achieves for the solution values found is much higher.

The variants in which the characteristic objects take the initial preference value of 1 and random are missing statistically significant differences.

Figure 13 shows thermal maps together with nuclear density estimators for particle swarm optimization for a dynamic variant of criteria with an existing model. The individual charts show the solutions found for iteration numbers for the given alternatives and initial state variants.
Figure 13. The value of the target function depending on the number of iterations, number of alternatives and initial conditions (method: PSO; criteria variant: dynamic; model: existing).

For a starting preference of characteristic objects of 0, the values of found solutions increase with the number of alternatives. Particle swarm optimization usually finds solutions between 600 and 1000 iterations. Solutions found for five alternatives are in the range [0, 0.05], for ten [0.15, 0.21], for fifteen [0.22, 0.38], for twenty [0.33, 0.42] and twenty-five [0.4, 0.6]. This indicates a small decrease in accuracy as the number of alternatives increases.

A better solution seems to be the starting value of characteristic objects’ preferences amounting to 0.5. In the case of sets consisting of 5 and 20 alternatives, the distribution of the found smallest values of the fitness function indicates lower values obtained than in the case of the initial state in which the characteristic objects’ preferences are 0. The variant that obtained the lowest values of solutions for 25 alternatives is the initial state with a value of 1. The highest concentration of solutions is close to 0.4, where for the initial state with a value of 0 and 0.5, the highest level was with an amount of solution 0.5.

For the initial state in which characteristic objects take a random preference value, there are no differences that would be statistically significant.
3.2. Fitness Function Distribution

Figure 14 shows violin charts for a hill-climbing algorithm for a non-existent model. The graphs show variants of criteria and variants of initial states.

![Violin charts for a hill-climbing algorithm for a non-existent model](image)

**Figure 14.** Visualization of the value of solutions in relation to the number of alternatives to criteria and initial state variants (method: HC; model: not existing).

In the case of the charts for the initial state, in which the preferences of characteristic objects took the value of 0, the static value of criteria has smaller values of solutions than the dynamic value. Therefore, the size of the violin for a static case is much larger with small values of solutions. It is worth mentioning, however, that the data distribution for the five alternatives in the set for the dynamic case indicates that most of the smallest values of the fitness function obtained take values smaller than 0.2, which is a much better result than for the static variant.

For the initial state, where the preference of the characteristic objects took the value 0.5, 1, and random, the same relationship between the static values of the criteria and the dynamic values of the criteria occurs as for the initial state with the value 0.

Figure 15 shows violin charts for the hill-climbing algorithm for an existing model. The charts show variants of criteria and variants of initial states.

In the case of the charts for the initial state, in which the preferences of characteristic objects took the value of 0, the static value of criteria has smaller values of solutions than the dynamic value. Therefore, the size of the violin for a static case is much larger with small values of solutions. It is worth mentioning, however, that the data distribution for the five alternatives in the set for the dynamic case indicates that most of the smallest values of the fitness function obtained take values smaller than 0.1, which is a much better result than for the static variant. However, the static variant has higher maximum found values for twenty and twenty-five alternatives than the dynamic variant.

For the initial state, where the preference of the characteristic objects takes the value of 0.5, the values of the solutions are lower than for the initial state, where the criteria are chosen statically, the accuracy is very high. In contrast, for the dynamic criteria variant, it is much lower. Many solutions in the static variant were found in the range [0, 0.1], which cannot be said for the dynamic variant.
On the other hand, the static variant of criteria has much higher maximum values of solutions found for all the considered number of alternatives than the dynamic variant.

For initial state values equal to 1, the static variant of criteria takes smaller values of solutions than the static variant. The distribution of solutions found is similar for the distribution of the initial state variant with a value of 0. However, the found values of solutions are more significant than for the initial state in which the characteristic objects take preference values of 0.5.

**Figure 15.** Visualization of the value of solutions in relation to the number of alternatives to criteria and initial state variants (method: HC; model: existing).

In the case of graphs for the initial state where the preference of the characteristic objects took a random value, the static value of the criteria has smaller values of solutions than the dynamic value. The accuracy decreases with the increase of the number of alternatives in the set in the case of the static criteria variant.

Figure 16 shows violin charts for the simulated annealing method for a non-existent model. The charts show variants of criteria and variants of initial states.

In the case of charts for the initial state, in which the preferences of characteristic objects took the value of 0, the static value of criteria has smaller values of solutions than the dynamic value. Therefore, the size of the violin for a static case is much larger with small values of solutions.

For the initial state, where the preference of the characteristic objects has taken the value of 0.5, the values of the solutions are smaller than when the initial state takes the value of 0. When the criteria are chosen statically, the accuracy is very high, while for the dynamic criteria variant, it is much lower. Moreover, the dynamic criteria variant has much higher maximum solution values found for 5, 15, and 25 alternatives than the static variant. For an initial state value of 1, the static variant of criteria has similar distributions of solution values as the dynamic variant due to its violin appearance. However, the most significant solution values found vary considerably.

In the case of the graphs for the initial state, in which the preferences of characteristic objects took a random value, there are no statistically significant differences between the static variant and the dynamic variant of the criteria.
Figure 17 shows violin charts for the simulated annealing method for an existing model. The graphs show variants of criteria and options of initial states.

Figure 16. Visualization of the value of solutions in relation to the number of alternatives to criteria and initial state variants (method: SA; model: not existing).

In the case of the charts for the initial state, in which the preferences of characteristic objects took the value 0, the static value of criteria has similar amounts of solutions as the dynamic value. The accuracy in both variants of criteria selection decreases with the increase in the number of alternatives.

For the initial state where the preference of the characteristic objects has assumed the value of 0.5, the amounts of the solutions are smaller than when the initial state assumes the cost of 0. This is indicated by the size of the violin, which is significantly higher when the initial value of the preference of the characteristic objects is 0.5. When criteria are selected dynamically, the accuracy is very high, while for the variant of static criteria, it is significantly lower. However, the dynamic criteria option has much higher maximum solution values found for 5, 10, 15, and 25 alternatives than the static variant.

For an initial state value of 1, the static variant of criteria has similar distributions of solution values as the dynamic variant due to its violin appearance. However, the most significant solution values found vary considerably.

In the case of the graphs for the initial state, in which the preference of characteristic objects took a random value, the static variant of the criteria is characterized by small benefits of solutions. Higher amounts of solutions assume the dynamic variant. The static variant is more accurate than the dynamic option.

Figure 18 shows violin charts for particle swarm optimization for a non-existent model. The graphs show variants of criteria and options of initial states.

In the case of charts for the initial state, in which the preference of characteristic objects took the value 0, the static value of criteria has smaller amounts of solutions than the dynamic value. Therefore, the size of the violin for a static case is much larger with small values of solutions.
For the initial state, where the preference of the characteristic objects has assumed the value of 0.5, the costs of solutions are similar to those of 0. When criteria are chosen statically, the accuracy decreases as the number of alternatives increases. In addition, the dynamic variant of criteria has much higher maximum solution values found for 15 and 25 alternatives than the static option.

For an initial state value of 1 fiddle size for solutions found are similar to those where the initial state is 0.5. The accuracy for static criteria is higher than for dynamic criteria. The smallest and largest solution values found are significantly different for dynamic and static criteria.

For a random initial state value, the distribution of solutions found is similar to when the initial state is 0.5 and 1. For five alternatives, the static variant has significantly higher amounts of solutions than the dynamic option. For ten, fifteen, twenty, and twenty-five choices, the static variant has higher accuracy than the static variant.

Figure 17. Visualization of the value of solutions in relation to the number of alternatives to criteria and initial state variants (method: SA; model: existing).

Figure 19 shows violin charts for particle swarm optimization for the existing model. The graphs show variants of criteria and options of initial states.

In the case of diagrams for the initial state, where the preference of characteristic objects took the value 0, the static value of criteria has smaller amounts of solutions than the dynamic value. For 5 and 10 alternatives, the accuracy of static criteria is higher than for dynamic criteria. However, where there are 15, 20, and 25 alternatives in a set, the accuracy for static criteria is lower than for dynamic criteria.

For an initial state where the preference of the characteristic objects has taken the value 0.5, the benefits of the solutions are more significant than when the initial state takes the amount 0. The accuracy decreases as the number of alternatives for each criterion selection variant increases. The dynamic variant of criteria has significantly higher maximum solution values found for 15, 20, and 25 options than the static option.

For an initial state value of 1, the static values of the criteria have smaller solution values than the static variant of the criteria. The accuracy for static criteria is higher than for dynamic criteria. The smallest and largest solution values found are significantly different for dynamic and static criteria.
Figure 18. Visualization of the value of solutions in relation to the number of alternatives to criteria and initial state variants (method: PSO; model: nonexistent).

Figure 19. Visualization of the value of solutions in relation to the number of alternatives to criteria and initial state variants (method: PSO; model: existing).
For a random initial state value, the distribution of solutions found differs slightly from a 0 initial state. For all alternatives considered, the dynamic variant has significantly higher amounts of solutions than the static option. The accuracy of the static variant is much higher than for the dynamic variant.

3.3. Use of the Proposed Approach

A study was carried out to demonstrate the operation of the proposed approach. For dynamic and static criteria with an existing model, twenty alternatives were drawn. The preference for characteristic objects was set to 0.5 as the initial state, as this approach is more productive according to the previously presented surveys.

To calculate the similarity coefficient of final rankings between the reference ranking and the one obtained using stochastic methods, the alternatives were divided into a training set and a test set. The division of the set of alternatives was partial, i.e., the first half was a teaching set and the second a test set.

The static criteria were set to $[0, 0.5, 0]$, while the dynamic ones were calculated with the use of the teaching set according to the Formula (36). A randomly generated $SJ$ vector evaluated the alternatives constituting the teaching and test set.

Then, the teaching set was used to determine the preferences of characteristic objects using selected stochastic methods. The defined model evaluated the alternatives from the test set using the calculated preferences of characteristic objects.

Training set of 10 alternatives for a static variant of the criteria are presented in Table 1. The preference was calculated using a randomly generated $SJ$ vector. The generated points served as input for HC, SA and PSO techniques. On their basis, decision models were identified using each method.

Table 1. Summary of ten alternatives from the training set (criteria variant: static; model: existing; start state: 0.5).

<table>
<thead>
<tr>
<th>A_i</th>
<th>C_1</th>
<th>C_2</th>
<th>P_{ref}</th>
</tr>
</thead>
<tbody>
<tr>
<td>A_1</td>
<td>0.5818</td>
<td>0.7693</td>
<td>0.5585</td>
</tr>
<tr>
<td>A_2</td>
<td>0.7422</td>
<td>0.2597</td>
<td>0.5509</td>
</tr>
<tr>
<td>A_3</td>
<td>0.9086</td>
<td>0.3015</td>
<td>0.5747</td>
</tr>
<tr>
<td>A_4</td>
<td>0.7582</td>
<td>0.6266</td>
<td>0.7337</td>
</tr>
<tr>
<td>A_5</td>
<td>0.1834</td>
<td>0.0011</td>
<td>0.1842</td>
</tr>
<tr>
<td>A_6</td>
<td>0.7756</td>
<td>0.8393</td>
<td>0.7193</td>
</tr>
<tr>
<td>A_7</td>
<td>0.9367</td>
<td>0.2326</td>
<td>0.4896</td>
</tr>
<tr>
<td>A_8</td>
<td>0.0895</td>
<td>0.8439</td>
<td>0.3946</td>
</tr>
<tr>
<td>A_9</td>
<td>0.7983</td>
<td>0.5505</td>
<td>0.7625</td>
</tr>
<tr>
<td>A_{10}</td>
<td>0.7378</td>
<td>0.5845</td>
<td>0.7297</td>
</tr>
</tbody>
</table>

Table 2 presents alternatives included in the test set and their preferences as well as rankings for a static variant of the criteria. The simulated annealing method performed slightly worse than the hill-climbing algorithm and particle swarm optimization. The lowest value of fitness function obtained by it is much higher than the other two methods. The particle swarm optimization method did very well because the ranking of the assessed alternatives is approximate to a reference ranking. The same is true for the hill-climbing algorithm, whose preferences are very similar to those of the reference model.

Spearman’s correlation coefficients for a static variant of the criteria between the reference ranking and calculated by stochastic methods are 0.9879 (HC), 0.9152 (SA), 0.9636 (PSO). The high accuracy of the methods used can be seen here, however, the simulated annealing method differs significantly from the PSO and HC methods. The strongest correlation between the reference ranking and the calculated one has a hill-climbing algorithm.

Spearman’s weighted correlation coefficients for a static variant of the criteria for stochastic methods are as follows: 0.9835 (HC), 0.9096 (SA), 0.9736 (PSO). Similarly to Spearman’s correlation
coefficients, the weighted coefficients show that the strongest correlation is with the hill-climbing algorithm and the weakest with the simulated overhang method. However, the difference between the coefficient for PSO and HC methods is much smaller than for Spearman’s correlation coefficient.

Table 2. Summary of ten alternatives from the test set for selected stochastic methods (criteria variant: static; model: existing; start state: 0.5).

<table>
<thead>
<tr>
<th>Ai</th>
<th>Ci</th>
<th>C2</th>
<th>Prf</th>
<th>PHC</th>
<th>PSA</th>
<th>PSO</th>
<th>Rref</th>
<th>RHC</th>
<th>RSA</th>
<th>RPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>0.0466</td>
<td>0.6193</td>
<td>0.4720</td>
<td>0.4849</td>
<td>0.4095</td>
<td>0.5102</td>
<td>7</td>
<td>7</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>A2</td>
<td>0.3480</td>
<td>0.4003</td>
<td>0.5626</td>
<td>0.5873</td>
<td>0.5703</td>
<td>0.5646</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>A3</td>
<td>0.5312</td>
<td>0.1669</td>
<td>0.5452</td>
<td>0.5347</td>
<td>0.5153</td>
<td>0.5456</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>A4</td>
<td>0.6623</td>
<td>0.5324</td>
<td>0.7096</td>
<td>0.7250</td>
<td>0.7430</td>
<td>0.7120</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>A5</td>
<td>0.9999</td>
<td>0.1820</td>
<td>0.4094</td>
<td>0.4211</td>
<td>0.4130</td>
<td>0.4337</td>
<td>9</td>
<td>9</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>A6</td>
<td>0.5734</td>
<td>0.9810</td>
<td>0.4411</td>
<td>0.4749</td>
<td>0.4503</td>
<td>0.5631</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>A7</td>
<td>0.8184</td>
<td>0.9220</td>
<td>0.7602</td>
<td>0.7512</td>
<td>0.6585</td>
<td>0.7584</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>A8</td>
<td>0.3801</td>
<td>0.2630</td>
<td>0.2877</td>
<td>0.3065</td>
<td>0.3083</td>
<td>0.2917</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>A9</td>
<td>0.8305</td>
<td>0.5536</td>
<td>0.7765</td>
<td>0.7629</td>
<td>0.7739</td>
<td>0.7659</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>A10</td>
<td>0.9236</td>
<td>0.4421</td>
<td>0.7395</td>
<td>0.7165</td>
<td>0.7380</td>
<td>0.7306</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

WS correlation coefficients calculated for the preference of a reference testing set and the preference calculated using stochastic methods for a static variant of the criteria are as follows: 0.9717 (HC), 0.9143 (SA), 0.9919 (PSO). The most substantial relation between the reference ranking and the calculated one is particle swarm optimization. In the case of rs and rw coefficient, the most correlated method was the HC method. Moreover, a much higher difference in the ws factor between the PSO method and the hill-climbing algorithm can be seen here than in the case of the Spearman weighted factor. On the other hand, the correlation of the simulated annealing method, as in the case of the rest of correlation coefficients, is the weakest of the methods considered.

Table 3 shows a training set of 10 alternatives and their preference for a dynamic variant of criteria. The preference was calculated using a randomly generated SJ vector. The generated points served as input for HC, SA, and PSO techniques. On their basis, decision models were identified using each method.

Table 4 shows the alternatives included in the test set and their preferences, as well as rankings for the dynamic variant of criteria. The simulated annealing method has fared worse than the hill-climbing algorithm and particle swarm optimization. The lowest value of fitness function obtained by it is much higher than the other two methods. The particle swarm optimization method did very well because the ranking of the assessed alternatives is the same as the reference ranking. The same is true for the hill-climbing algorithm, whose preferences are very similar to those of the reference model.

Table 3. Summary of ten alternatives from the training set (criteria variant: dynamic; model: existing; start state: 0.5).

<table>
<thead>
<tr>
<th>Ai</th>
<th>Ci</th>
<th>C2</th>
<th>Prf</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>0.5521</td>
<td>0.4725</td>
<td>0.5542</td>
</tr>
<tr>
<td>A2</td>
<td>0.0451</td>
<td>0.9382</td>
<td>0.3333</td>
</tr>
<tr>
<td>A3</td>
<td>0.3959</td>
<td>0.3165</td>
<td>0.4985</td>
</tr>
<tr>
<td>A4</td>
<td>0.0908</td>
<td>0.9099</td>
<td>0.3243</td>
</tr>
<tr>
<td>A5</td>
<td>0.9733</td>
<td>0.1467</td>
<td>0.6688</td>
</tr>
<tr>
<td>A6</td>
<td>0.9828</td>
<td>0.7295</td>
<td>0.7900</td>
</tr>
<tr>
<td>A7</td>
<td>0.6073</td>
<td>0.9875</td>
<td>0.2435</td>
</tr>
<tr>
<td>A8</td>
<td>0.4992</td>
<td>0.0279</td>
<td>0.7220</td>
</tr>
<tr>
<td>A9</td>
<td>0.8436</td>
<td>0.5352</td>
<td>0.6192</td>
</tr>
<tr>
<td>A10</td>
<td>0.7014</td>
<td>0.7132</td>
<td>0.5135</td>
</tr>
</tbody>
</table>
Table 4. Summary of ten alternatives from the test set for selected stochastic methods (criteria variant: dynamic; model: existing; start state: 0.5).

| \( A_i \) | \( C_1 \) | \( C_2 \) | \( \text{P}_{\text{ref}} \) | \( \text{P}_{\text{HC}} \) | \( \text{P}_{\text{SA}} \) | \( \text{P}_{\text{PSO}} \) | \( \text{R}_{\text{ref}} \) | \( \text{R}_{\text{HC}} \) | \( \text{R}_{\text{SA}} \) | \( \text{R}_{\text{PSO}} \) |
|--------|-------|-------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| \( A_1 \) | 0.9660 | 0.6767 | 0.7338 | 0.7416 | 0.7343 | 0.7649 | 2 | 2 | 2 | 2 |
| \( A_2 \) | 0.6514 | 0.1735 | 0.7294 | 0.7277 | 0.6935 | 0.6827 | 3 | 3 | 3 | 3 |
| \( A_3 \) | 0.8497 | 0.7176 | 0.6536 | 0.6551 | 0.6379 | 0.6716 | 4 | 4 | 4 | 4 |
| \( A_4 \) | 0.3286 | 0.9875 | 0.2431 | 0.2388 | 0.2696 | 0.2317 | 10 | 10 | 10 | 10 |
| \( A_5 \) | 0.3945 | 0.3619 | 0.4880 | 0.4986 | 0.5044 | 0.4935 | 5 | 5 | 5 | 5 |
| \( A_6 \) | 0.2104 | 0.0834 | 0.2751 | 0.2781 | 0.4683 | 0.2985 | 9 | 9 | 6 | 9 |
| \( A_7 \) | 0.4468 | 0.5993 | 0.4476 | 0.4601 | 0.4354 | 0.4679 | 6 | 6 | 7 | 6 |
| \( A_8 \) | 0.1510 | 0.4498 | 0.3208 | 0.3553 | 0.3440 | 0.3611 | 8 | 8 | 9 | 8 |
| \( A_9 \) | 0.9775 | 0.9581 | 0.9660 | 0.9310 | 0.7610 | 0.9497 | 1 | 1 | 1 | 1 |
| \( A_{10} \) | 0.6122 | 0.7942 | 0.3778 | 0.3784 | 0.3893 | 0.3763 | 7 | 7 | 8 | 7 |

The obtained Spearman correlation coefficients between the reference ranking and the one calculated by stochastic methods for the dynamic variant of criteria are 1.0 (HC), 0.9273 (SA), 1.0 (PSO). The accuracy of HC and PSO methods is very high, whereas the simulated expression method has much lower accuracy.

Spearman’s weighted correlation coefficients for stochastic methods for the dynamic variant of criteria are as follows: 1.0 (HC), 0.9537 (SA), 1.0 (PSO). As with Spearman’s correlation coefficients, the weighted coefficients show that the strongest correlation occurs with the hill-climbing algorithm and particle swarm optimization, and the weakest with the simulated overhang method.

WS correlation coefficients calculated for the preference of the reference testing set and the preference calculated using stochastic methods for the dynamic variant of the criteria are as follows: 1.0 (HC), 0.9885 (SA), 1.0 (PSO). The PSO and HC methods have the most substantial relationship between the reference ranking and the calculated one. However, the correlation of the simulated annealing method, as in the case of the rest of the correlation coefficients, is the weakest of the methods considered.

4. Conclusions and Future Research Directions

In this paper, we consider a new approach to the identification of a multi-criteria decision-making model, based on the stochastic optimization technologies. The research carried out has shown that the proposed approach has a very high accuracy for an initial state of 0.5 and the models existing for the two criterion variants under consideration, i.e., static and dynamic. The novelties and contributions are presented as follows. The paper presents an innovative approach, which consists of building a decision-making model based on already evaluated alternatives and stochastic optimization techniques.

The hill-climbing algorithm is best suited for an initial state with a value of 0.5, which is the most accurate for all the tested variants of criteria with existing and non-existent models. The state with a random value is slightly worse and has lower accuracy. On the other hand, the initial states with a value of 0 and 1 have the lowest accuracy of the tested states. Moreover, the state with a value of 0.5 and random needs fewer iterations than the initial state with 0 and 1.

The simulated annealing method is best suited for finding solutions when the start state is 0.5. At this state, the method finds the smallest values of solutions. Initial states with a value of 0 and 1, which are less accurate than those for 0.5 and random states, are much worse. The random value of the starting preference of characteristic objects is characterized by a quite high accuracy, but not higher than when the starting preference is 0.5. It is worth mentioning that with the increase in the number of alternatives to the SA method, the number of iterations needed to find a solution at a random initial state and equal to 0.5 for the existing model decreases. However, solutions found with fewer iterations have a much higher value than those found with more iterations.
Particle swarm optimization with an existing model for dynamic and static criteria values is best performed when the initial state is 1. It has higher accuracy than a random initial state value, 0 or 0.5. Also, it does not need as many iterations as the rest of the initial state values. For a model that does not exist for dynamic criterion values, the starting value of the preference of characteristic objects equal to 0.5 works best. The accuracy of the rest of the initial states is lower than that of the model, but for the number of iterations, the initial states differ slightly. With static values of criteria and a non-existent model, the starting states of 0 and 1 perform best. Their accuracy is slightly higher than when the start preference of the characteristic objects takes a random value or equal to 0.5.

Compared to the HC technique, the SA technique needs more iteration to find a solution, and the solutions found have much more value. On the other hand, in the hill-climbing algorithm, the decrease in the number of iterations with an increase in the number of alternatives does not occur as in the case of the simulated annealing method.

The PSO method, unlike the SA method, needs much smaller numbers of iterations to find a solution, whilst the PSO method needs more iterations compared to the HC method. The number of iterations in particle swarm optimization relative to an increase in the number of alternatives is increasing as in the case of a hill-climbing algorithm.

The correlation coefficients used in the example show that the HC and PSO methods are best suited for identifying a multi-criteria model. On the other hand, the SA method has a worse correlation than them, so that the obtained rankings are far from the ranking of the reference model. The main limitations are that we have researched only the simple case where characteristic objects are constant. We should determine the algorithm of obtained optimal characteristic values. Additionally, empirical case studies should be continued.

The directions for further research should focus on the parameters of the stochastic methods considered to obtain the best possible value of solutions and the smallest possible number of iterations. The issue of iteration numbers in the simulated annealing method should also be looked at because it obtained very high values compared to the hill-climbing algorithm and particle swarm optimization. Furthermore, some tests should be carried out for a more significant number of criteria and their values. The number of sets of decision variants tested should also be more significant to make the results more accurate. Other stochastic methods should also be tested for smaller solution values and fewer iterations.
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The following abbreviations are used in this manuscript:

- **EA** Evolutionary Algorithms
- **GA** Genetic Algorithm
- **HC** Hill-Climbing
- **SA** Simulated Annealing
- **PSO** Particle Swarm Optimization
MCDA Multi-Criteria Decision-Analysis
COMET Characteristic Objects METHOD
MEJ Matrix of Expert Judgment
SJ vector of the Summed Judgments
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