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Abstract: The truncated exponential polynomials \( e^m(x) \) (1), their extensions, and certain newly-introduced polynomials which combine the truncated exponential polynomials with other known polynomials have been investigated and applied in various ways. In this paper, by incorporating the Appell-type Changhee polynomials \( Ch_n^*(x) \) (10) and the truncated exponential polynomials in a natural way, we aim to introduce so-called truncated-exponential-based Appell-type Changhee polynomials \( eCh_n^*(x) \) in Definition 1. Then, we investigate certain properties and identities for these new polynomials such as explicit representation, addition formulas, recurrence relations, differential and integral formulas, and some related inequalities. We also present some integral inequalities involving these polynomials \( eCh_n^*(x) \). Further we discuss zero distributions of these polynomials by observing their graphs drawn by Mathematica. Lastly some open questions are suggested.
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1. Introduction and Preliminaries

A number of special polynomials have found many vital applications in a variety of fields such as mathematics, applied mathematics, mathematical physics and engineering. According to the necessity for solving certain specific problems in diverse fields or pure mathematical interests, recently, a remarkably large number of new polynomials and numbers have been presented (see, e.g., [1–18]). Among them are the truncated exponential polynomials \( e_m(x) \) defined by the series (see [19–21])

\[
e_m(x) = \sum_{r=0}^{m} \frac{x^r}{r!} \quad (m \in \mathbb{N}_0),
\]

which are the first \((m + 1)\) terms of the Maclaurin series for \( e^x \). Here and elsewhere, let \( \mathbb{N}, \mathbb{Z}, \mathbb{Q}, \mathbb{R}, \mathbb{R}^+, \) and \( \mathbb{C} \) denote the sets of positive integers, integers, rational numbers, real numbers, positive real numbers, and complex numbers, respectively. Let \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \) and \( \mathbb{R}^+_0 := \mathbb{R}^+ \cup \{0\} \). Dattoli et al. [2] made a systematic investigation of these polynomials. They also [2] noted that these polynomials appear in many problems of optics and quantum mechanics, and also play an important role in the evaluation of certain integrals involving the product of special functions. It is interesting to note that \( e_m(x) \) \((m \in \mathbb{N})\) is irreducible in \( \mathbb{Q}[x] \), which is a special case of Schur’s theorem (see [20,21]; see also [22,23]): Any polynomial...
\[1 + c_1 x + c_2 \frac{x^2}{2!} + \cdots + c_{m-1} \frac{x^{m-1}}{(m-1)!} + \frac{x^m}{m!} \quad (m \in \mathbb{N}, \ c_i \in \mathbb{Z})\]
is irreducible in \(\mathbb{Q}[x]\). For further properties and applications of these polynomials, see, for example, [24–38].

Using the well-known gamma function \(\Gamma\) defined by (see, e.g., [19,39], Section 1.1)
\[
\Gamma(z) = \int_0^\infty e^{-t} t^{z-1} \, dt \quad (\Re(z) > 0),
\]
in particular,
\[
\Gamma(m+1) = m! = \int_0^\infty e^{-t} t^m \, dt \quad (m \in \mathbb{N}_0),
\]
we find (see, e.g., [2], Equation (2))
\[
e^m(x) = \frac{1}{m!} \int_0^\infty e^{-t} (x+t)^m \, dt \quad (m \in \mathbb{N}_0) .
\]
The truncated exponential polynomials \(e_m(u)\) are defined by the generating function (see [2], p. 596, Equation (4))
\[
e^x t \frac{1}{1-t} = \sum_{m=0}^{\infty} e_m(x) t^m \quad (|t| < 1).
\]
The generating relation (5) can be easily derived by taking the Cauchy product of two Maclaurin series \(e^x t\) and \(1/(1-t)\). Differentiating both sides of the identity (5) with regard to the variable \(t\) and \(x\), respectively, yields the following differential-recursive relations (see [2], Equation (5))
\[
\frac{d}{dx}e_m(x) = e_{m-1}(x) \quad (m \in \mathbb{N})
\]
and
\[
e_{m+1}(x) = \left[1 + \frac{x}{m+1} \left(1 - \frac{d}{dx}\right)\right] e_m(x) \quad (m \in \mathbb{N}_0).
\]
These two relations are incorporated to give the second-order differential equation (see [2], Equation (8))
\[
\left[x \frac{d^2}{dx^2} - (m+x) \frac{d}{dx} + m\right] e_m(x) = 0 \quad (m \in \mathbb{N}_0).
\]
Kim et al. [8] introduced the Changhee polynomials \(Ch_n(x)\) by means of the following generating function
\[
\frac{2}{2+t} (1+t)^x = \sum_{n=0}^{\infty} Ch_n(x) \frac{t^n}{n!}.
\]
Here \(Ch_n := Ch_n(0)\) are the corresponding Changhee numbers. Then the Changhee polynomials and numbers have been generalized to yield more complicated polynomials and numbers which are found to have a number of identities including, especially, certain differential equations and proved to be connected with various problems in the areas of engineering and physics (see, e.g., [5,9,10,14,18,40]). Lee et al. [14] introduced so-called Appell-type Changhee polynomials \(Ch_n^*(x)\) by the generating function
\[
\frac{2}{2+t} e^{xt} = \sum_{n=0}^{\infty} Ch_n^*(x) \frac{t^n}{n!}
\]
and \(Ch_n^* := Ch_n^*(0)\) are the corresponding Appell-type Changhee numbers. Obviously \(Ch_n^* = Ch_n\). They [14] provided a number of identities involving the Appell-type Changhee polynomials and numbers.
Many authors have investigated certain interesting polynomials which combine the truncated exponential polynomials $e_m(x)$ (1) with, for example, Frobenius–Euler polynomials [37], Appell polynomials [36], Hermite forms [30], Sheffer polynomials [35], and Apostol-type polynomials [38].

In this paper, by incorporating the Appell-type Changhee polynomials $C_{n}^{*}(x)$ (10) and the truncated exponential polynomials $e_m(x)$ (1) in a natural way, we aim to introduce so-called truncated-exponential-based Appell-type Changhee polynomials $e_{C_{n}}^{*}(x)$ in Definition 1. Then we investigate certain properties and identities for these new polynomials such as explicit representation, addition formulas, recurrence relations, differential and integral formulas, and some related inequalities. We also present some integral inequalities involving these polynomials $e_{C_{n}}^{*}(x)$. Further we discuss zero distributions of these polynomials by observing their graphs drawn by Mathematica. Lastly, some open questions are suggested.

2. Truncated-Exponential-Based Appell-Type Changhee Polynomials

By incorporating two generating functions (10) and (5), we introduce a family of new polynomials, which are called truncated-exponential-based Appell-type Changhee polynomials, in the following definition.

**Definition 1.** Truncated-exponential-based Appell-type Changhee polynomials $e_{C_{n}}^{*}(x)$ are defined by the generating function

\[
\frac{2}{(1-t)(2+t)} e^{xt} = \sum_{n=0}^{\infty} e_{C_{n}}^{*}(x) t^n \quad (|t| < 1, \ x \in \mathbb{C}).
\] (11)

Then $e_{C_{n}}^{*} := e_{C_{n}}^{*}(0)$ are called truncated-exponential-based Appell-type Changhee numbers.

We present a set of identities for $e_{C_{n}}^{*}(x)$ which are expressed as finite series in terms of Appell-type Changhee polynomials, Appell-type Changhee numbers, truncated exponential polynomials, including explicit representations, in the following theorem.

**Theorem 1.** Let $n \in \mathbb{N}_0$ and $x \in \mathbb{C}$. Then the following identities hold.

\[
e_{C_{n}}^{*}(x) = \sum_{r=0}^{n} e_{C_{r}}^{*} \frac{x^n-r}{(n-r)!}; \tag{12}
\]

\[
e_{C_{n}}^{*}(x) = \sum_{r=0}^{n} C_{r}^{*} \frac{x^n-r}{r!}; \tag{13}
\]

\[
e_{C_{n}}^{*}(x) = \sum_{k=0}^{n} \sum_{r=0}^{k} \frac{(-1)^{k-r} x^r}{2^{k-r} r!} = \sum_{k=0}^{n} \sum_{r=0}^{k} \frac{(-1)^{n-k} x^r}{2^{n-k} r!}; \tag{14}
\]

\[
e_{C_{n}}^{*}(x) = \sum_{r=0}^{n} \frac{(-1)^{n-r} e_{r}(x)}{2^{n-r}}; \tag{15}
\]

\[
e_{C_{n}}^{*}(x) = \sum_{r=0}^{n} \frac{C_{n-r}(x)}{(n-r)!} e_{r}(x); \tag{16}
\]

\[
e_{C_{n}}^{*} = \frac{2}{3} \left\{ 1 + \frac{(-1)^{n}}{2^{n+1}} \right\}. \tag{17}
\]
Proof of Theorem 1. These identities are easily derivable mainly from the generating functions (10), (5) and (11), by manipulating double and triple series.

We prove only (17) by letting

\[ f(t) = \frac{2}{(1-t)(2+t)} = \frac{2}{3} \left( \frac{1}{1-t} + \frac{1}{2+t} \right) \quad (t \neq 1, -2). \]

Then

\[ f^{(n)}(t) = \frac{2}{3} \left( \frac{n!}{(1-t)^{n+1}} + \frac{(-1)^n n!}{(2+t)^{n+1}} \right) \quad (n \in \mathbb{N}_0). \]

We find

\[ \sum_{n=0}^{\infty} \varepsilon E^*_n t^n = \sum_{n=0}^{\infty} \frac{f^{(n)}(0)}{n!} t^n, \]

which, upon equating the coefficients of \( t^n \), yields (17). \( \square \)

From (14), the first few of \( \varepsilon E^*_n(x) \) are

\[ \varepsilon E^*_0(x) = 1, \quad \varepsilon E^*_1(x) = x + \frac{1}{2}, \quad \varepsilon E^*_2(x) = \frac{x^2}{2} + \frac{x}{2} + \frac{3}{4}, \]

\[ \varepsilon E^*_3(x) = \frac{x^3}{6} + \frac{x^2}{4} + \frac{3x}{4} + \frac{5}{8}, \quad \varepsilon E^*_4(x) = \frac{x^4}{24} + \frac{x^3}{12} + \frac{3x^2}{8} + \frac{5x}{8} + \frac{11}{16}. \]

We observe some inequalities for the truncated-exponential-based Appell-type Changhee polynomials \( \varepsilon E^*_n(x) \) and numbers \( \varepsilon E^*_n \) as well as truncated-exponential polynomials \( e_m(x) \), collected in Theorem 2.

Theorem 2. The following properties hold.

(i) \( \frac{1}{2} \leq \varepsilon E^*_n \leq 1 \quad (n \in \mathbb{N}_0). \)

(ii) \( \varepsilon E^*_n(x) \) is neither an even nor odd function for \( n \in \mathbb{N} \setminus \{1\} \).

(iii) \( 1 \leq e_m(x) \leq e^x \quad (m \in \mathbb{N}_0, \ x \in \mathbb{R}_0^+). \)

(iv) \( \varepsilon E^*_n(x) > 0 \quad (n \in \mathbb{N}_0, \ x \in \mathbb{R}_0^+). \)

(v) \( \varepsilon E^*_n(x) - \varepsilon E^*_n(-x) = R_{2n}(x) \quad (n \in \mathbb{N}, \ x \in \mathbb{R}^+), \)

where

\[ 0 < R_{2n}(x) < 2 e_{2n}(x). \]

(vi) \( \varepsilon E^*_n(x) + \varepsilon E^*_n(-x) = R_{2n+1}(x) \quad (n \in \mathbb{N}, \ x \in \mathbb{R}^+), \)

where

\[ 0 < R_{2n+1}(x) < 2 e_{2n}(x). \]

Proof of Theorem 2. The inequalities in (i) follow easily from (17).

We can find those properties in (ii) from (12) and (17).

The truncated exponential polynomials \( e_m(x) \) in (1) give the inequalities in (iii). The result in (iv) is found from (12) and (i).

From (12), we have

\[ \varepsilon E^*_n(x) = \sum_{r=0}^{n} \varepsilon E^{2r}_n \frac{x^{2n-2r}}{(2n-2r)!} + \sum_{r=0}^{n-1} \varepsilon E^{2r+1}_n \frac{x^{2n-2r-1}}{(2n-2r-1)!}, \] (18)
which, upon replacing \( x \) by \(-x\), gives
\[
e^{\mathcal{E}_{2n}^*(-x)} = \sum_{r=0}^{n} \frac{n!}{(2r)!!} x^{2n-2r} = \sum_{r=0}^{n-1} \frac{(n-1)!}{(2r)!!} x^{2n-2r-1}.
\] (19)

Subtracting (19) from (18), side by side, gives
\[
e^{\mathcal{E}_{2n}^*(x)} - e^{\mathcal{E}_{2n}^*(-x)} = R_{2n}(x),
\] (20)

where
\[
R_{2n}(x) = 2 \sum_{r=0}^{n-1} \frac{(n-1)!}{(2r)!!} x^{2n-2r-1} (2n - 2r - 1)!
\]

Let \( x \in \mathbb{C} \) and \( n \in \mathbb{N} \). Then the following recurrence formulas hold.
\[
e^{\mathcal{E}_{n+1}^*}(x) - e^{\mathcal{E}_{n}^*}(x) = \frac{Ch_{n}^*(x)}{n!} \quad (n \in \mathbb{N});
\] (21)
\[2 e^{\mathcal{E}_{n}^*}(x) + e^{\mathcal{E}_{n-1}^*}(x) = 2e_n(x) \quad (n \in \mathbb{N});
\] (22)
\[2 e^{\mathcal{E}_{n}^*}(x) - e^{\mathcal{E}_{n-1}^*}(x) - e^{\mathcal{E}_{n-2}^*}(x) = \frac{2x^n}{n!} \quad (n \in \mathbb{N} \setminus \{1\}).
\] (23)

Proof of Theorem 3. Multiplying both sides of (11) by \( 1 - t \) and using (10) to expand the left member of the resulting identity, we have
\[
\sum_{n=0}^{\infty} \frac{Ch_{n}^*(x)}{n!} \frac{t^n}{n!} = \sum_{n=0}^{\infty} e^{\mathcal{E}_{n}^*}(x) t^n - \sum_{n=1}^{\infty} e^{\mathcal{E}_{n-1}^*}(x) t^n.
\] (24)

Then, identifying the coefficients of \( t^n \) on both sides of (24), we obtain (21). Similarly, multiplying both sides of (11) by \( 2 + t \) and using (5), we can get (22). Similarly again, multiplying both sides of (11) by \( (1 - t)(2 + t) \) can yield (23).

We establish some addition formulas for the polynomials \( e^{\mathcal{E}_{n}^*}(x) \), asserted in Theorem 4.

Theorem 4. Let \( x, y \in \mathbb{C} \) and \( n \in \mathbb{N}_0 \). Then the following addition formulas hold.
\[
e^{\mathcal{E}_{n}^*}(x + y) = \sum_{r=0}^{n} \frac{e^{\mathcal{E}_{r}^*}(x) y^{n-r}}{(n-r)!};
\] (25)
\[e^{\mathcal{E}_{n}^*}(x + y) = \sum_{r=0}^{n} \frac{1}{r!} e_{n-r}(x) Ch_{r}^*(y);
\] (26)
\[ eC_n^* (x + y) = \sum_{r=0}^{n} \left( -\frac{1}{2} \right)^r e_{n-r}(x) e_r(-2y); \] (27)

\[ eC_n^*(x + y) = \sum_{r=0}^{n} \frac{(-2)^{n-r}}{r! (n-r)!} Ch_r(y) Ch_{n-r}^\ast \left( -\frac{x}{2} \right); \] (28)

\[ eC_n^*(x + y) = \sum_{r=0}^{n} \sum_{k=0}^{m} \sum_{r=0}^{k} \frac{(-1)^{m-k} x^k y^r}{2^{m-k}(k-r)!r!} . \] (29)

**Proof of Theorem 4.** Replacing \( x \) by \( x + y \) in (11), we obtain

\[ \sum_{n=0}^{\infty} eC_n^* (x + y) t^n = \frac{2}{(1-t)(2+t)} e^{x+t} \cdot e^{yt}. \] (30)

Using (11) to expand the first member of the right side of (30), we get

\[ \sum_{n=0}^{\infty} eC_n^* (x + y) t^n = \sum_{n=0}^{\infty} y^n \frac{t^n}{n!} \cdot \sum_{r=0}^{\infty} eC_r^* (x) t^r. \] (31)

Manipulating the double series in the right side of (31) yields

\[ \sum_{n=0}^{\infty} eC_n^* (x + y) t^n = \sum_{n=0}^{\infty} \left\{ \sum_{r=0}^{n} eC_r^* (x) \frac{y^{n-r}}{(n-r)!} \right\} t^n, \]

which, upon equating the coefficients of \( t^n \), leads to (25).

Factor the right side of (30) as

\[ \frac{e^{x+t}}{1-t} \cdot \frac{2}{2+t} e^{yt}, \]

each factor of which is expanded, one after the other, by using (5) and (10). Then, manipulating the resulting double series into a single series and identifying equal powers of \( t^n \) on both sides of the left side of (30) and the resulting single series gives (26).

Replacing \( x \) by \( -2x \) and \( t \) by \( -\frac{1}{2} \) in Equation (5), and \( x \) by \( -\frac{x}{2} \) and \( t \) by \( -2t \) and in Equation (10), respectively, gives

\[ Ch_n^*(x) = \frac{(-1)^n n!}{2^n} e_n(-2x) \] (32)

and

\[ n! e_n(x) = (-2)^n Ch_n^\ast \left( -\frac{x}{2} \right). \] (33)

Using relations (32) and (33) in Equation (26), we obtain (27) and (28).

Factoring the right side of (30) as

\[ \frac{1}{1-t} \cdot \frac{2}{2+t} e^{x+t} \cdot e^{yt} \]

and each factor is expanded in the Maclaurin series, similarly, we obtain (29). \[ \square \]

### 3. Differential Formulas

Certain differential formulas and equations associated with diverse polynomials have been investigated (see, e.g., \([3,6,7,10]\)). Here we also give certain differential formulas and equations involving polynomials \( eC_n^*(x) \) and the generating function of the numbers \( eC_n^* \), asserted in the following theorems.
Theorem 5. Let \( n, r \in \mathbb{N}_0 \) and \( x \in \mathbb{C} \). Then the following differential formulas hold.

\[
\frac{d^r}{dx^r} e^{C_n^*}(x) = \begin{cases} 
0 & (0 \leq n < r) \\
 e^{C_n^*}(x) & (n \geq r).
\end{cases}
\]  

(34)

In particular,

\[
\frac{d}{dx} e^{C_n^*}(x) = e^{C_n^*}(x) \quad (n \in \mathbb{N}).
\]  

(35)

Furthermore, polynomials \( e^{C_n^*}(x) \) are convex functions on any closed bounded interval \([u, v]\) with \( 0 \leq u < v < \infty \).

Proof of Theorem 5. We find from (14) that \( e^{C_n^*}(x) \) is a polynomial in \( x \) of degree \( n \).

Then, differentiating \( r \) times \( (r \in \mathbb{N}_0) \) the right member of (11) with respect to \( x \), we get

\[
\sum_{n=r}^{\infty} \frac{d^r}{dx^r} e^{C_n^*}(x) t^n = \sum_{n=0}^{\infty} \frac{d^r}{dx^r} e^{C_{n+r}^*}(x) t^{n+r}.
\]  

(36)

Differentiating \( r \) times \( (r \in \mathbb{N}_0) \) the left member of (11) with respect to \( x \), we obtain

\[
\frac{2}{(1-t)(2+t)} \frac{d^r}{dx^r} e^{xt} = \frac{2}{(1-t)(2+t)} e^{xt} = \sum_{n=0}^{\infty} e^{C_n^*}(x) t^{n+r} = \sum_{n=r}^{\infty} e^{C_{n+r}^*}(x) t^n.
\]  

(37)

Finally, equating the coefficients of \( t^n \) on both sides of the left member of (36) and the rightmost member of (37) yields (34).

We find from (34) that

\[
\frac{d^2}{dx^2} e^{C_n^*}(x) \geq 0
\]

for all \( x \in [0, \infty) \). This implies the convexity of the polynomials \( e^{C_n^*}(x) \) on the interval \([0, \infty)\) (see, e.g., [41] pp. 133–135).

We establish certain higher-order differential equations involving the generating function of the truncated-exponential-based Appell-type Changhee numbers \( e^{C_n^*} \), asserted in Corollary 1.

Theorem 6. Let \( G(t) \) and \( f(t) \) be functions defined on an open interval \((a, b)\) such that \( G^{(n)}(t) \) and \( f^{(n)}(t) \) exist on \((a, b)\) for some \( n \in \mathbb{N} \) and satisfy

\[
G'(t) = f(t) G(t) \quad (t \in (a, b)).
\]  

(38)

Then \( G(t) \) satisfy the following higher-order differential equations

\[
G^{(h)}(t) = A_k(t) G(t) \quad (t \in (a, b), \ k = 1, \ldots, n),
\]  

(39)

where \( A_k(t) \) are given by the differential recurrence relation

\[
A_k(t) = \frac{d}{dt} A_{k-1}(t) + f(t) A_{k-1}(t) \quad (k = 2, \ldots, n) \quad \text{and} \quad A_1(t) = f(t).
\]  

(40)
In particular,
\[ A_2(t) = f'(t) + \{f(t)\}^2, \quad A_3(t) = f''(t) + 3f'(t)f(t) + \{f(t)\}^3. \]

**Proof of Theorem 6.** Equation (39), when \( k = 1 \), is obvious from (38). Assume that \( G^{(j)}(t) = A_j(t)G(t) \) holds for some \( j \in \mathbb{N} \) with \( 1 \leq j \leq n - 1 \). Then
\[
G^{(j+1)}(t) = \left\{ \frac{d}{dt} A_j(t) \right\} G(t) + A_j(t) G'(t)
\]
\[
= \left\{ \frac{d}{dt} A_j(t) \right\} G(t) + A_j(t) f(t) G(t)
\]
\[
= A_{j+1}G(t),
\]
where the second and third equalities follow, respectively, from (38) and (40). The proof is completed by mathematical induction.

**Corollary 1.** Let \( H(t) \) be the generating function of truncated-exponential-based Appell-type Changhee numbers in (11). Then
\[
H'(t) = g(t)H(t),
\]
where
\[
g(t) = \frac{1}{1-t} - \frac{1}{2+t} \quad \text{and} \quad g^{(n)}(t) = \frac{n!}{(1-t)^{n+1}} + \frac{(-1)^{n+1}n!}{(2+t)^{n+1}} \quad (n \in \mathbb{N}_0).
\]

\( H(t) \) satisfies the following higher-order differential equations
\[
H^{(n)}(t) = B_n(t)H(t) \quad (t \neq 1, -2; \ n \in \mathbb{N}_0), \quad (41)
\]
where \( B_n(t) \) are given by the differential recurrence relation
\[
B_n(t) = \frac{d}{dt}B_{n-1}(t) + g(t)B_{n-1}(t) \quad (n \in \mathbb{N}_0) \quad \text{and} \quad B_1(t) = g(t). \quad (42)
\]

In particular,
\[
B_2(t) = \frac{4 + 6t + 6t^2}{(1-t)^2(2+t)^2}.
\]

**Proof of Corollary 1.** Taking a logarithmic derivative of \( H(t) \) gives \( H'(t) = g(t)H(t) \). Then the result here easily follows from the assertion in Theorem 6.

**Remark 1.** The truncated-exponential-based Appell-type Changhee polynomials introduced here may belong to the family of Appell polynomials. In this regard, the truncated-exponential-based Appell-type Changhee polynomials can be called truncated-Appell-type Changhee polynomials. As is well known, due mainly to their remarkable applications in a variety of research branches, the Appell polynomial sequences have been extensively investigated and arisen in numerous problems of, for example, applied mathematics, theoretical physics, approximation theory, numerical analysis, and number theory (see, e.g., [42–54]).

**4. Integral Formulas**

We present certain integral formulas involving the truncated-exponential-based Appell-type Changhee polynomials, the Appell-type Changhee polynomials and the truncated exponential polynomials.
Theorem 7. Let \( u, v \in \mathbb{C} \). Then the following integral formulas hold.

\[
\int_0^u e^{E_n^*(x + v)} \, dx = e^{E_n^*(u)} - e^{E_n^*(v)} \quad (n \in \mathbb{N}).
\]

In particular,

\[
\int_0^u e^{E_n^*(x)} \, dx = e^{E_n^*(u)} - \frac{2}{3} \left\{ 1 + \frac{(-1)^n}{2^{n+1}} \right\} \quad (n \in \mathbb{N}).
\]

\[
\int_0^u e^{E_n^*(x)} \, dx = \frac{2}{3} \sum_{r=0}^n \left\{ 1 + \frac{(-1)^r}{2^{r+1}} \right\} \frac{u^{n-r+1}}{(n-r+1)!} \quad (n \in \mathbb{N}).
\]

\[
\int_0^u e^{E_n^*(x)} \, dx = \sum_{k=0}^n \sum_{r=0}^k \frac{(-1)^{n-k} u^{r+1}}{2^{n-k} (r+1)!} \quad (n \in \mathbb{N}).
\]

\[
\int_0^u e^{E_n^*(x)} \, dx = e^{E_n^*(u)} + \frac{1}{2} e^{E_n^*(u)} - 1 \quad (n \in \mathbb{N}).
\]

\[
\int_0^u C^{E_n^*(x)} \, dx = \frac{C^{E_{n+1}(u)}}{n+1} + \frac{(-1)^n n!}{2^{n+1}} \quad (n \in \mathbb{N}).
\]

\[
\int_0^{u+1} e^{E_n^*(x)} \, dx = e^{E_n^*(u+1)} - e^{E_n^*(u)} \quad (n \in \mathbb{N}).
\]

\[
\int_0^1 e^{E_p^*(x)} e^{E_q^*(x)} \, dx = \sum_{j=0}^p \sum_{k=0}^q \frac{e^{E_{p-j}^*(x)} e^{E_{q-k}^*(x)}}{j! k! (j+k+1)} \quad (p, q \in \mathbb{N}).
\]

Proof of Theorem 7. Replacing \( x \) by \( x + v \) in (11) and integrating both sides of the resulting identity with respect to \( x \) from 0 to \( u \), we obtain

\[
\sum_{n=1}^\infty \int_0^u e^{E_n^*(x + v)} \, dx \, t^{n-1} = \frac{2}{(1-t)(2+t)} - \frac{2}{(1-t)(2+t)} e^{(u+v)t} = \sum_{n=0}^\infty e^{E_n^*(u+1)} \, t^n - \sum_{n=0}^\infty e^{E_n^*(v)} \, t^n,
\]

from the leftmost and rightmost members of which, upon equating the coefficients of \( t^n \), leads to (43).

Setting \( v = 0 \) in (43) and using (17) gives (44).

Integrating both sides of (12) with respect to \( x \) from 0 to \( u \) and using (17) yields (45).

Integrating both sides of (14) with respect to \( x \) from 0 to \( u \) proves (46).

Integrating both sides of (22) with respect to \( x \) from 0 to \( u \) and using (44) yields (47).

Integrating both sides of (22) with respect to \( x \) from 0 to \( u \) and using (44), and employing (22)

again, we obtain (48).

Integrating both sides of (35) with respect to \( x \) from \( u \) to \( u + 1 \) yields (49).

From (11), we find

\[
\frac{2}{(1-u)(2+u)} e^{\frac{u}{2}} - \frac{2}{(1-v)(2+v)} e^{\frac{v}{2}} = \sum_{p=0}^\infty \sum_{q=0}^\infty e^{E_p^*(x)} e^{E_q^*(x)} \, u^p \, v^q,
\]

both sides of which, upon integrating with respect to \( x \) from 0 to 1, gives

\[
\sum_{p=0}^\infty \sum_{q=0}^\infty \int_0^1 e^{E_p^*(x)} e^{E_q^*(x)} \, dx \, u^p \, v^q = \frac{2}{(1-u)(2+u)} - \frac{2}{(1-v)(2+v)} = \frac{u+v-1}{u+v}.
\]
Here
\[
e^{u+v} - 1 \over u + v = \sum_{k=0}^{\infty} \frac{(u+v)^k}{(k+1)!} = \sum_{k=0}^{\infty} \frac{1}{(k+1)!} \sum_{j=0}^{k} \binom{k}{j} u^j v^{k-j}.
\]
which, upon substituting in the rightmost factor of (51), yields
\[
\sum_{n=0}^{\infty} \frac{1}{n!} \sum_{m=0}^{n} \sum_{k=0}^{m} q_{n}^{+} e_{n}^{+} (x) \frac{\mu u^j v^m}{j!} \frac{\nu v^m}{(j+k+1)!}.
\]

Then, equating the coefficients of \( u^p v^q \) gives (50). \( \square \)

5. Inequalities Involving Integrals

Some integral inequalities associated with the polynomials \( e_n^+ (x) \) are given in the following theorem.

**Theorem 8.** The following inequalities hold.

(i) [Inequality for the arithmetic and geometric mean]
\[
\frac{1}{v} \int_0^v \log e_n^+ (x) \, dx \leq \log \left( \frac{1}{v} \int_0^v e_n^+ (x) \, dx \right),
\]
where \( n \in \mathbb{N}_0 \) and \( v \in \mathbb{R}^+ \);

(ii) [Hermite–Hadamard type inequality]
\[
e_n^+ \left( \frac{u + v}{2} \right) \leq \frac{1}{v - u} \int_u^v e_n^+ (x) \, dx \leq \frac{e_n^+ (u) + e_n^+ (v)}{2},
\]
where \( n \in \mathbb{N}_0 \) and \( 0 \leq u < v < \infty \);

(iii)
\[
\left( \int_0^1 (e_n^+ (x))^p \, dx \right)^{1/p} \leq \left( \int_0^1 (e_n^+ (x))^q \, dx \right)^{1/q},
\]
where \( n \in \mathbb{N}_0 \) and \( 0 < p < q \);

(iv)
\[
\int_0^v \log e_n^+ (x) \, dx \leq \log \left( 1 + e_n^+ (v) \over 2 \right),
\]
where \( n \in \mathbb{N}_0 \) and \( v \in \mathbb{R}^+ \).

**Proof of Theorem 8.** From part (iv), Theorem 2, we find that the functions \( e_n^+ (x) \) satisfy the conditions of the inequality (1.11.3) in ([55], p. 2) (see also [56], pp. 136–138). Then the inequality (53) follows from the inequality (1.11.3) in ([55], p. 2).

From the last statement in Theorem 5, the polynomials \( e_n^+ (x) \) are convex functions on any closed bounded interval \([u, v]\) with \( 0 \leq u < v < \infty \), which can also be proved by the first statement in (ii), Section 6. Then the chain of inequalities (54) follows (see, e.g., [57], Equation (1.1)).
For proof of the inequality (55), one may consult (for example) ([58], p. 182). The inequality (56) may easily follow from the inequalities (53) and (54).

6. Zero Distributions of the Polynomials $eC_n^*(u)$ Via Graphical Approach

Asymptotic properties including asymptotic zero distributions of general orthogonal polynomials have been investigated (see, e.g., [59–61], ([55], Chapter XII)).

Yet, with the aid of Mathematica, here we try to explore how complex roots of the polynomials $eC_n^*(u)$ in (11) are located by observing the graphs of plotted zeros of the polynomials. To do this, we choose the double series representation in (14):

$$eC_n^*(u) = \sum_{k=0}^{n} \sum_{r=0}^{k} \frac{(-1)^{n-k} u^r}{2^{n-k} r!}.$$  

(57)

We list zero distributions and some properties of the polynomials $eC_n^*(u)$ in (11) as follows:

(i) All possible zeros of $eC_n^*(u)$ ($n \in \mathbb{N}$) are located in symmetric places with respect to the real axis. Indeed, let $u_0 \in \mathbb{C}$ be a zero of $eC_n^*(u)$. Then

$$0 = \overline{u_0} = eC_n^*(u_0) = \sum_{k=0}^{n} \sum_{r=0}^{k} \frac{(-1)^{n-k} u_0^r}{2^{n-k} r!} = eC_n^*(\overline{u_0}),$$

where $\overline{u}$ denotes the conjugate of $u \in \mathbb{C}$. This implies that $\overline{u_0}$ is also a zero of $eC_n^*(u)$.

(ii) The polynomial $eC_n^*(u)$ in (57) is a polynomial in the variable $u$ of degree $n$, all of whose coefficients are positive rational numbers. So, $eC_n^*(u)$ ($n \in \mathbb{N}$) has $n$ zeros, counting multiplicities, in the finite complex plane. Explicitly,

$$eC_n^*(u) = \sum_{r=0}^{n} c_r(n) u^r,$$  

(58)

where

$$c_r(n) = \frac{2}{3} \cdot r! \left( 1 + \frac{(-1)^{n-r}}{2^{n-r+1}} \right).$$  

(59)

In particular,

$$c_0(n) = \frac{2}{3} \left( 1 + \frac{(-1)^n}{2^{n+1}} \right) \quad \text{and} \quad c_n(n) = \frac{1}{n!}.$$ 

Indeed, we can rewrite (57) as follows:

$$eC_n^*(u) = \sum_{r=0}^{n} c_r(n) u^r,$$

where $n, r \in \mathbb{N}_0$ are such that $0 \leq r \leq n$. The right-handed series of $c_r(n)$ is a geometric series with common ratio $-2$, the first term $(-1)^{n-r}/(2^{n-r} r!)$, and the number of terms $n - r + 1$. We thus have the above explicit expression (58) with (59). The first statement follows immediately from this explicit expression. The second one is implied by fundamental theorem of algebra (see, e.g., ([61], p. 1), ([41], p. 77)).

(iii) We have observed the 78 graphs of zeros of the polynomials $eC_n^*(u)$ from $n = 3$ to $n = 80$. We choose to demonstrate only 9 graphs as below Figures 1–9.
Figure 1. Zeros of $\mathcal{E}_3^*(u)$.

Figure 2. Zeros of $\mathcal{E}_{10}^*(u)$.

Figure 3. Zeros of $\mathcal{E}_{21}^*(u)$.

Figure 4. Zeros of $\mathcal{E}_{30}^*(u)$. 
Figure 5. Zeros of $\mathcal{E}_{41}^*(u)$.

Figure 6. Zeros of $\mathcal{E}_{59}^*(u)$.

Figure 7. Zeros of $\mathcal{E}_{61}^*(u)$.

Figure 8. Zeros of $\mathcal{E}_{70}^*(u)$.
In view of those graphs, we find the followings:

(a) If \( e_{2n}^* (u) = 0 \), then \( |\Im(u)| < \frac{n}{2} + 1 \) \((n \in \mathbb{N})\).
(b) If \( e_{2n}^* (u) = 0 \), then \( -\frac{n}{2} < |\Re(u)| < n \) \((n \in \mathbb{N})\).
(c) The number of zeros of \( e_{2n}^* (u) \) with \( \Re(u) > 0 \) is less than the number of zeros of \( e_{2n}^* (u) \) with \( \Re(u) < 0 \) when \( n \geq 5 \).
(d) The longest straight distance from the origin of zeros of \( e_{2n}^* (u) \) with \( \Re(u) > 0 \) is greater than that of zeros of \( e_{2n}^* (u) \) with \( \Re(u) < 0 \), when \( n \geq 3 \). That is,

\[
\sup \{|u| : e_{2n}^* (u) = 0, \ \Re(u) > 0\} > \sup \{|u| : e_{2n}^* (u) = 0, \ \Re(u) < 0\},
\]

where \( n \geq 3 \).

(iv) Approximation of the real zero of \( e_{2n}^* (x) \) \((n \geq 3)\)

In view of (i) and (ii) in this section, the polynomials \( e_{2n+1}^* (x) \) \((n \in \mathbb{N}_0)\) are found to have one real zero. \( e_{2n}^* (x) \) \((n \in \mathbb{N}, x \in \mathbb{R})\) are real-valued infinitely differentiable functions on the interval \((-\infty, \infty)\). Indeed, here, only twice differentiability is sufficient. To approximate the real zeros of \( e_{2n+1}^* (x) \), we can use Newton–Raphson’s theorem (see, e.g., [58], pp. 262–263). We try to apply this theorem to find the real zero of the polynomial

\[ e_{3}^* (x) = \frac{x^3}{6} + \frac{x^2}{4} + \frac{3x}{4} + \frac{5}{8}. \]

First set \( x = -1 \) in \( e_{3}^* (x) \) to get \( e_{3}^* (-1) = -\frac{1}{24} = -0.0416... \). We see that \( x = -1 \) is very near at the real zero \( c \), say. Let \( x_0 = -1 \). Then consider the sequence \( x_n \) \((n \in \mathbb{N})\) given by

\[ x_n = x_{n-1} - \frac{e_{3}^* (x_{n-1})}{\frac{d}{dx} e_{3}^* (x_{n-1})} = x_{n-1} - \frac{4x_{n-1}^3 + 6x_{n-1}^2 + 18x_{n-1} + 15}{12x_{n-1}^2 + 12x_{n-1} + 18}. \]

From this recursive relation, we compute

\[ x_1 = -0.9444..., \ x_2 = -0.943417831..., \ x_3 = -0.943417508210..., \ x_4 = -0.943417507926... \]

From this, we may guess that the sequence \( \{x_n\} \) is increasing and converges to the real zero \( c = -0.94341750... \) as \( n \to \infty \).

7. Conclusions, Remarks, and Open Questions

The so-called truncated-exponential-based Appell-type Changhee polynomials \( e_{n}^* (x) \) were introduced. Then certain properties and identities for these new polynomials, such as explicit
representation, addition formulas, recurrence relations, differential and integral formulas, and some related inequalities, are presented, together with some integral inequalities involving these polynomials. The Hermite–Hadamard type inequality (see (54)) captivated many researchers who have produced a large number of interesting inequalities of this type including its diverse generalizations (see, e.g., [57,62] and the references cited therein).

In Section 6, zero distributions of the polynomials $e^{C_n^\ast}(u)$ ($3 \leq n \leq 80$) have been observed, experimentally, by using graphs. From (58) and (59), we write the polynomials $e^{C_n^\ast}(u)$ in polar form

$$e^{C_n^\ast}(u) = \sum_{r=0}^{n} c_r(n) |u|^r e^{r\theta} = \sum_{r=0}^{n} c_r(n) |u|^r \cos(r\theta) + i \sum_{r=0}^{n} c_r(n) |u|^r \sin(r\theta), \quad (60)$$

where $i = \sqrt{-1}$.

**Questions:**

(i) All of the zeros of $e^{C_n^\ast}(u)$ ($1 \leq n \leq 80$) are observed to be simple, that is, all the zeros are distinct. Are the zeros of $e^{C_n^\ast}(u)$, when $n \in \mathbb{N}$ is greater than 80, are distinct?

(ii) Can the observations (a), (b), (c), and (d) in Section 6 as well as some other ones (if any) be generalized when $n \in \mathbb{N}$ is greater than 80?

(iii) From (60), how can we determine (or approximate) $|u|$ and $\theta$ such that

$$e^{C_n^\ast}(u) = 0 \leftrightarrow \sum_{r=0}^{n} c_r(n) |u|^r \cos(r\theta) = 0 = \sum_{r=0}^{n} c_r(n) |u|^r \sin(r\theta), \quad (61)$$

for $n \in \mathbb{N} \setminus \{1\}$?

For example, since $\frac{1 \pm \sqrt{5}}{2}$ are zeros of $e^{C_2^\ast}(u)$, $|u| = \sqrt{3}/2$ and $\theta = \arctan \sqrt{5}$ satisfy

$$\sum_{r=0}^{2} c_r(2) |u|^r \cos(r\theta) = 0 = \sum_{r=0}^{2} c_r(2) |u|^r \sin(r\theta).$$

We may apply Newton–Raphson’s method in (iv), Section 6, to real and imaginary parts of the right-most side of (60) (or (61)), respectively, to approximate complex zeros of $e^{C_n^\ast}(u)$.

Further properties, applications, and theoretical investigation of distributions of zeros of the polynomials $e^{C_n^\ast}(u)$ introduced here are left to the authors and the interested researchers, for future study.
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