Asymmetries in the Disturbance Compensation Methods for the Stable and Unstable First Order Plants
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Abstract: This paper analyzes the first-order and first-order time-delayed systems control approaches, focusing mainly on unstable systems. First, it discusses asymmetries between the disturbance observer-based (DOB) control with decoupled tracking and the disturbance rejection responses, stressing applications to stable and unstable plants. The paper analyzes some DOB-based control solutions for unstable systems which do not use internal closed-loop stabilization. The novelty of the paper is thorough study accompanied with a comprehensive explanation of the differences between two distinct approaches: the transfer-function- and the closed-loop-based feedforward control approach from the point of view of control constraints. It is clearly illustrated that the main cause of instability of DOB-based approaches, applied to unstable systems, is given by their effort to impose on the system the unstable dynamics of the chosen nominal process model. It is also shown that the closed-loop stability of the DOB-based control, applied to the unstable systems, can be restored by using the supervising reference model control (RMC). The main novelty of the proposed approach is that its eliminates the mentioned stability problems while maintaining the full functionality of the chosen control structures. RMC has so far only been implemented for generating a setpoint feedforward signal. However, by generalization of this approach for disturbance rejection, the methodology of DOB design, based on nominal models, can be extended to the control of unstable systems. Without the use of disturbance reference models, the interactions of the master stabilizer with disturbance compensation cannot be eliminated. Without the internal stabilization, the stable transients can only be achieved by designing controllers based on stable models, instead of unstable ones. The existing modifications of DOB-based schemes for unstable plants, proposed in some references, are shown to lead to traditional Proportional-Integrative (PI) control, thus losing all the advantages over the PI controllers. In all the considered structures, the role of integrating models is also emphasized.

Keywords: disturbance observer; unstable plant; reference model control

1. Introduction

The increase of computing power and functionality of industrial and embedded control solutions, together with the development of communication networks, leads to the explosion of automatic control applications in all areas of our lives. The control solutions should be simple, but, due to increasing performance demands, should also take into account the process time-delays at control design stage.
The simplicity of solutions could be obtained by reducing the plant model into the first-order time-delayed (FOTD) process, which could sufficiently well describe more complex processes, as well. Therefore, the FOTD processes, or in their simplest form of integral plus dead-time processes (IPDT), are among the most frequently used models in practice [1]. If the controller structure contains the delayed process model, the controller is usually denoted as the dead-time compensator (DTC). It is interesting to mention that the FOTD process model parameters are frequently used in many Proportional-Integral-Derivative (PID) controller tuning methods for the last eight decades. Since modeling of pure time-delays by analog circuitry is very limited in practice, the history of DTC controllers is much shorter, since it is tightly related to the development of digital control. The first DTCs included the Smith Predictor (SP) [2]. It could only be used to control stable FOTD systems.

After several modifications with gradually improved performance, the first dead-beat DTC applicable to all stable, integrative and unstable systems [3] was designed using the (sometime later introduced notion of) extended state observer (ESO) within the state-space approach. In constrained control, it guaranteed time-suboptimal performance. In addition to the disturbance observer (DOB) of the input disturbance, its non-delayed actual plant output value was also reconstructed from the measured delayed output. The basic design was then extended by a polynomial approach, yielding very simple relationships applicable to any integer ratio of the dead-time and the sampling period. Both reconstructed variables were used in combination with the two-degrees-of-freedom (2DOF) stabilizing Proportional (P) control.

Several different DTCs, numerous based on SP, are existing. In general, the solutions can be categorized as the dead-time elimination (by removing the transport delay from the loop characteristic polynomial [4]), or the solutions based on disturbance and actual output reconstruction from its delayed measurement, yielding some type of prediction [3–5].

The SP may be understood and developed more easily when it is interpreted as a setpoint feedforward term, extended by an output disturbance reconstruction and compensation term [6,7]. Here, we will develop a corresponding structure considering the input disturbance reconstruction and compensation.

In recent decades, the number of articles devoted to the control of time-delayed systems, using different types of DTCs, significantly increased (see, e.g., Reference [6,8–12] and the references therein). Although the mentioned articles bring numerous impressive and useful results, especially for unstable systems, some of them should be discussed in more details, since the proposed solutions therein might lead to inherently unstable design. Due to the inherent stability problems with the mentioned DTCs, the overall control solutions, including the undergraduate courses in systems and control engineering, are not so popular, especially when compared to the classical PID control [13]. In this work, we will clearly show some of the logical inconsistencies (even bordering on errors) on DTC designs for unstable processes that might be the main reason for their lower popularity. Besides the inconsistencies, the paper will also suggest some ways to improve (correct) the mentioned designs.

In both DTC and PID control design, the use of a model-based approach has been additionally extended. Such extended controller design is based on the model of the controlled process and the model of the required closed-loop system. The term “internal model control” (IMC) was frequently used in the mentioned extended approach, where both, the PID control [14] or DOB-based control [15], can be applied besides the output disturbance reconstruction scheme proposed in Reference [16]. Its key limitation is that, in the basic version, it may be used just on stable processes.

One of the most commonly used design of the PI and the PID controllers is based on a simplified replacement of the process delay model by the first order transfer function [14]. An interesting paradox is that the author declares that SPs are more sensitive on process changes than the PI and the PID controllers [17]. Here, we will not get into the details but will, rather, focus on some of unclear aspects of designing DTCs for unstable FOTD (UFOTDs). To clearly understand the stability problems when dealing with unstable FOTD (UFOTD) processes, we will first focus on a simpler unstable first-order (UFO) process, where the closed-loop stability problems are equivalent but can be analyzed,
solved and explained in a simpler way. We will also show that the existing DTC modifications for unstable systems are actually equivalent to solutions for the PI regulators [8,9], which is a paradox since DTCs have been designed to exceed the performance of the traditional PI and PID controllers. Furthermore, it will be shown that the main difference between the IMC and the SP approach becomes apparent when dealing with constrained systems. Moreover, the IMC with DOB terms, based on a setpoint feedforward approach, can be designed even for unstable systems. When augmented by the reference closed-loop model approach and the additional stabilizing controller, the IMC with DOB may be still maintaining full functionality, guaranteeing not just the stable closed-loop responses but also providing the additional data about the acting disturbances.

2. Problem Formulation

In the following, we will briefly deal with control structures derived from a simple feedforward control and with the plant stabilization problem. In order to show their key features and hidden attributes, the first order plants without additional delays will be considered firstly described as

\[ S(s) = \frac{Y(s)}{U(s)} = \frac{K_s}{s + \alpha}. \]  

Thereby, \( Y(s) \) and \( U(s) \) correspond to Laplace transforms of the plant output \( y(t) \) and of the plant input (controller output) \( u(t) \), or \( u_{w_f}(t) \). When wishing to stress possible differences among the considered plant and its model, over-lined symbols will be used for model parameters:

\[ \bar{S}(s) = \frac{K_s}{s + \bar{\alpha}}. \]  

2.1. Feedforward Control

Some first-order control methods can be considered as an extension of feedforward control, while the others can be taken as a modification of the stabilizing proportional controller.

A feasible feedforward control of the first order plant (2) may be implemented by extending the plant model inversion by a low-pass filter \( Q_w(s) \) of at least the first order

\[ C_w(s) = \frac{U_{w_f}(s)}{W(s)} = \frac{Q_w(s)}{\bar{S}(s)} = \frac{s + \bar{\alpha}}{K_s(1 + T_c s)}; \quad Q_w(s) = \frac{1}{1 + T_c s}. \]

The tuning parameter \( T_c \) represents a time constant of the corresponding setpoint tracking which characterizes speed of the transients towards the reference setpoint variable.

2.2. Stabilizing P Control

When accomplishing a feedback based on measuring output of the plant \( y(t) \), the pole-assignment proportional (P) control with the pole \( \lambda = -1/T_c \) (Figure 1a) given by equations:

\[ u = K_P(w - y) + \bar{\alpha} w / \bar{K}_s; \quad K_P = -(\lambda + \bar{\alpha}) / \bar{K}_s = (1/T_c - \bar{\alpha}) / \bar{K}_s \]  

yields for \( S(s) = \bar{S}(s) \) the following input-output behavior

\[ F_{wy} = \frac{Y(s)}{W(s)} = \frac{1}{T_c s + 1}; \quad IAE_{w} = T_c; \quad T_c = \frac{1}{a + K_P K_s} > 0. \]  

Hence, for stable and integral plants with \( a \geq 0 \) the loop remains stable for any positive \( K_P K_s \). For unstable plants, the product \( K_P K_s \) may not decrease below the value \(-a\). For the monotonic step response, guaranteed by the tuning (4), the integral of absolute error (\( IAE_{w} \)) equals to the absolute
value of integral of error ($IE_w$). For $w = 1$, it may be calculated from $E(s) = (1 - F_{wy}(s))/s$ as $|E(0)|$
and may represent an alternative measure for characterizing the speed of the setpoint tracking.
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**Figure 1.** Application of two-degrees-of-freedom (2DOF) P control in plant stabilization (a) and setpoint feedforward (b); $d_i$ and $d_o$—input and output disturbances.

### 2.3. P Control as a Closed Loop Feedforward Implementation

When applying P control (Figure 1b) on the (by simulation generated) plant model output $y(t)$, instead of measuring $y(t)$, i.e., when using

$$u_{wf} = K_P(w - \bar{y}) + a\bar{w}/K_s; \quad K_P = -(\lambda + a)/K_s = (1/T_c - a)/K_s,$$

variables of such a simulation loop will be described by the following transfer functions:

$$F_{wy}(s) = \frac{\bar{Y}(s)}{W(s)} = \frac{1}{1 + T_c s} = Q_w(s); \quad F_{wu}(s) = \frac{U_{wf}(s)}{W(s)} = \frac{s + \bar{a}}{K_s (1 + T_c s)} = Q_w(s)/S(s) = C_w(s).$$

Hence, such a simulation based on the nominal plant model yields both the filtered setpoint $w_f(t) = \bar{y}(t)$ corresponding to $W_f(s) = Q_w(s)W(s); Q_w(s) = 1/(1 + T_c s)$ and the corresponding plant input $u(t) = u_{wf}(t)$ may be used for generating the setpoint feedforward (3). Such a closed loop feedforward generation may be useful especially in the (later discussed) case of constrained control. It represents one of the typical features of the so-called Smith predictor [2] used frequently for control of stable first-order time delayed systems. Later, we will refer the closed loop, highlighted in Figure 1b by the grey box, as the primary loop.

### 2.4. Constrained Setpoint Feedforward Design

Practically, in each control task, it is necessary to consider limits imposed on the really admissible control signal $u_r$ resulting from the controller implementation, actuator used, or from the admissible signals defined from the plant point of view. Frequently, it is specified by the inequalities

$$U_{\min} \leq u_r \leq U_{\max}$$

and accomplished by means of the $sat$ function

$$u_r(t) = sat\{u(t)\}; \quad sat\{u\} = \begin{cases} U_{\max}, & u > U_{\max} \\ u, & U_{\min} \leq u \leq U_{\max} \\ U_{\min}, & u < U_{\min}. \end{cases}$$

For such a constrained control, implementation of a setpoint feedforward by a transfer function (3) shows to be much less effective than the closed loop implementation (6) extended by a saturation model (Figure 2). The reasons are that, in the first case, the saturation cuts off the signal exceeding the limits put on $u_{wf}$ without compensation, which leads to a considerable slowing down and reduction of the extent of the output changes. In the latter case, the control signal $u_{wf}$ remains limited until it is not appropriate to start its exponential decrease to the required steady state value. Output transients are thus faster and end just when the desired output value is reached.
Figure 2. Open loop (transfer function-based) and closed loop 2DOF P control-based constrained setpoint feedforward implementations with a unit setpoint step of $w$; $K_P = (1/T_c - \pi)/K_s$, $\pi = a = 0$, $K_s = K_p = 1$, $T_c = 0.5$, $U_{max} = 0.2$, $U_{min} = 0$; in the Simulink scheme, the parameters $\pi$ and $K_s$ are denoted as $am$ and $Km$.

These differences in the implementation of feedforward control are extremely important when working with unstable and integral systems.

**Definition 1** (Primary loop). In the following text, we refer to the loop used to generate the feedforward as the primary or inner loop.

**Remark 1** (Important role of constraints). Since the setpoint feedforward is closely related to the internal model control (IMC) and the Smith predictor as long as the time-delay systems are concerned, without considering control signal constraints, it is not possible to decide which of these two equivalent formulations of the control schemes is preferable. This dilemma, discussed, e.g., in Reference [18], could not be consistently resolved when considering controllers with I action in the feedforward loop and also plays an important role in combining setpoint feedforward with disturbance observer discussed below. It should be noted here that, despite the apparent triviality of the structures mentioned so far, the possibility of simple generation of the setpoint feedforward for constrained FOTD plants by the 2DOF P control instead of the traditionally used PI was published just 10 years ago (more detailed history of this problem is given in Reference [7]) and is still not generally known (see, for example, the much more complex generation of constrained feedforward in Reference [19]).

2.5. External and Internal Disturbances and Their Compensation

Neither the setpoint feedforward nor P control were primarily designed to compensate for the disturbances caused, which generally result in control deviations between the reference variable $w$ and the output variable $y$. Nevertheless, P control can mitigate their impact. However, it should be remembered that not only measurable and non-measurable external signals but also the uncertainties of the model used appear as (internal) disturbances. Because their effect can be influenced only after conversion to equivalent input, respectively, output disturbances, two groups of methods for their compensation have historically developed. However, even when working with methods based on the compensation of output disturbances (as, e.g., the IMC control), one important circumstance must be borne in mind.

**Lemma 1** (Setpoint feedforward design for unstable plants). In the case of unstable plants, the design of the feedforward must always consider the effect of input disturbances.
Proof. For a model uncertainty expressed as $\bar{a} = a + \Delta a$, $K_s = K_s$, simple feedforward control proposed for a piece-wise constant reference setpoint $w$ filtered with a first order low-pass filter $Q_w(s)$ may be accomplished according to

$$Y(s) = S(s)C_w(s)W(s) = \frac{s + a + \Delta a}{s + a}Q_w(s)W(s) = \left(1 + \frac{\Delta a}{s + a}\right)Q_w(s)W(s).$$

(10)

This shows that the model uncertainty is equivalent to an external input disturbance

$$d_{id} = \frac{\Delta a Q_w(s)W(s)}{K_s},$$

which, in the case of unstable systems, leads to an unrestricted output increase and prevents the simple feedforward concept from being usable. □

Remark 2 (The first three important conclusions). So far, we have shown in the form of simple examples the two most important aspects in terms of integral and unstable systems. The first moment is that the inversion of the system dynamics in the form of a transfer function is far less advantageous from the point of view of controlling systems with constraints than its inversion by means of a primary control loop (Figure 2). It is this primary loop that is crucial in terms of controlling time-delayed systems using the Smith predictor, and, to the best of our knowledge, it has not been adequately explained anywhere.

In addition, the PI controller has been used in this loop completely unnecessarily for decades, complicating its design and causing problems in constrained systems; see the detailed history of this problem in Reference [7].

The third important moment creating an asymmetry between the control of stable and unstable systems is the fact that possible uncertainties of the model are manifested in the form of input disturbances, which, in unstable systems, leads to an infinitely growing output disturbance. As a result, solutions designed for the reconstruction and compensation of output disturbances must ultimately be designed to also compensate for input disturbance.

3. Disturbance Observer (DOB)-Based Control with Compensation of Input Disturbances

Disturbance observer (DOB)-based control has been developed in the field of mechatronics [3,15,20,21] in order to improve the capabilities of traditional PI and PID controllers in disturbance rejection and constrained control. To a large extent, however, it has brought a shift away from integrators as the simplest structures for reconstruction and disturbance compensation and a return to the traditional feedback structures used in the oldest “automatic-reset” controllers. One of the main reasons here was the problem with the excessive integration of PI and PID controllers, resulting, in particular during the limitation of the control action, into the “integrator windup” [22]. For controllers with reconstruction and compensation of input disturbances with admissible control signal constraint, windup effect does not occur.

The DOB-based structures with compensation of input (load) disturbances appeared also in the time delayed systems [23]. Independently, based on the state-space design of extended state observer (ESO) including an unknown disturbance, and by generalization of this design using a polynomial approach, extremely simple discrete-time solutions suitable for stable, integral, and unstable time-delayed constrained systems were created [3], improving the loop performance up to the dead-beat response.

3.1. Decoupled Setpoint and Disturbance Feedforwards

Papers [8,9] discussed a seemingly interesting control structure with “decoupled” setpoint and disturbance responses, but without the usual stabilizing controller. Instead, they shifted the stabilization to the disturbance compensation channel. There, it was implemented by a stabilizing DOB (SDOB) with inverse plant model according to Figure 3. It should be interesting by the fact that both, the setpoint and the disturbance rejection responses, may be tuned fully independently. Thereby,
the SDOB was composed of a filtered Proportional-Derivative (PD) compensator \( C_i(s) \) and a usual DOB filter \( Q_i(s) \):

\[
C_i(s) = \frac{1 + bs}{(1 + T_fs)n}, \quad Q_i(s) = \frac{1}{1 + T_fs}; \quad Q_d(s) = C_i(s)Q_i(s) = \frac{1 + bs}{(1 + T_fs)^{n+1}}, \quad n \geq 1. \tag{12}
\]

\[ Q_i(s) = \frac{1}{1 + T_fs}; \quad Q_d(s) = C_i(s)Q_i(s) = \frac{1 + bs}{(1 + T_fs)^{n+1}}, \quad n \geq 1. \tag{12} \]

Figure 3. Decoupled setpoint feedforward \( C_w(s) \) and stabilizing disturbance observer (SDOB)-based disturbance feedforward \( Q_d(s) = C_i(s)Q_i(s) \) (12) (drawn with \( n = 1 \)) and the equivalent plant \( S_e(s) \).

\( Q_i(s) \) represents a standard DOB filter enabling to get a proper plant inversion. With the sake of simplicity, a filter with the same time constant \( T_f \) is used to get also a feasible. Together, they yield

\[
S_{yd}(s) = D_{iy}(s) = Y(s) = \frac{Q_d(s)}{\overline{S_d}(s)} = \left( s + a \right) \left( 1 + bs \right), \tag{13}
\]

used to calculate the disturbance compensation signal

\[
U_{if}(s) = S_{yd}(s)Y(s) - S_{ud}(s)U(s); \quad S_{ud}(s) = Q_d(s). \tag{14}
\]

Application of \( C_i(s) \) enables us to get a “stabilized” disturbance response (without the plant pole \( s = -a \))

\[
F_{iy}(s) = \frac{Y(s)}{D_{iy}(s)} = \frac{S}{1 + F_u S_{yd}} S = \frac{K_s}{s + a} F_u = \frac{1}{1 - Q_d}. \tag{15}
\]

After a rearrangement, \( F_{iy}(s) \) may be expressed as

\[
F_{iy}(s) = \frac{s(2T_f - b + T_f^2)}{s(2T_f - b + T_f^2)(s + a) + (s + \overline{a})(1 + bs)K_s}. \tag{16}
\]

The basic requirement of zero steady-state error corresponds to \( F_{iy}(0) = 0 \). After denoting \( F_{iy}(s) = N_{F_{iy}}(s)/D_{F_{iy}}(s) \), it required to fulfill \( N_{F_{iy}}(0) = 0 \).

For integrative plants (used often for a simplified approximation of more complex systems), with \( \overline{a} = a = 0 \), the requirements \( F_{iy}(0) = 0 \) and \( N_{F_{iy}}(0) = 0 \) may be guaranteed by

\[
b = 2T_f. \tag{17}
\]

In the nominal case with the simplest possible tuning \( K_s = \overline{K}_s \):

\[
F_{iy}(s) = \frac{sK_sT_f^2}{(1 + T_fs)^2}; \quad F_{ay}(s) = \frac{Y(s)}{U_{a_{of}}(s)} = \frac{K_s}{s}; \quad \overline{IAE}_w = T_c; \quad \overline{IAE}_i = K_sT_f^2. \tag{18}
\]
whereas $F_{iy}(s)$ has a stable characteristic polynomial, and $F_{uy}(s)$ corresponds to an integrator, which fits the model used in the setpoint feedforward design. For an integrating model ($\pi = 0$) applied to a process with $a \neq 0$ and $K_s = K_s$,

$$
F_{iy}(s) = \frac{sK_sT_f^2}{(1 + T_f s)^2 + saT_f^2}; 
F_{wu}(s) = \frac{U_{w, f}(s)}{W(s)} = \frac{s}{K_s(1 + T_c s)};
$$


eq \frac{sK_sT_f^2}{(1 + T_f s)^2 + saT_f^2}; 
F_{uy}(s) = \frac{Y(s)}{U_{w, f}(s)} = \frac{K_s}{s} \frac{1}{(1 + T_f s)^2 + saT_f^2}.
$$

(19)

The $IAE$ values are the same as when controlling an integrator (18). The transfer function with 2nd order characteristic polynomial $(1 + T_f s)^2 + saT_f^2 = 1 + (aT_f + 2)T_f s + T_f^2 s^2$ remains stable if all coefficients are positive. For unstable systems, it leads to the request

$$
0 < T_f < -2/a = 2T_c,
$$

(20)

where $T = 1/|a|$ is the time constant of the given unstable system.

Finally, for $\pi = a \neq 0$, the design yields

$$
b = T_f(2 - aT_f); 
F_{iy}(s) = \frac{sK_sT_f^2}{(1 + T_f s)^2}; 
F_{uy}(s) = \frac{K_s}{s + a}
$$

(21)

Again, the $IAE$ values are the same as when controlling an integrator (18), but $F_{iy}(s)$ is simpler.

3.2. Sample of Transient Responses

The first set of transient responses in Figure 4 with $a = \{1, 0, -1\}$ and the nominal tuning $\pi = a$ and $K_s = K_s = 1$ exhibits, with $a = -1$ in longer time horizon, despite stable disturbance response, instability.

![Figure 4. Transients with SDOB for different $\pi = a$ with an $d_i$ step at $t_{max}/3$ and an $d_o$ step at $2t_{max}/3$:](attachment:image.png)

The instability of the system with $\pi = a < 0$ with input and output disturbances will manifest itself over time (in legend $\pi = a_m$ and $K_s = K_m$; $T_c = T_f = 0.5$).
The second set of responses in Figure 5 corresponds to an unstable system with \( a = -1, \) \( K_s = K_s = 1 \) and set of models characterized with \( \bar{\pi} = \{1, 0, -1\} \). Although, intuitively, one would expect as the optimal choice \( \bar{\pi} = a \), really stable solutions, although deformed in shape, can only be obtained by choosing \( \bar{\pi} > 0 \).

Figure 5. For unstable systems, it is not possible to choose \( \bar{\pi} < 0 \) due to internal instability (in legend, \( \pi = a_m \) and \( K_s = K_m \)).

3.3. Explanation of Stability Problems

The above examples lead to seemingly contradictory results when the loop with an unstable system and a stable disturbance response \( F_{iy} \) (which is crucial for stabilization of the unstable systems, but with an unstable model considered in DOB design, shows instability. One possible explanation for the problem would be to point out that the cancellation of the unstable pole of the disturbance response was achieved by an unstable transfer function \( F_u \) (15), which is generally unacceptable. Another explanation may be found in the work by Schrijver and Dijk [15]. In order to fully expose the nature of the problem and avoid more complex time-delayed systems, we preferred to explain the phenomenon by using the simplest first-order systems. Before that, however, we recall the difference between the poles and modes of the system.

**Definition 2 (Poles and Modes).** For a system given by the transfer function \( G(s) = \frac{B(s)}{A(s)} \), where \( A(s) \) and \( B(s) \) are polynomials which may have common factors, i.e., some zeros of the polynomial equation \( A(s) = 0 \) may be common with zeros of \( B(s) = 0 \), the zeros of \( A(s) \) will be denoted as modes. In the case where the both polynomials have no common factor (they are coprime), the set of zeros of \( A(s) \) will be denoted as poles.

**Theorem 1 (Instability of loop with SDOB and decoupled dynamics).** For the unstable plant (1) and unstable model (2), the loop with SDOB from Figure 3 must be unstable.

**Proof.** Despite the added feedback, the structure of Figure 3 can be still interpreted as a serial combination of the feedforward control with an equivalent plant \( S_c(s) \):

\[
S_c(s) = \frac{Y(s)}{U_{af}(s)} = \frac{S(s)\bar{S}(s)}{S(s)(1 - Q_d(s)) + S(s)Q_d(s)}.
\]
This can only be used for a stable $S_\epsilon(s)$ system. Thereby, the loop disturbance response is

$$F_{iy}(s) = \frac{Y(s)}{D_i(s)} = \frac{S(s)\overline{S}(s)(1-Q_d(s))}{\overline{S}(s)(1-Q_d(s)) + S(s)Q_d(s)}. \quad (23)$$

In low-frequency region (when $s \to 0$), $Q_d(s) \to 1$ and $F_{iy}(s) \to 0$ (Figure 6). It means that input disturbances (critical for unstable plants) are fully eliminated. Furthermore, also $S_\epsilon(s) \to \overline{S}$ (Figure 7). Hence, the feedforward $C_w(s)$ designed for the model $\overline{S}$, cancels the unstable plant pole and, thus, it should yield a precise setpoint tracking. Note, however, that this open-loop combination of the feedforward $C_w(s)$ with unstable $S_\epsilon(s)$ may not guarantee a stable equilibrium point $y(t) = w(t)$, since already negligible imperfection (see Lemma 1) may activate the unstable plant mode and lead to an output brake out.

**Figure 6.** Nyquist curves of the disturbance response transfer function $F_{iy}(j\omega)$ corresponding to a nominal SDOB with $\pi = a = -1$ and to a perturbed system with $F_{iy,m}(j\omega)$ corresponding to $\pi = -1.2$, $K_s = \overline{K_s} = 1$, $T_f = 0.5$; $b = T_f(2 - \pi T_f)$. 
Figure 7. Nyquist curve of the equivalent plant $S_e(j\omega)$ approaches for $\omega \to 0$ $S(j\omega)$ and for $\omega \to \infty$ $S(j\omega)$; $a = -1, \pi = -1.2, K_s = \bar{K}_s = 1, T_c = T_f = 0.5; b = T_f(2 - \pi T_f)$ (in legend $\bar{S} = S_m$).

Such imperfections arise already in middle- and high-frequency region (when $s \to \infty$) where $Q_d(s) \to 0$. Then, both $F_{iy}(s) \to S$ and $S_e(s) \to S$. Since now $S_e(s) \neq \bar{S}(s)$, the feedforward $C_w(s)$ does not act perfectly and eliminate the unstable plant pole. $F_{iy}(s) \neq 0$ indicates not perfect elimination of disturbances. All this may accelerate "explosion" of the unstable mode of the plant $S(s)$, so its output will diverge. □

To summarize, by enforcing the dynamics specified by the model parameters $K_s$ and $a$, for unstable systems ($\pi < 0$), the SDOB according to Figure 3 yields transients tending to "explode". Hence, imposing unstable dynamics on the system through SDOB and, at the same time, spending a lot of space and energy with analyzing just the the disturbance response, represent an example of a pointlessly applied mathematics.

4. Setpoint and Disturbance Reference Model Control

Today, feedforward control design is usually a standard part of automatic control textbooks [19]. In connection with a stabilizing controller, the setpoint feedforward control methodology has already been extended to the control of unstable systems. The corresponding control structure, offering coordination of all components of control, is denoted as the reference model control (RMC). The design of feedforward control for disturbance rejection is also extensively studied. In the nominal case, the supervising controller guaranteeing the loop stability without being nominally involved in operation, will not be disrupting the setpoint and disturbance feedforwards. Its presence will ensure the overall loop stability, together with a high performance even in situations that have so far seemed to be problematic (especially when controlling unstable systems).

**Definition 3** (Reference model (RM)). The reference models provide to the stabilizing controller the expected nominal process output responses for tracking or for disturbance compensation. They are given by the output transfer functions corresponding to the considered input (as, for example, $Q_w = F_{uy} (5)$ for the setpoint tracking and $F_I = F_{iy} (21)$ for the disturbance rejection).
In the case of setpoint feedforward (blue blocks in Figure 8 above), in the nominal case, the process output response to setpoint changes is given by the transfer function of the low-pass filter $Q_w$ (3), or (7). When the output signal $y$ coincides with the output of the reference model $w_f(t)$, the difference between these variables is zero and the stabilizing controller $K_c$ is not active (i.e., $u_s(t) = 0$).

**Figure 8.** Setpoint feedforward with reference model (blue) and SDOB-based disturbance feedforward (green) and stabilizing controller $K_c$ with reference model $Q_w = F_{wy}$ from the setpoint $w$ and $F_{iy}$ from the disturbance $d_i$ (red); the above is the block diagram with setpoint feedforward based on transfer function and below is the Simulink scheme with setpoint feedforward based on primary loop with $K_P = (1/T_f - a)/K_s$; in the Simulink scheme, the variables $w$ and $d_i$ are denoted as $am$ and $Km$.

### 4.1. Reference Model Control with Supervising Stabilizing Controller (Sdob-Rm)

Next we will return to the SDOB-RM control scheme in Figure 8, when by simply setting $K_c = K_P$ (4), the stability condition (5) will be fulfilled. This setting activates both the RM from $w$ and $d_i$ feedforwards denoted as $RM_w$ and $RM_i$, respectively. The output signal of $RM_w$ is expressed by $w_f$, whereas output of $RM_i$ is given by $y_i$.

Transients on the unstable plant with $a = -1$ with different parameters $\bar{a}$ (Figure 9), used for calculating $K_c = (1/T_c - \bar{a})/K_s$, show similar performance as for the loop with SDOB responses in
Figure 5. However, now they all remain stable for any $t$. Thereby, the equivalence with SDOB responses in Figure 5 can be observed from the output of the stabilizing controller $u_s \approx 0$ (see the lower figures).

Figure 9. “Always” stable transients of reference model control according to Figure 8 with stabilizing controller $K_c = K_P = \frac{(1/T_c - \bar{a})/K_s}{a = -1, K_m = 1}$.

Figure 10 shows a relatively low dependence of transients from $\bar{a}$ for different $a$. This exhibits the specific role of integrating models in a simplified control of linear and possibly also nonlinear first-order plants. The inaccuracy of the model is reflected here in the reconstructed disturbance $d_{if}$ (equal to $u_{if}$ in steady states). It corresponds to the external disturbance just for $\bar{a} = a$. 
Figure 10. Transients with reference model control according to Figure 8, with fixed setting $\pi = 0$ for different $a$.

4.2. Constrained Control with Discussion of Some Modifications Proposed

We would like to remind you once more that we have also raised these SDOB issues in order to clarify a number of controversial situations in the articles on the control of time-delayed systems [8,9]. For example, in Reference [8], the authors give to the SDOB structure for an integral time-delayed system, without any explanation, comment “The original structure is not causal and sometimes is not internally stable”. And, based on it, they require implementation by a modified equivalent scheme.

We can now, step by step, verify all these requirements by solving a simplified task with a delay-free plant. By Theorem 1, we may explain the problems with stability. They required implementation by a modified equivalent scheme (see, e.g., Figure 1 in Reference [8]). In our terms, for the plant (1), by modifying Figure 3 with $b$ (21),

$$F_u = ((1 + T_f s)^2/\left[T_f^2 s(s + a)\right]) (15)$$

and after moving the term $Q_1/S$ into the feedforward path and the equivalent modifications, it is possible to get a PI-PD controller (Figure 11) with a direct acting PI controller

$$R(s) = \frac{Q_1(s)}{S(s)(1 - Q_d(s))} = \frac{1 + T_f s}{K_s T_f^2 s} = K_{PI}\left(1 + \frac{1}{T_i s}\right); \ K_{PI} = \frac{1}{K_s T_f}; \ T_i = T_f$$

(24)

combined with a feedback filtered PD compensator

$$F_l(s) = \frac{Q_d(s)}{Q_1(s)} = \frac{1 + bs}{1 + T_f s}$$

(25)
and a lead-lag prefilter

\[ F(s) = \frac{Q_w(s)}{Q_i(s)} = \frac{\frac{1}{1 + T_f s}}{1 + T_c s}. \]  

(26)

In deriving R(s), the unstable model pole has been cancelled. Thus, it is not fully clear if the requirement expressed in Reference [8] by the formulation about “non-dynamical finite impulse response block avoiding possible pole-zero cancellations between controller and plant” has been appropriately respected, perhaps because there is no pole-zero cancellations between controller and plant. But, it is typical for the mentioned papers that such foggy formulations, which are essential for the correct understanding of the article, were not illustrated in details, for example, by a block diagram, or a Simulink scheme.

Other previously not mentioned problems may be illustrated with a simple example of constrained control considering \( u \in [-1.1, 0.5] \).

When designing constrained SDOB-RM control, there are several alternatives with different priorities of \( u_{wf} \), \( u_{if} \) and \( u_s \) signals for total interventions exceeding the limits. Constrained SDOB-RM-based control, according to Figure 12 (right), is designed in Simulink by the dynamic saturation block so that the \( u_s \) signal providing stabilization takes precedence when the total control action exceeds one of the constraints. In the corresponding transients in Figure 13 (in black), the limitation to \( U_{max} = 0.5 \) appears at the beginning and than after the output disturbance step. The mixed feedforward signal \( u_{wf} - u_{if} \) then adapts to the given possibilities by unexpected peaks. The influence of the setpoint feedforward loop by non-zero signal \( u_{if} \) is compensated by the stabilizing signal \( u_s \).

When trying to eliminate high negative and positive peaks in \( u_{if} \) and \( u_{wf} \) after the \( d \) step by including another saturation block on the output \( u_{if} \in [-0.55, 0.05] \), the limits of which are set so that they are effective only during these peaks (green course), the circuit responds with adequate course peaks of the stabilization signal \( u_s \). Although the peaks in the course of \( u_{wf} \) disappear, the disturbance response at the plant output is slower.

Taking into account the priorities, according to Figure 12 (left), the \( u_s \) and \( u_{if} \) signals would be similar to their transients in the linear circuit. However, high amplitudes of \( u_s - u_{if} \) would lead to changes in \( u_{wf} \).

![Figure 11. Constrained filtered Proportional-Integrative (PI) control based on modification proposed by Reference [8].](image-url)
Figure 12. Implementation of control signal constraints with higher priority of the $u_s - u_{if}$ signal (left) and in MATLAB/Simulink with higher priority of $u_s$ (right); thereby, the variables $am$ and $Km$ are denoted as $am$ and $Km$.

Without saturation of $u$, the circuit with PI-PD controller according to Reference [8] works at the same settings as expected. However, with the controller output limited to $u \in [-1.1, 0.5]$, it is unstable.

Figure 13. Transients with constrained SDOB-Reference model (RM)-based control according to Figure 12 with unconstrained and constrained signal $u_{if} \in [-0.55, 0.05]$ and constrained filtered PI-Proportional-Derivative (PD) control according to Figure 11 based on modification proposed by Reference [8]; $u \in [-1.1, 0.5]; \pi = a = -1; K_s = K_s = 1; T_c = T_f = 0.4$. 
Remark 3 (Do the SDOB modifications for unstable plants make sense?). The DOB- and SDOB-based controllers were introduced to improve the dynamics provided by the PI(D) control. For unstable plants, measures were proposed to compensate for the stability problems that eventually led to the PI-PD controller. The problem was not solved but swept under the rug.

After the proposed modifications, it is no longer an SDOB-based control and the equivalent PI-PD controller will have all the shortcomings that inspired the emergence of DOB- and SDOB-based control.

Similarly, in Reference [9], except for loss of signal of the reconstructed disturbance, when using the equivalent structure from Figure 5b, the users will surely have problems with control constraints.

Skepticism above solutions for unstable systems can also be found in other authors [4], who preferred (similar to Reference [3]) their own approach to delay compensation based on the prediction of actual no-delayed output. However, these are no more directly related to the analyzed situation.

Hence, to summarize: New moment of the SDOB and SDOB-RM schemes is that both the setpoint and disturbance feedforward by inverse transfer function may also be applied in presence of (external and internal) disturbances, uncertainties, and control constraints. Then, these structures are easier to explain than for the stabilizing disturbance feedforward of the IMC-like control.

Remark 4 (Key asymmetry of SDOB-based structures for stable and unstable systems). The primary difference in the approach to the control of stable and unstable systems by SDOB-based loops with decoupled dynamics according to Figure 3 is that, while in stable systems the highest performance achieved is tied to the highest possible matching between the controlled plant and its model, in unstable systems, the use of an unstable model inevitably leads to loop instability. Stability can be ensured by choosing a stable model but at the cost of high deviations of transients from their ideal shapes. While the excellent performance and stability of the loop with SDOB-based decoupled dynamics can be kept in the control of unstable systems by using stabilizing controller with reference models for the setpoint tracking and disturbance rejection, use of the stabilizing controller is unnecessary in the case of stable systems.

Remark 5 (Special role of integrating models). Transients achieved with integral model \( \alpha = 0 \), which may be based on a significantly simpler plant identification, show acceptable loop performance for a broad class of first-order systems. This means that integrating models can be considered as more general “ultra-local” type of linear models broadly used within the model-free control [24], or in active disturbance rejection control (ADRC) [25]. An essential feature of their success can obviously be applied also in other methods of controller design.

While the use of FOTD models (with \( \alpha \neq 0 \)) and IPDT models with \( \alpha = 0 \) appears to differ only in the value of a single parameter, it has a huge impact on the organization of the necessary identification experiments.

Comparison of performance with controller based on FOTD and IPDT models can also be used as an indicator of their robustness: if the obtained results do not differ significantly, the controllers can be considered robust. If the differences are large, the sensitivity of the controllers to parameter changes will probably be high [6]. (A deeper analysis of these claims is beyond the scope of this article. However, readers interested in the issue can verify it experimentally with an interactive online application located on the site http://apps.iolab.sk/advanced/symmetry2020/.)

5. Generalization to Time Delayed Systems

After clarifying the basic problems arising in SDOB-based structures due to asymmetries in the control of stable and unstable first order systems, we can proceed to the more general problem of the first-order time delayed (FOTD) systems control with focus mainly on differences in controlling stable \((\alpha > 0)\) and unstable FOTD (UFOTD) systems \((\alpha < 0)\):

\[
S(s) = \frac{Y(s)}{U(s)} = \frac{Ke^{-Te}}{s + \alpha}. \quad (27)
\]
The FOTD model will now be factorized into the invertible and non-invertible parts $\bar{S}_-$ and $\bar{S}_+$ (including the dead-time and possible unstable zeros) as

$$\bar{S}(s) = \bar{S}_-(s)\bar{S}_+(s) = \frac{K_se^{-Te_s}}{s + \alpha}; \quad \bar{S}_-(s) = \frac{K_s}{s + \alpha}; \quad \bar{S}_+(s) = e^{-Te_s}. \quad (28)$$

The basic changes in the simulation scheme in Figure 14, when compared to Figure 8, will be the inclusion of the transport delay in the controlled system, as well as in the reference models $F_w$ (given by the transfer function $F_{wy}(s)$ (29)), $F_i$ (equals to approximation (36) of $F_{iy}(s)$), and in the DOB branch $S_{ud}$ (31).

**Figure 14.** Setpoint feedforward with reference model (blue) and SDOB-based disturbance feedforward (green) and stabilizing controller $K_c$ with reference models from the setpoint $w$ and disturbance $d_i$ (red) for first-order time-delayed (FOTD) plant (27) and (28); block diagram with setpoint feedforward based on transfer function (above) and the Simulink scheme with setpoint feedforward based on primary loop with the gain $K_p$ (below); in the Simulink scheme, the variables $\pi$, $T_f$ and $K_s$ are denoted as $am$, $Tm$ and $Km$. 
5.1. Setpoint and Disturbance Reference Models

Since the transport delay of the system must inevitably be reflected in the closed-loop transfer functions and it does not belong to the invertible terms, it has to be added to $F_{wy}$. Thus, nominally

$$F_{wy}(s) = \frac{Y(s)}{W(s)} = e^{-T_ds} \frac{e^{-T_ds}}{T_s + 1} \text{ IAE}_w = T_c + T_d.$$ (29)

Accordingly, from (29), the setpoint reference model is derived as:

$$F_w(s) = Q_w(s)S_+ = e^{-T_ds} \frac{e^{-T_ds}}{T_s + 1}.$$ (30)

When implementing the setpoint feedforward blocks by a primary loop, between the output of the system model $S_-$ and the input of the stabilizing controller, the delay part $T_m$ of the model ($S_+$) has to be added (Figure 14 below).

The disturbance reconstruction and compensation will be derived according to Equation (14) and taking into account the relation $U_if(s) = S_{yd}(s)Y(s) - S_{ud}(s)U(s)$ with:

$$S_{ud}(s) = Q_d(s)S_+ = \frac{1 + bs}{(1 + T_fs)^2} e^{-T_ds},$$ (31)

$$S_{yd}(s) = Q_d(s)S_-^{-1} = \frac{(s + \bar{a})(1 + bs)}{K_s(T_fs + 1)^2}.$$ (32)

The basis for deriving the disturbance reference model $F_i$ is again the disturbance response transfer function $F_{iy}(s)$. After including the delayed model into the observer’s branch from the output of the controller, when $S_{ud} = Q_d(s)e^{-T_ds}$, in the nominal case with $T_d = T_d$ the disturbance response will be given, according to (15), as

$$F_{iy}(s) = \frac{Y(s)}{D_i(s)} = \frac{S}{1 + F_u S_{yd}S}; S = K_de^{-T_ds} \frac{s + \bar{a}}{s + a}; F_u = \frac{1}{1 - S_{ud}}.$$ (33)

After some modification, in the nominal case

$$F_{iy}(s) = \frac{[(1 + T_fs)^2 - (1 + bs)e^{-T_ds}]K_de^{-T_ds}}{(s + a)(1 + T_fs)^2}. $$ (34)

The parameter $b$ will again be determined to cancel the the possibly unstable plant pole $(s + a)$ by the numerator zero. It may be derived from $N_{F_{iy}}(-a) = 0$ as

$$b = \frac{1}{a} \left[1 - (1 - aT_f)^2e^{-aT_d}\right]. $$ (35)

In the case of stable systems it is possible to work with $F_i(s) = F_{iy}(s)$ (34). With respect to stability, it is, however, not allowed for $a < 0$, when the unstable pole and zero have to be cancelled. Given the transcendent character of the numerator quasi-polynomial, the reduced transfer function corresponding to the canceling of the terms $(s + a)$ is only approximated. Since it also holds $F_{iy}(0) = 0$, the reduced disturbance response may be approximated by the transfer function

$$F_i(s) = \frac{K_de^{-T_ds}}{(1 + T_fs)^2}.$$ (36)
By comparing (36) with (34), it follows:

\[(1 + T_f s)^2 - (1 + bs) e^{-Ts} = h_1 s (s + a). \tag{37}\]

By differentiating (37) according to \(s\) and substituting \(s = 0\), we get

\[h_1 = \frac{1}{a} (2T_f - b + T_d), \tag{38}\]

which specifies the reduced disturbance response transfer function and reference model (36). The corresponding \(IAE_i\) value is

\[IAE_i = \frac{K_s}{a^2} \left[ 2aT_f (1 - e^{-at_d}) + aT_d + (1 + a^2 T_f^2) e^{-at_d} \right]. \tag{39}\]

In the limit \(a \to 0\) for integral models we get

\[b = 2T_f + T_d; \quad h_1 = 4T_f T_d + 2T_f^2 + T_d^2 \tag{40}\]

Thus, for \(T_f \to 0\), the \(IAE_i\) becomes \(K_s T_d^2 / 2\).

### 5.2. Proportional Gains for FOTD Systems

Note that the controller gains, when controlling UFOTD systems, are now not only limited from the bottom side (5) but also from above. The appropriate controller gain can be calculated so as to achieve the double real dominant pole in the reference closed-loop model, for which the transients are the fastest ones but not yet oscillating. Here, we start from the characteristic quasi-polynomial of the loop with the gain \(K_c\) and the FOTD system:

\[A(s) = (s + a)e^{Td s} + K_c K_e \tag{41}\]

By selecting a double real dominant pole \(s_o\) satisfying equations

\[\left\{ A(s); \frac{d}{ds} A(s) \right\} = 0, \tag{42}\]

the first derivative in (42) yields:

\[\frac{d}{ds} A(s) = e^{Ts} + (s + a) T_d e^{Ts} = 0. \tag{43}\]

From (43), we get

\[s_o = -(1 + aT_d) / T_d; T_0 = -1 / s_o = T_d / (1 + aT_d). \tag{44}\]

The “optimal” controller gain and the admissible dead-time follow from \(s_o < 0\) as

\[K_{co} = \frac{e^{-1-aT_d}}{K_c T_d}; \quad aT_d > -1. \tag{45}\]

The same P controller gain may then be used as a limit value of \(K_P\) also in the setpoint feedforward loop.

**Remark 6** (Differences in the \(K_c\) gains derived by FOTD and IPDT models). As already discussed in **Remark 5**, by comparing results achieved with FOTD and IPDT approximations we may get information about...
the loop robustness. In this way, it is possible to find out that the controller gain $K_{co}$ does not significantly depend on $\pi$ for $aT_d \approx 0$, whereas, for $aT_d \to -1$, the differences corresponding to $\pi = 0$ and $\pi = a$ will be significant. It is possible to experimentally verify that, in the first case, the loop will be robust by using both controllers, whereas, in the second case, the simple tuning $\pi = 0$ does not guarantee stability, and the nominal controller is very sensitive to perturbations.

Transients in Figure 15 left correspond to the SDOB-RM-based control of UFOTD plant (27) and (28) according to Figure 14, with nominal parameters $\pi = a = -1$, $K_s = K_o = 1$, $T_d = T_d = 0.3$, $T_f = 0.2$ (in the figures, the variables $\bar{a}$, $T_m$ and $K_m$ are denoted as $\bar{a}_m$, $T_m$ and $K_m$). When choosing the primary loop controller gain $K_p = K_c \ (45)$, the setpoint reference model (30) corresponds to the time constant $T_c = 1/(K_p + \pi) = 1.53$, which is about four times the “dominant” time constant given by the stabilizing controller design $T_o = -1/s_0 = 0.43$. With respect to these results, the first chosen value $T_f = 0.2$ is much lower. When related to the average residence time $2T_o$ calculated from the time constant corresponding to the double dominant pole, the filter time would be $T_f = 2T_o = 0.86$ (Figure 15 right), and the transients would be slower. The maximum amplitudes, due to process input step disturbances, would increase and, due to process output step disturbances, would decrease. However, on the other hand, the shapes of the transients did not change significantly, which provides a sufficiently wide space for selecting a suitable $T_f$ value. As assumed, the responses corresponding to the switched off stabilizing controller ($K_c = 0$), diverge. Due to approximate character of $F_t$, the $u_s$ response is not ideally zero.

![Figure 15](image-url). Transients with reference model control of unstable FOTD (UFOTD) plant (27) and (28) according to Figure 14, with nominal parameters $\pi = a = -1$, $K_s = K_o = 1$, $T_d = T_d = 0.3$, $T_f = 0.2$ (left) and $T_f = 0.86$ (right).

The robustness of the controller with different values of filter time constant $T_f$ was tested on $\pm 10\%$ change of model time delay (Figures 16 and 17).
Figure 16. Transients with reference model control of UFOTD plant (27) and (28) according to Figure 14, with parameters $\bar{a} = a = -1$, $\bar{K}_s = K_s = 1$, $\bar{T}_d = 0.9T_d$, $T_d = 0.3$, $T_f = 0.2$ (left) and $T_f = 0.86$ (right).

Figure 17. Transients with reference model control of UFOTD plant (27) and (28) according to Figure 14, with parameters $\bar{a} = a = -1$, $\bar{K}_s = K_s = 1$, $\bar{T}_d = 1.1T_d$, $T_d = 0.3$, $T_f = 0.2$ (left) and $T_f = 0.86$ (right).

All these processes confirm the attractiveness of the obtained controllers for practical applications, while their advantage is the observance of the original structure with reconstruction and disturbance compensation, which will guarantee good transient properties even with a possible limitation of the control action variable.

The robustness of transients and especially the influence of measurement noise can also be influenced by increasing the filter order of the PD controller $C_i$. 
6. Conclusions and Future Work

The article showed that the simplification, achieved by omitting transport delays from the frequently considered processes, helped also in the control of unstable time-delayed first-order systems. The misinterpretation of the differences between the conceptual DOB-based scheme and the implementation scheme [8,9] have resulted into several misleading approaches in the last decades and silenced key features of the structures used. Namely, in addition to the necessary stability condition of the disturbance response, the overall stability of the circuit was neglected. The stability of the closed-loop control of unstable systems, with the decoupled setpoint and disturbance feedforward cannot be achieved using unstable nominal models (which would be useful from the point of view of achieving ideal transient responses). The carried-out analysis also revealed that the solutions, proposed in some references [8,9], lead to loops with traditional PI control combined with a feedback PD controller. Since the DOB-based controllers have been proposed with the aim of improving the dynamics of the traditional PI control, such modifications do not meet the design goals and therefore do not represent any added value.

As the novel contribution, it has been shown that maintaining the ideal closed-loop responses is possible only by supplementing the circuit with a stabilizing controller. This, in order not to modify the ideal transients of the setpoint and disturbance feedforward sub-circuits, must be supplemented by the reference models. The work also revealed several reasons for the implementation of the setpoint feedforward by a primary loop, in which it is sufficient to work with a 2DOF P control instead of the traditionally used PI control. It is interesting to note that, according to the best of our knowledge, the available references do not mention the role of constraints, which are crucial in practice.

Although the disturbance reference model for UFOTD systems is only approximately derived, the verification by simulation shows very good transients in both nominal and perturbed cases and the possibility of simple circuit tuning in a wide range of process dynamics variations. Further work here will focus on improving it with solutions proposed in the discrete-time domain.

Another possible solution would be to firstly stabilize the plant by a local feedback with, e.g., the P controller, and then apply some of the disturbance reconstruction and compensation methods.

Similar problems have yet to be solved in case of compensation schemes formulated for output disturbances, as, for example, the filtered Smith predictor.

All the relevant structures can be found in an interactive online form on the site http://apps.iolab.sk/advanced/symmetry2020/. This makes it easy to verify the proposed structures with arbitrary parameter values and compare them with other already published solutions.
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**Abbreviations**

The following abbreviations are used in this manuscript:

- 2DOF 2 Degree of Freedom
- DOB Disturbance observer
FOTD  First Order Time Delayed
FSP  Filtered Smith Predictor
IMC  Internal model control
P  Proportional
PI  Proportional-Integrative
PD  Proportional-Derivative
PID  Proportional-Integrative-Derivative
RM  Reference model
RMC  Reference model control
SDOB  Stabilizing disturbance observer
SP  Smith Predictor
UFOTD  Unstable First Order Time Delayed
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