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1. Introduction

The study of the nonisospectral integrable systems has become in recent years a focus of attention within the theory of integrable systems. Compared with the isospectral integrable equations, the nonisospectral integrable equations [1–3] are usually used to describe solitary waves in nonuniform media and have time-varying solitary wave solutions. In general, depending on the linear problem, a nonisospectral integrable hierarchy can be derived from the Lax equation, zero curvature equation, or in the frame of Kac-Moody algebra, and so forth [4–6]. In Reference [7], Ablowitz, Kaup, Newell and Segur proposed a spectral problem, named Ablowitz-Kaup-Newell-Segur (AKNS) spectral problem,

$$\Phi_x = M\Phi, \quad M = \begin{pmatrix} \lambda & u \\ -v & -\lambda \end{pmatrix}, \quad \Phi = \begin{pmatrix} \Phi_1 \\ \Phi_2 \end{pmatrix},$$

(1)

with spectral parameter $\lambda$ and potentials $u = u(x,t)$ and $v = v(x,t)$, which provides integrable backgrounds for several nonlinear systems with physical significance, including the Korteweg-de Vries (KdV) equation, the modified Korteweg-de Vries (mKdV) equation, the sine-Gordon (sG) equation, and the nonlinear Schrödinger (NLS) equation. When $\lambda_t \neq 0$, by imposing time evolution

$$\Phi_t = N\Phi, \quad N = \begin{pmatrix} A & B \\ C & -A \end{pmatrix},$$

(2)

then in terms of the compatibility condition $\Phi_{xt} = \Phi_{tx}$, a nonisospectral AKNS hierarchy can be given. In the nonisospectral AKNS hierarchy, there are two types of hierarchy, which are positive order nonisospectral AKNS hierarchy and negative order nonisospectral AKNS hierarchy. The positive one corresponds to $\lambda_t \propto \lambda^n$ with $n \in \mathbb{Z}^+$ and the negative one corresponds to $\lambda_t \propto \lambda^n$ with $n \in \mathbb{Z}^-$. The nonisospectral AKNS hierarchy was investigated by Chen et al. from the aspect of Lie algebraic structure [8] and then studied by Ma on the Lax representations and Lax operator algebras [9]. Besides, Bäcklund...
transformation and Darboux transformation were also considered for the nonisospectral AKNS hierarchy [10,11]. For the positive order nonisospectral AKNS hierarchy, one of the prototypical members is the third order nonisospectral AKNS equation, which reads

\[ u_t = x(u_{xxx} - 6uvu_x) + 3(u_{xx} - 2u^2v) - 2u_x\vartheta^{-1}uv + 4u\vartheta^{-1}uv_x \]  
\[ v_t = x(v_{xxx} - 6uvv_x) + 3(v_{xx} - 2uv^2) - 2v_x\vartheta^{-1}uv + 4v\vartheta^{-1}u_xv. \]  

For the negative order nonisospectral AKNS hierarchy, the typical member is the negative order nonisospectral AKNS equation, that is,

\[ u_{xt} + 2u\vartheta^{-1}(uv)_t = xu, \]  
\[ v_{xt} + 2v\vartheta^{-1}(uv)_t = xv. \]

In Equations (3) and (4), \( \vartheta^{-1} = \frac{1}{2} \left( \int_{-\infty}^{x} - \int_{x}^{+\infty} \right) \cdot dx \). Up to now, several works have been done to search for exact solutions of the nonisospectral AKNS type equations. Soliton solutions for the positive order nonisospectral AKNS hierarchy were obtained through the inverse scattering transform [12]. In References [13,14], Hirota’s bilinear method and double Wronskian technique were used to construct soliton solutions for the second order nonisospectral AKNS equation and the third order nonisospectral AKNS Equation (3). Subsequently, these two methods were applied to investigating soliton solutions of a negative order nonisospectral AKNS equation [15].

The systems with “parity-time symmetry” have drawn much attention in recent years, particularly from the perspective of complete integrability and exact solutions. The “parity-time symmetric” systems are important as theoretically the self-induced potential is invariant. The study of these systems dates back to the pioneering work of Ablowitz and Musslimani [16], where an integrable nonlocal NLS equation was proposed. The corresponding wave propagation in symmetric waveguides and photonic lattices has been demonstrated experimentally. By introducing generalization to the AKNS spectral problem (1) and considering simple symmetry reductions, several reverse space-time and reverse time nonlocal nonlinear integrable equations have been introduced [17]. These include the reverse space-time, and in some cases reverse time, nonlocal nonlinear integrable equations have been introduced [17]. These include the reverse space-time, and in some cases reverse time, nonlocal nonlinear integrable equations have been introduced [17]. These include the reverse space-time, and in some cases reverse time, nonlocal nonlinear integrable equations have been introduced [17]. These include the reverse space-time, and in some cases reverse time, nonlocal nonlinear integrable equations have been introduced [17]. These include the reverse space-time, and in some cases reverse time, nonlocal nonlinear integrable equations have been introduced [17]. These include the reverse space-time, and in some cases reverse time, nonlocal nonlinear integrable equations have been introduced [17]. These include the reverse space-time, and in some cases reverse time, nonlocal nonlinear integrable equations have been introduced [17]. These include the reverse space-time, and in some cases reverse time, nonlocal nonlinear integrable equations have been introduced.

In spite of many works on isospectral nonlocal integrable systems, there was little work on the nonisospectral nonlocal integrable systems. Very recently, from one of the second order nonisospectral AKNS equations, Liu, Wu and Zhang [37] investigated a nonlocal Gross-Pitaevskii equation and constructed its 1-soliton solution, 2-soliton solutions and Jordan block solutions. Feng and Zhao [38] studied the nonlocal reductions of another second order nonisospectral AKNS equation. As a result, a reverse time nonlocal NLS equation and a reverse space nonlocal NLS equation were derived. Soliton solutions of the resulting nonlocal equations and their dynamics were presented.
In this paper, we are interested in the nonlocal versions of the nonisospectral mKdV-I equation
\[ u_t = x(u_{xxx} - 6\delta u^2 u_x) + 3(u_{xx} - 2\delta u^3) - 2\delta u_x \vartheta^{-1} u^2 + 4\delta \vartheta^{-1} uu_x, \]  
(5)
and the nonisospectral mKdV-II equation
\[ u_t = x(u_{xxx} - 6\delta uu^* u_x) + 3(u_{xx} - 2\delta u^2 u^*) - 2\delta u_x \vartheta^{-1} uu^* + 4\delta \vartheta^{-1} uu^*_x. \]  
(6)
Here and hereafter \( \delta = \pm 1 \) and asterisk denotes the complex conjugate. Furthermore, we will study the nonlocal versions of the nonisospectral sG-I equation
\[ u_{xt} + 2\delta \vartheta^{-1}(u^2)_t = xu, \]  
(7)
and the nonisospectral sG-II equation
\[ u_{xt} + 2\delta \vartheta^{-1}(uu^*)_t = xu. \]  
(8)
We will take into account of bilinearization-reduction technique and derive double Wronskian solutions for the local and nonlocal nonisospectral mKdV equations and the local and nonlocal nonisospectral sG equations. In what follows, we call Equation (3) by nAKNS(3), respectively, Equation (4) by nAKNS(-1) for short. In addition, we name Equations (5)–(8) nmKdV-I, nmKdV-II, nsG-I and nsG-II, respectively.

The outline of this paper is as follows. In Section 2, we recall the Lax representations of the Equations (3) and (4). In Sections 3 and 4, we present the real local and nonlocal reductions and the complex local and nonlocal reductions of the Equations (3) and (4), respectively. Soliton solutions and Jordan block solutions for the resulting equations are derived from the solutions of the nAKNS(3) Equation (3) and the nAKNS(-1) Equation (4) by considering suitable constraints on the elements of the double Wronski determinant. Dynamics of some obtained solutions are analyzed and illustrated by asymptotic analysis. Section 5 is devoted to the conclusions.

2. Lax Representations of the Equations (3) and (4)

In this section, we briefly recall the Lax representations of the Equations (3) and (4). For the details one can refer to References [15,39]. In what follows, we appoint that \( K^T \) represents the transpose of matrix \( K \).

We now pay attention to the spectral problem (1) and time evolution (2). Their compatibility condition \( \Phi_{xt} = \Phi_{tx} \) or moreover zero curvature equation \( M_t - N_x + [M, N] = 0 \) gives rise to
\[ A = \vartheta^{-1}(v, u) \left( \begin{array}{c} -B \\ C \end{array} \right) - \lambda_1 x + A_0, \]  
(9a)
\[ \left( \begin{array}{c} u \\ v \end{array} \right)_t = L \left( \begin{array}{c} -B \\ C \end{array} \right) - 2\lambda \left( \begin{array}{c} -B \\ C \end{array} \right) - 2A_0 \left( \begin{array}{c} -u \\ v \end{array} \right) + 2\lambda \left( \begin{array}{c} -xu \\ xv \end{array} \right), \]  
(9b)
where \( A_0 \) is a constant and
\[ L = \left( \begin{array}{cc} -\vartheta & 0 \\ 0 & \vartheta \end{array} \right) + 2\left( \begin{array}{c} u \\ -v \end{array} \right) \vartheta^{-1}(v, u). \]  
(10)
Setting \( \lambda = \frac{1}{2}(2\lambda)^n \), \( A_0 = 0 \) and expanding \( (B, C)^T \) into polynomial as
\[ \left( \begin{array}{c} B \\ C \end{array} \right) = \sum_{j=1}^{n} \left( \begin{array}{c} b_j \\ c_j \end{array} \right) \lambda^{n-j}, \]  
(11)
by imposing some special choices on \((b_j, c_j)^T\), from (9b) one can derive the positive order nonisospectral AKNS hierarchy

\[
\begin{pmatrix}
u \\
u
\end{pmatrix}_t = L^n \begin{pmatrix}
-xu \\
xv
\end{pmatrix}, \quad (n = 0, 1, 2, \ldots).
\]

In particular, for \(n = 3\) one can derive the nonisospectral AKNS hierarchy

\[
\begin{pmatrix}
u \\
u
\end{pmatrix}_t = L^{-3} \begin{pmatrix}
-xu \\
xv
\end{pmatrix}, \quad (n = 0, 1, 2, \ldots)
\]

Setting \(\lambda_t = \frac{1}{2}(2\lambda)^{-n}, A_0 = 0\) and expanding \((B, C)^T\) into

\[
\begin{pmatrix}
B \\
C
\end{pmatrix} = \sum_{j=1}^{n} \begin{pmatrix}
b_j \\
c_j
\end{pmatrix} \lambda^{j-n},
\]

then by analogous analysis one can obtain the negative order nonisospectral AKNS hierarchy

\[
\begin{pmatrix}
u \\
u
\end{pmatrix}_t = L^{-n} \begin{pmatrix}
-xu \\
xv
\end{pmatrix}, \quad (n = 1, 2, \ldots)
\]

where a formal expression of \(L^{-1}\) was given in Reference [40] (see also Reference [41]). We rewrite (15) as

\[
L^n \begin{pmatrix}
u \\
u
\end{pmatrix}_t = \begin{pmatrix}
-xu \\
xv
\end{pmatrix}, \quad (n = 1, 2, \ldots)
\]

and know that the first member \((n = 1)\) is (4). The expressions of \(A, B\) and \(C\) in (2) for the Equation (4) read

\[
\begin{align*}
A &= -4x\lambda^3 + 2\lambda(xuv + \partial^{-1}uv) + (x + \partial^{-1})(uv_x - u_xv), \\
B &= 4xu\lambda^2 - 2(xu_x + u)\lambda + 2u_x + x(u_{xx} - 2u^2v) - 2u\partial^{-1}uv, \\
C &= 4xv\lambda^2 + 2(xv_x + v)\lambda + 2v_x + x(v_{xx} - 2uv^2) - 2v\partial^{-1}uv.
\end{align*}
\]

3. Local and Nonlocal Reductions of the nAKNS(3) Equation (3)

In this section, we shall consider the local and nonlocal reductions of the nAKNS(3) Equation (3). As a result, nonlocal version of nmKdV-I Equation (5) and nmKdV-II Equation (6) will be studied. The approach is bilinearization-reduction technique, which is originally due to Chen, Deng, Lou and Zhang (see Reference [34]). We first recall the bilinearization and double Wronskian solutions to the nAKNS(3) Equation (3) (see Reference [14]) and then investigate its real local and nonlocal reductions and complex local and nonlocal reductions. Moreover, soliton solutions and Jordan block solutions, as well as the dynamics will be presented. For notational brevity, in what follows, we omit the index of each unit matrix \(I\) to indicate its size.

3.1. Double Wronskian Solutions

Through the dependent variable transformations

\[
u = \frac{g}{f}, \quad \nu = \frac{h}{f},
\]

Then one can write

\[
\begin{pmatrix}
u \\
u
\end{pmatrix}_t = L^n \begin{pmatrix}
-xu \\
xv
\end{pmatrix}, \quad (n = 0, 1, 2, \ldots)
\]

In particular, for \(n = 3\) one can derive the nonisospectral AKNS hierarchy

\[
\begin{pmatrix}
u \\
u
\end{pmatrix}_t = L^{-3} \begin{pmatrix}
-xu \\
xv
\end{pmatrix}, \quad (n = 0, 1, 2, \ldots)
\]

Setting \(\lambda_t = \frac{1}{2}(2\lambda)^{-n}, A_0 = 0\) and expanding \((B, C)^T\) into

\[
\begin{pmatrix}
B \\
C
\end{pmatrix} = \sum_{j=1}^{n} \begin{pmatrix}
b_j \\
c_j
\end{pmatrix} \lambda^{j-n},
\]

then by analogous analysis one can obtain the negative order nonisospectral AKNS hierarchy

\[
\begin{pmatrix}
u \\
u
\end{pmatrix}_t = L^{-n} \begin{pmatrix}
-xu \\
xv
\end{pmatrix}, \quad (n = 1, 2, \ldots)
\]

where a formal expression of \(L^{-1}\) was given in Reference [40] (see also Reference [41]). We rewrite (15) as

\[
L^n \begin{pmatrix}
u \\
u
\end{pmatrix}_t = \begin{pmatrix}
-xu \\
xv
\end{pmatrix}, \quad (n = 1, 2, \ldots)
\]

and know that the first member \((n = 1)\) is (4). The expressions of \(A, B\) and \(C\) in (2) for the Equation (4) read

\[
\begin{align*}
A &= -\frac{1}{2\lambda} \partial^{-1}(uv)_t - \frac{x}{4\lambda} , \\
B &= \frac{\bar{u}_t}{2\lambda} , \\
C &= \frac{\bar{v}_t}{2\lambda}.
\end{align*}
\]
Theorem 1. The double Wronski determinants

\[
\begin{align*}
D_I g \cdot f &= (x D_x^3 + 3D_x^2)g \cdot f + 2D_x g \cdot f_x + 2gs, \\
D_I h \cdot f &= (x D_x^3 + 3D_x^2)h \cdot f + 2D_x h \cdot f_x - 2hs, \\
D_2^2 f \cdot f &= -2gh, \\
D_3 h \cdot g &= D_3 s \cdot f,
\end{align*}
\]

where \( s \) is an auxiliary variable and \( D \) is the well-known Hirota’s bilinear operator \([42]\) defined by

\[
D_I^n D_x^n g \cdot f = (\partial_t - \partial_{x'})^m(\partial_x - \partial_{x'})^n g(t, x)f(t', x')|_{t' = t, x' = x}.
\]

The double Wronskian is a determinant of a double Wronski matrix composed by two basic column vectors, that is,

\[
|\phi, \partial_x \phi, \ldots, \partial_x^{(n)} \phi; \psi, \partial_x \psi, \ldots, \partial_x^{(m)} \psi|,
\]

where the basic column vectors are

\[
\phi = (\phi_1, \phi_2, \ldots, \phi_{n+m+2})^T, \quad \psi = (\psi_1, \psi_2, \ldots, \psi_{n+m+2})^T.
\]

Following the standard shorthand notation given in Reference \([43]\), the \((n + m + 2)\)th-order double Wronskian \((20)\) is indicated by

\[
|\hat{\phi}^{(n)}; \hat{\psi}^{(m)}|.
\]

Double Wronski determinant solutions of bilinear form \((19)\) are presented by the following theorem.

**Theorem 1.** The double Wronski determinants

\[
\begin{align*}
f(\phi, \psi) &= (|\hat{\phi}^{(n)}; \hat{\psi}^{(m)}|, \quad g(\phi, \psi) = 2|\hat{\phi}^{(n+1)}; \hat{\psi}^{(m-1)}|, \quad h(\phi, \psi) = -2|\hat{\phi}^{(n-1)}; \hat{\psi}^{(m+1)}|), \\
s(\phi, \psi) &= 2(|\hat{\phi}^{(n)}; \hat{\psi}^{(m-2)}|, \psi^{(m)}| - |\hat{\phi}^{(n-2)}; \hat{\psi}^{(m+1)}|, \psi^{(m+1)}| - |\hat{\phi}^{(n-1)}; \hat{\psi}^{(m-1)}|, \psi^{(m+2)}|),
\end{align*}
\]

solve the bilinear system \((19)\), provided that \( \phi \) and \( \psi \) satisfy the following conditions

\[
\begin{align*}
\phi_x &= -\frac{1}{2} \Lambda(t) \phi, \quad \psi_x = \frac{1}{2} \Lambda(t) \psi, \\
\phi_1 &= 4x \phi_{xxx} + (6 - 4m) \phi_{xx}, \quad \psi_1 = 4x \psi_{xxx} + (6 - 4m) \psi_{xx},
\end{align*}
\]

respectively, where \( \Lambda(t) \) is an \((n + m + 2) \times (n + m + 2)\) matrix satisfying \( \Lambda(t) = \Lambda^3(t) \).

The proof of the above theorem is similar to the one given in Reference \([14]\), where in that case \( \Lambda(t) \) is diagonal form. To proceed, let us consider the condition equation set \((24)\), which implies

\[
\phi = \left( \frac{1}{\sqrt{2}} \Lambda(t) \right) \begin{pmatrix} 1 - n \end{pmatrix} \phi_x, \quad \psi = \left( \frac{1}{\sqrt{2}} \Lambda(t) \right) \begin{pmatrix} 1 - m \end{pmatrix} \psi_x,
\]

where

\[
\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_{n+m+2})^T, \quad \beta = (\beta_1, \beta_2, \ldots, \beta_{n+m+2})^T,
\]

are two constant column vectors.
3.2. Real Local and Nonlocal Reductions

In this subsection, we will apply the reduction technique to constructing solutions for the nonlocal version of nmKdV-I Equation (5). The idea is that we impose suitable constraints on the pair \((\phi, \psi)\) in the double Wronskian so that (18) coincides with the reduction (26).

3.2.1. Reduction Procedure

Let us now consider the real local and nonlocal reductions of the nAKNS(3) Equation (3). We set

\[ v(x) = \delta u(\sigma x), \quad \sigma = \pm 1. \]  (26)

Applying (26) to (3), we obtain

\[ u_t = x(u_{xxx} - 6\delta uu^2) + 3(\sigma u_{xx} - 2\delta uu^2) - 2\delta u_x \partial^{-1} uu(\sigma x) + 4\delta u^{\partial^{-1}} u u_x(\sigma x). \]  (27)

When \(\sigma = 1\), Equation (27) is nothing but exactly the nmKdV-I Equation (5). When \(\sigma = -1\), Equation (27) is referred to as reverse space nmKdV-I equation. It is worthy to note that the nonlocal reduction of nAKNS(3) Equation (3) is different from the nonlocal reduction of the third order isospectral AKNS equation

\[ u_t = u_{xxx} - 6uvu_x, \]  (28a)

\[ v_t = v_{xxx} - 6uvv_x. \]  (28b)

Equation (28) admits reverse space-time reduction, and the resulting equation is reverse space-time mKdV equation (cf. Reference [17]). While here for the nAKNS(3) Equation (3), the nonlocal reduction is reverse space form. This maybe the effect of the coefficient \(x\) in the nAKNS(3) Equation (3). We observe that Equation (27) is preserved under transformation \(u \rightarrow -u\). Besides, Equation (27) with \((\sigma, \delta) = (\pm 1, 1)\) and with \((\sigma, \delta) = (\pm 1, -1)\) can be transformed from each other by taking \(u \rightarrow \pm iu\).

We now consider the real local and nonlocal reductions on the level of the exact solutions of the nAKNS(3) Equation (3). For this purpose, we take \(m = n\). Double Wronskian solutions to Equation (27) can be summarized in the following theorem.

**Theorem 2.** Exact solutions of the local and nonlocal nmKdV-I Equation (27) are given by

\[ u = \frac{8}{f}, \quad f = |\hat{\phi}^{(n)}; \hat{\psi}^{(n)}|, \quad g = 2|\hat{\phi}^{(n+1)}; \hat{\psi}^{(n-1)}|, \]  (29)

in which \(\phi\) and \(\psi\) are the \(2(n + 1)\)th order column vectors defined by (25), and satisfy the following relation

\[ \psi(x) = (-\sigma)^{\frac{3}{2} - n} T \phi(\sigma x), \]  (30)

where \(T \in \mathbb{C}^{2(n+1) \times 2(n+1)}\) is a constant matrix satisfying

\[ \Lambda(t)T + \sigma T \Lambda(t) = 0, \quad T^2 = -\delta I, \]  (31)

and we require \(\beta = T \alpha\).
**Proof.** Let us first consider the relation (30). In terms of the Equations (31), we have

\[
\psi(x) = \left( \frac{1}{\sqrt{2}} \Lambda(t) \right)^{\frac{3}{2} - n} e^{\frac{1}{2} \Lambda(t) \xi} \beta,
\]

\[
= \left( - \frac{1}{\sqrt{2}} \sigma T \Lambda(t) T^{-1} \right)^{\frac{3}{2} - n} e^{-\frac{1}{2} \sigma T \Lambda(t) T^{-1} \xi} \beta
\]

\[
= (-\sigma)^{\frac{3}{2} - n} T \left( \frac{1}{\sqrt{2}} \Lambda(t) \right)^{\frac{3}{2} - n} e^{-\frac{1}{2} \sigma \Lambda(t) \xi} \alpha
\]

\[
= (-\sigma)^{\frac{3}{2} - n} T \psi(\sigma x).
\]

(32)

We now apply (30) to considering the relations among variables \(f, g\) and \(h\). To achieve this, we introduce a notation

\[
\hat{\phi}^{(a)}(ax) = (\phi(ax), \partial_{ax} \phi(ax), \ldots, \partial_{ax}^{(a)} \phi(ax))_{2(n+1) \times 2(s+1)},
\]

where \(a, b = \pm 1\). Following this notation, we can rewrite variables \(f, g\) and \(h\) as

\[
f = \hat{\phi}^{(n)}(x); \hat{\phi}^{(n)} = |\hat{\phi}^{(n)}(x)|_{[x]}; (-\sigma)^{\frac{3}{2} - n} T \hat{\phi}^{(n)}(x)|_{[x]}|,
\]

(34a)

\[
g = 2\hat{\phi}^{(n+1)}; \hat{\phi}^{(n+1)} = 2|\hat{\phi}^{(n+1)}(x)|_{[x]}; (-\sigma)^{\frac{3}{2} - n} T \hat{\phi}^{(n+1)}(x)|_{[x]}|,
\]

(34b)

\[
h = -2\hat{\phi}^{(n-1)}; \hat{\phi}^{(n-1)} = -2|\hat{\phi}^{(n-1)}(x)|_{[x]}; (-\sigma)^{\frac{3}{2} - n} T \hat{\phi}^{(n-1)}(x)|_{[x]}|.
\]

(34c)

By using the property \(T^2 = -\delta I\), we have

\[
f(\sigma x) = |\hat{\phi}^{(n)}(\sigma x)|_{[\sigma x]}; (-\sigma)^{\frac{3}{2} - n} T \hat{\phi}^{(n)}(x)|_{[x]}|
\]

\[
= (-1)^{(n+1)} T |\hat{\phi}^{(n)}(x)|_{[x]}; (-\sigma)^{\frac{3}{2} - n} T^{-1} \hat{\phi}^{(n)}(x)|_{[x]}|
\]

\[
= (-1)^{(n+1)} |T| (\delta)^{n+1} \hat{\phi}^{(n)}(x)|_{[x]}|; (-\sigma)^{\frac{3}{2} - n} T \hat{\phi}^{(n)}(x)|_{[x]}|
\]

\[
= (-1)^{(n+1)} |T| (\delta)^{n+1} f(x),
\]

(35)

and

\[
g(\sigma x) = 2|\hat{\phi}^{(n+1)}(\sigma x)|_{[\sigma x]}; (-\sigma)^{\frac{3}{2} - n} T \hat{\phi}^{(n+1)}(x)|_{[x]}|
\]

\[
= 2(-1)^{(n+2)} |T| (\delta)^{n+2} \hat{\phi}^{(n+1)}(x)|_{[x]}|; (-\sigma)^{\frac{3}{2} - n} T^{-1} \hat{\phi}^{(n+1)}(x)|_{[x]}|
\]

\[
= 2(-1)^{(n+2)} |T| (\delta)^{n+2} |\hat{\phi}^{(n+1)}(x)|_{[x]}|; (-\sigma)^{\frac{3}{2} - n} T \hat{\phi}^{(n+1)}(x)|_{[x]}|
\]

\[
= (-1)^{(n+2)} |T| (\delta)^{n+2} h(x).
\]

(36)

Thus from the transformation (18), we identify that

\[
u(\sigma x) = \frac{g(\sigma x)}{f(\sigma x)} = \frac{(-1)^{(n+2)} |T| (\delta)^{n+2} h(x)}{(-1)^{(n+1)} |T| (\delta)^{n+1} f(x)} = \delta \frac{h(x)}{f(x)} = \delta v(x),
\]

which coincides with the reduction (26) for the local and nonlocal \(\text{nmKdV-I}\) Equation (27). Therefore, we complete the verification. □

The Theorem 2 implies that double Wronskian solutions to the local and nonlocal \(\text{nmKdV-I}\) Equation (27) are expressed as \(u = \frac{\delta v}{f}\) with

\[
f = |\hat{\phi}^{(n)}(x)|; (-\sigma)^{\frac{3}{2} - n} T \hat{\phi}^{(n)}(x)|_{[\sigma x]}|,\quad g = 2|\hat{\phi}^{(n+1)}(x)|; (-\sigma)^{\frac{3}{2} - n} T \hat{\phi}^{(n+1)}(x)|_{[\sigma x]}|,
\]

(37)

where \(\phi\) is given by (25) and \(\Lambda(t)\) and \(T\) satisfy the constraint relations (31).
3.2.2. Some Examples of Solutions

To present the explicit solutions of the local and nonlocal nmKdV-I Equation (27), we need to solve the matrix Equation (31). The first equation in (31) is the famous Sylvester Equation. Soliton solutions: Let

\[
\Lambda_{1}(t) = \left( \begin{array}{cc} \Lambda_{11}(t) & 0 \\ 0 & \Lambda_{2}(t) \end{array} \right), \quad T = \left( \begin{array}{ccc} T_1 & T_2 \\ T_3 & T_4 \end{array} \right),
\]

with \( \Lambda_{1}(t), \ T_{ij} \in \mathbb{C}^{(n+1)\times(n+1)}, \ i = 1, 2; \ j = 1, 2, 3, 4 \). Substituting (38) into Equation (31) and noting that \( \Lambda_{i,j}(t) = \Lambda_{3}^{2}(t), \ (i = 1, 2) \), one can directly get the solutions for \( \Lambda(t) \) and \( T \). We list the solutions to (31) with different \((\sigma, \delta)\)

Table 1. \( \Lambda(t) \) and \( T \) for Equation (31).

<table>
<thead>
<tr>
<th>((\sigma, \delta))</th>
<th>( \Lambda(t) )</th>
<th>( T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>((1, -1))</td>
<td>(38) with (\Lambda_{2}(t) = -\Lambda_{1}(t))</td>
<td>( T_{1} = T_{4} = 0, \ T_{3} = T_{2} = I )</td>
</tr>
<tr>
<td>((-1, 1))</td>
<td>(38) with (\Lambda_{2}(t) = -\Lambda_{1}(t))</td>
<td>( T_{1} = T_{4} = 0, \ T_{3} = -T_{2} = I )</td>
</tr>
<tr>
<td>((-1, -1))</td>
<td>(38)</td>
<td>( T_{1} = -T_{4} = I, \ T_{3} = T_{2} = 0 )</td>
</tr>
</tbody>
</table>

In the following, we consider two types of solutions for the local and nonlocal nmKdV-I Equation (27), which are soliton solutions and Jordan block solutions. For the sake of brevity, we introduce some notations

\[
p_{i} = (a_{i} - 2t)^{-\frac{1}{2}}, \quad q_{i} = (b_{i} - 2t)^{-\frac{1}{2}}, \quad \theta_{i} = \frac{p_{i}}{q_{i}}, \quad (i = 1, 2, \ldots, n + 1),
\]

where \( \{a_{i}, b_{i}\} \) are complex constants.

**Soliton solutions:** Let \( \Lambda_{1}(t) \) be the diagonal matrix, that is,

\[
\Lambda_{1}(t) = \text{Diag}(p_{1}, p_{2}, \ldots, p_{n+1}).
\]

**Remark 1.** In the case of \((\sigma, \delta) = (-1, \pm 1)\), there is no restriction between \( \Lambda_{1}(t) \) and \( \Lambda_{2}(t) \). We can take \( \Lambda_{2}(t) \) as

\[
\Lambda_{2}(t) = \text{Diag}(q_{1}, q_{2}, \ldots, q_{n+1}).
\]

**Remark 2.** Because of the block structure of matrix \( T \), one can easily observe that \( \alpha \) can be gauged to be \( (1, 1, \ldots, 1, 1, 1, \ldots, 1)^{T} \). This means the solutions obtained for the case \((\sigma = -1, \delta = \pm 1)\) are independent of phase parameters in \( \alpha \), that is, the initial phase has always to be zero. Soliton solutions and Jordan block solution listed below can demonstrate this character.

When \( n = 0 \), we get the 1-soliton solutions

\[
\begin{align*}
\sigma = 1, \delta = -1 & \quad u_{\sigma=1,\delta=-1} = p_{1} \text{sech}(p_{1} x + \ln \theta_{1}), \quad (42a) \\
\sigma = 1, \delta = 1 & \quad u_{\sigma=1,\delta=1} = p_{1} \text{csch}(p_{1} x + \ln \theta_{1}), \quad (42b) \\
\sigma = -1, \delta = -1 & \quad u_{\sigma=-1,\delta=-1} = \frac{p_{1} - q_{1}}{e^{p_{1} x} + e^{q_{1} x}}, \quad (42c) \\
\sigma = -1, \delta = 1 & \quad u_{\sigma=-1,\delta=1} = \frac{i(p_{1} - q_{1})}{e^{p_{1} x} + e^{q_{1} x}}, \quad (42d)
\end{align*}
\]
If we impose $\Lambda_2(t) = -\Lambda_1(t)$ into cases ($\sigma, \delta$) = ($-1, \pm 1$), we can get other 1-soliton solutions for these two cases

\begin{align}
    u_{\sigma=1,\delta=-1} &= p_1 \text{sech}(p_1 x), \\
    u_{\sigma=-1,\delta=-1} &= ip_1 \text{sech}(p_1 x).
\end{align}

When $n = 1$, one can get the 2-soliton solutions. For convenience, here we just write down the 2-soliton solutions with $\Lambda_2(t) = -\Lambda_1(t)$. They read

\begin{align}
    u_{\sigma=1,\delta=-1} &= \frac{4\theta_1\theta_2(p_1^2 - p_2^2)e^{(p_1 + p_2)x}(p_1 \cosh(p_2 x + \ln \theta_2) - p_2 \cosh(p_1 x + \ln \theta_1))}{2p_1p_2((\theta_1e^{p_1x} - \theta_2e^{p_2x})^2 - (1 + \theta_1\theta_2e^{(p_1 + p_2)x})^2)} + \bar{c}(t), \\
    u_{\sigma=1,\delta=1} &= \frac{4\theta_1\theta_2(p_1^2 - p_2^2)e^{(p_1 + p_2)x}(p_2 \sinh(p_1 x + \ln \theta_1) - p_1 \sinh(p_2 x + \ln \theta_2))}{2p_1p_2((\theta_1e^{p_1x} - \theta_2e^{p_2x})^2 + (\theta_1\theta_2e^{(p_1 + p_2)x} - 1)^2)} + \bar{d}(t), \\
    u_{\sigma=-1,\delta=-1} &= \frac{(p_1^2 - p_2^2)(p_1 \cosh(p_2 x) - p_2 \cosh(p_1 x))}{(p_1^2 + p_2^2)\cosh(p_1 x)\cosh(p_2 x) - 2p_1p_2(1 + \sinh(p_1 x)\sinh(p_2 x))}, \\
    u_{\sigma=-1,\delta=1} &= \frac{i(p_1^2 - p_2^2)(p_1 \cosh(p_2 x) - p_2 \cosh(p_1 x))}{(p_1^2 + p_2^2)\cosh(p_1 x)\cosh(p_2 x) - 2p_1p_2(1 + \sinh(p_1 x)\sinh(p_2 x))},
\end{align}

in which

\begin{align}
    \bar{c}(t) &= (p_1^2 + p_2^2)(1 + \theta_1^2e^{2p_1x})(1 + \theta_2^2e^{2p_2x}), \\
    \bar{d}(t) &= (p_1^2 + p_2^2)(\theta_1^2e^{2p_1x} - 1)(1 - \theta_2^2e^{2p_2x}).
\end{align}

**Jordan block solutions:** To present elements of the basic Wronskian column vector of this case, we first introduce lower triangular Toeplitz (LTT) matrices which are defined as

\[
\mathcal{A} = \begin{pmatrix}
\gamma_0 & 0 & 0 & \cdots & 0 & 0 \\
\gamma_1 & \gamma_0 & 0 & \cdots & 0 & 0 \\
\gamma_2 & \gamma_1 & \gamma_0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\gamma_{N-1} & \gamma_{N-2} & \gamma_{N-3} & \cdots & \gamma_1 & \gamma_0
\end{pmatrix}_{N \times N}, \quad \gamma_j \in \mathbb{C}.
\]

Note that all the LTT matrices of same order compose a commutative set in terms of matrix product. Canonical form of such a matrix is a Jordan matrix. LTT matrices play an important role in generating Jordan block (or multiple-pole or limit) solutions (cf. References [45,46]).

We take

\[
\Lambda_1(t) = (\lambda_{s,j})_{(n+1) \times (n+1)}, \quad \lambda_{s,j} = \begin{cases} \frac{1}{(s-j)!} \frac{\partial^{s-j} 1}{\partial p_1^j} p_1, & s \geq j, \\ 0, & s < j. \end{cases}
\]

Similar to the discussion of soliton solutions, in this case $\phi$ has two expressions with components

\begin{align}
    \phi_j &= \begin{cases} \frac{\partial^{j-1}}{\partial p_1^{j-1}} a_1(-\sqrt{27} p_1)^{2-n} e^{\frac{2 \alpha_j}{2}}, & j = 1, 2, \ldots, n + 1, \\
    \frac{\partial^{j-1}}{\partial p_1^{j-1}} a_1(-\sqrt{27} q_1)^{2-n} e^{\frac{2 \alpha_j}{2}}, & j = n + 1 + s; \ s = 1, 2, \ldots, n + 1, \end{cases}
\end{align}

or

\begin{align}
    \phi_j &= \begin{cases} \frac{\partial^{j-1}}{\partial p_1^{j-1}} a_1(-\sqrt{27} p_1)^{2-n} e^{\frac{2 \alpha_j}{2}}, & j = 1, 2, \ldots, n + 1, \\
    \frac{\partial^{j-1}}{\partial p_1^{j-1}} a_1(\sqrt{27} q_1)^{2-n} e^{\frac{2 \alpha_j}{2}}, & j = n + 1 + s; \ s = 1, 2, \ldots, n + 1. \end{cases}
\end{align}
When \( n = 1 \), we only list the solutions in the case of \((\sigma = 1, \delta = -1)\) and \((\sigma = -1, \delta = -1)\), which are

\[
\begin{align*}
    u_{\sigma=1,\delta=-1} &= \frac{4p_1(\cosh(p_1 x - \ln \theta_1) - p_1 x \sinh(p_1 x - \ln \theta_1))}{1 + 2(p_1 x)^2 + \cosh(2(p_1 x - \ln \theta_1))}, \quad (48a) \\
    u_{\sigma=-1,\delta=-1} &= \frac{2(p_1 - q_1)e^{\sigma_0 \left( \frac{p_1 + q_1}{2} \right)^2} \left( 2 \cosh \left( \frac{p_1 - q_1}{2} x \right) - (p_1 - q_1) x \sinh \left( \frac{p_1 - q_1}{2} x \right) \right)}{2 + ((p_1 - q_1) x)^2 + 2 \cosh \left( \frac{p_1 - q_1}{2} x \right)}, \quad (48b) \\
    u_{\sigma=-1,\delta=-1} &= \frac{4p_1(p_1 x - p_1 x \sinh(p_1 x))}{1 + 2(p_1 x)^2 + \cosh(2p_1 x)}. \quad (48c)
\end{align*}
\]

### 3.2.3. Dynamics

Now let us consider the dynamics of the obtained 1-soliton solution, 2-soliton solutions and Jordan block solutions, where we need to take \( t < \min \{ a_1, b_1 \} \) in order to guarantee the real properties of components \( p_1 \) and \( q_i \). It is obvious that \( p_1 > 0 \) and \( q_i > 0 \) for \( i = 1, 2 \). With no loss of generality we just consider the dynamics of \( u_{\sigma=1,\delta=-1} \) and \( u_{\sigma=-1,\delta=-1} \). We first identify the dynamics of 1-soliton solution given by (42a), (42c) and (43a). Solution (42a) is nonsingular soliton wave with initial phase \( \ln \theta_1 \). Moreover, the part \( p_1 \) defines a time varying amplitude due to the nonisospectral effect. The top trace is given by the point trace

\[
x(t) = -p_1^{-1} \ln \theta_1. \quad (49)
\]

Furthermore,

\[
\frac{dx(t)}{dt} = -p_1 \ln \theta_1 \quad (50)
\]

implies the time-varying velocity of the wave. For the solution (42c), it is easy to find that for fixed \( t \), \( u_{\sigma=-1,\delta=-1} \to 0 \) as \( x \to +\infty \) and \( u_{\sigma=-1,\delta=-1} \to \infty \) as \( x \to -\infty \). For the solution (43a), one can find that it is exactly the solution (42a) with \( \theta_1 = 1 \), which appears as a stationary soliton with top trace \( x = 0 \). We illustrate these three solitons in Figure 1.
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**Figure 1.** (a) shape and motion with \( u \) given by (42a) for \( a_1 = 2 \) and \( \theta_1 = 2 \). (b) waves in solid line and dotted line stand for plot (a) at \( t = 0.6 \) and \( t = 0.9 \), respectively. (c) shape and motion with \( u \) given by (42c) for \( a_1 = 3 \) and \( b_1 = 4 \). (d) shape and motion with \( u \) given by (43a) for \( a_1 = 2 \).

We next to pay attention to the 2-soliton solutions (44). Since \( p_1 \) and \( p_2 \) are functions of \( t \), it is intractable to make asymptotic analysis as usual [47]. Here, we only depict (44a) and (44c) in Figure 2. We illustrate the Jordan block solutions (48) in Figure 3.
As shown in Figure 2, for fixed \( t \), solution (44c) is an even function of \( x \) and also appears as stationary solitons. For the Jordan block solution (48c), one can notice that it is a stationary wave and is symmetric with respect to \( x \).

Figure 3. (a) shape and motion with \( u \) given by (48a) for \( a_1 = 1 \) and \( \theta_1 = 2 \). (b) waves in solid and dotted line stand for plot (a) at \( t = -0.5 \) and \( t = -2 \), respectively. (c) waves in solid and dotted line stand for (48b) for \( a_1 = 1 \), \( b_1 = 8 \) at \( t = 0 \) and \( t = -0.2 \), respectively. (d) waves in solid and dotted line stand for (48c) for \( a_1 = 2 \) at \( t = -1 \) and \( t = 0.5 \), respectively.

3.3. Complex Local and Nonlocal Reductions

In this subsection, we mainly realize the complex local and nonlocal reductions of the nAKNS(3) Equation (3). We impose complex reduction

\[
v(x) = \delta u^*(\sigma x), \quad \sigma = \pm 1,
\]

into (3) and then catch the complex equation

\[
\begin{align*}
  u_t &= x(u_{xxx} - 6\delta uu^*(\sigma x)u_x) + 3(u_{xx} - 2\delta u^2u^*(\sigma x)) \\
  &\quad - 2\delta u_x \partial^{-1}uu^*(\sigma x) + 4\delta u \partial^{-1}uu_x^*(\sigma x),
\end{align*}
\]

which is the local nmKdV-II Equation (6) when \( \sigma = 1 \) and the nonlocal nmKdV-II equation when \( \sigma = -1 \). Equation (52) is preserved under transformations \( u \to -u \) and \( u \to \pm iu \). Since the discussion is similar to the real reduction, here we skip the proof and only present the related constraint conditions and solutions of Equation (52) in the following theorem.

Theorem 3. Exact solutions of the local and nonlocal nmKdV-II Equation (52) are given by

\[
    u = \frac{g}{f}, \quad f = |\hat{\phi}(n), \hat{\psi}(n)|, \quad g = 2|\hat{\phi}(n+1), \hat{\psi}(n-1)|,
\]
in which $\phi$ and $\psi$ are the $2(n + 1)$th order column vectors defined by (25), and satisfy the following relation

$$\psi(x) = (\sigma^2 - n T \phi^*(x)), \tag{54}$$

where $T \in \mathbb{C}^{2(n+1) \times 2(n+1)}$ in (54) is a constant matrix satisfying

$$\Lambda(t) T + \sigma T \Lambda^*(t) = 0, \quad TT^* = -\delta I, \tag{55}$$

and we require $\beta = T \alpha^*$. We skip the proof here, which is similar to the one for Theorem 2. Based on the Theorem 3 we know that $u = f$ together with

$$f = |\phi^{(n)}(x); (\sigma^2 - n T \phi^{(n)})(x)|, \quad g = 2|\phi^{(n+1)}(x); (\sigma^2 - n T \phi^{(n+1)})(x)|, \tag{56}$$

does the local and nonlocal nmKdV-II Equation (52), where $\phi$ is given by (25) and $\Lambda(t)$ and $T$ satisfy the constraint relations (55).

In order to solve the constraint equations (55), we still decompose matrices $\Lambda(t)$ and $T$ as (38). We list the solutions to (55) in Table 2.

### Table 2. $\Lambda(t)$ and $T$ for Equation (55).

<table>
<thead>
<tr>
<th>$(\sigma, \delta)$</th>
<th>$\Lambda(t)$</th>
<th>$T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(1, -1)$</td>
<td>(38) with $\Lambda_2(t) = -\Lambda_1^*(t)$</td>
<td>$T_1 = T_4 = 0$, $T_3 = T_2 = I$</td>
</tr>
<tr>
<td>$(1, 1)$</td>
<td>(38) with $\Lambda_2(t) = -\Lambda_1^*(t)$</td>
<td>$T_1 = T_4 = 0$, $T_3 = -T_2 = I$</td>
</tr>
<tr>
<td>$(-1, -1)$</td>
<td>(38) with $\Lambda_2(t) = \Lambda_1^*(t)$</td>
<td>$T_1 = T_4 = 0$, $T_3 = T_2 = I$</td>
</tr>
<tr>
<td>$(-1, 1)$</td>
<td>(38) with $\Lambda_2(t) = \Lambda_1^*(t)$</td>
<td>$T_1 = T_4 = 0$, $T_3 = -T_2 = I$</td>
</tr>
</tbody>
</table>

Since the involvement of complex conjugate, here we just consider the soliton solutions for the local and nonlocal nmKdV-II Equation (52). For convenience, we denote

$$k_j = (c_j - 2t)^{-\frac{1}{2}}, \quad (j = 1, 2, \ldots, n + 1), \tag{57}$$

where $c_j = c_{j1} + ic_{j2}$, $(j = 1, 2, \ldots, n + 1)$ are complex constants. Soliton solutions can be derived by taking

$$\Lambda_1(t) = \text{Diag}(k_1, k_2, \ldots, k_{n+1}). \tag{58}$$

In particular, with different $(\sigma, \delta)$, the 1-soliton solution of Equation (52) can be described as

$$u_{\sigma=1,\delta=-1} = \frac{a_1 \tilde{a}_1 (k_1 + k_1^\dagger)}{|\tilde{a}_1|^2 e^{-xk_1} + |\tilde{a}_1|^2 e^{xk_1}}, \tag{59a}$$

$$u_{\sigma=1,\delta=1} = \frac{a_1 \tilde{a}_1 (k_1 + k_1^\dagger)}{|\tilde{a}_1|^2 e^{-xk_1} - |\tilde{a}_1|^2 e^{xk_1}}, \tag{59b}$$

$$u_{\sigma=-1,\delta=-1} = \frac{a_1 \tilde{a}_1 (k_1 - k_1^\dagger)}{|\tilde{a}_1|^2 e^{-xk_1} - |\tilde{a}_1|^2 e^{xk_1}}, \tag{59c}$$

$$u_{\sigma=-1,\delta=1} = \frac{a_1 \tilde{a}_1 (k_1 - k_1^\dagger)}{|\tilde{a}_1|^2 e^{-xk_1} + |\tilde{a}_1|^2 e^{xk_1}}, \tag{59d}$$

where $|\cdot|$ means module.
Now let us consider the dynamics of solutions (59). We denote \( k_1 = (\mu + iv)^{-1} \) and substitute it back into (57) with \( j = 1 \). Equating the real part and imaginary part, the result is

\[
\mu = \frac{c_{12}}{2v}, \quad v = \frac{1}{\sqrt{2}} \left( 2t - c_{11} + \sqrt{(c_{11} - 2t)^2 + c_{12}^2} \right)^{\frac{1}{2}}.
\]  

(60)

Taking \( k_1 = (\mu + iv)^{-1} \) into (59), we rewrite it as

\[
\begin{align*}
\left| u_{\sigma = 1, \delta = -1} \right|^2 & = \frac{2\alpha_1 \tilde{\alpha}_1 \mu}{(\mu^2 + v^2)(|\alpha_1|^2 e^{-\frac{\mu}{\mu + v}} + |\bar{\alpha}_1|^2 e^{\frac{\mu}{\mu + v}})}, \\
\left| u_{\sigma = 1, \delta = 1} \right|^2 & = \frac{2\alpha_1 \tilde{\alpha}_1 \mu}{(\mu^2 + v^2)(|\alpha_1|^2 e^{-\frac{\mu}{\mu + v}} - |\bar{\alpha}_1|^2 e^{\frac{\mu}{\mu + v}})}, \\
\left| u_{\sigma = -1, \delta = -1} \right|^2 & = \frac{-2i\alpha_1 \tilde{\alpha}_1 v}{(\mu^2 + v^2)(|\alpha_1|^2 e^{-\frac{\mu}{\mu + v}} - |\bar{\alpha}_1|^2 e^{\frac{\mu}{\mu + v}})}, \\
\left| u_{\sigma = -1, \delta = 1} \right|^2 & = \frac{-2i\alpha_1 \tilde{\alpha}_1 v}{(\mu^2 + v^2)(|\alpha_1|^2 e^{-\frac{\mu}{\mu + v}} + |\bar{\alpha}_1|^2 e^{\frac{\mu}{\mu + v}})}.
\end{align*}
\]  

(61)

To proceed, we present an analysis of the dynamics of \( |u|_{\sigma = 1, \delta = -1} \) and \( |u|_{\sigma = -1, \delta = -1} \). For the solution (61a), we know that

\[
\left| u \right|_{\sigma = 1, \delta = -1}^2 = \frac{\mu^2}{(\mu^2 + v^2)^2} \text{sech}^2 \left( \frac{\mu x}{\mu^2 + v^2} + \ln \left| \frac{\bar{\alpha}_1}{\alpha}_1 \right| \right).
\]  

(62)

The part \( \frac{\mu^2}{(\mu^2 + v^2)^2} \) implies a time varying amplitude, which tends to zero as \( t \to \pm \infty \).

Besides, the part \( \text{sech}^2 \left( \frac{\mu x}{\mu^2 + v^2} + \ln \left| \frac{\bar{\alpha}_1}{\alpha}_1 \right| \right) \) is Gaussian-distributed with respect to \( x \) for a given \( t \). Figure 4 shows that the central amplitude is higher than both the background and the amplitude of this soliton. Thus we view central peak as a rogue wave. The top trace of (62) is

\[
x = \frac{\mu^2 + v^2}{\mu} \ln \left| \frac{\bar{\alpha}_1}{\alpha}_1 \right|, \quad (63)
\]

and the traveling speed is

\[
x'(t) = \frac{2v(2\mu^2 + 2t - c_{11})}{c_{12}(2\nu^2 - 2t + c_{11})} \ln \left| \frac{\bar{\alpha}_1}{\alpha}_1 \right|.
\]  

(64)

When \( |\alpha_1| = |\bar{\alpha}_1| \), (62) exhibits a stationary rogue wave with top trace \( x = 0 \).

---

**Figure 4.** Shape and motion of (62). (a) a stationary rogue wave with \( c_1 = 2i \) and \( \alpha_1 = \bar{\alpha}_1 = 1 \). (b) waves in solid and dotted line stand for plot (a) at \( t = -3 \) and \( t = 0 \), respectively. (c) a moving rogue wave with \( c_1 = 1 + 2i, \alpha_1 = 5 \) and \( \bar{\alpha}_1 = 1 \). (d) waves in solid and dotted line stand for plot (c) at \( t = -3 \) and \( t = 0 \), respectively.
For solution (61c) we observe that
\[ |u|^2_{\sigma = -1, \delta = -1} = \frac{4|\alpha_1 \tilde{\alpha}_1 v|^2 e^{-\frac{2ix}{\sqrt{\mu^2 + v^2}}}}{\left(\mu^2 + v^2\right)^2 (|\alpha_1|^4 + |\tilde{\alpha}_1|^4 - 2|\alpha_1 \tilde{\alpha}_1|^2 \cos \frac{2ix}{\mu^2 + v^2})}. \] (65)

When $|\alpha_1| = |\tilde{\alpha}_1|, |u|^2_{\sigma = -1, \delta = -1}$ has singularities along
\[ x(t) = \frac{\kappa \pi (\mu^2 + v^2)}{v}, \quad \kappa \in \mathbb{Z}. \] (66)

While when $|\alpha_1| \neq |\tilde{\alpha}_1|, |u|^2_{\sigma = -1, \delta = -1}$ is a nonsingular wave. For fixed $t$, it tends to zero as $x \to +\infty$ and tends to $+\infty$ as $x \to -\infty$. Because of the involvement of cosine function in denominator, there is quasi-periodic phenomenon. We depict this solution in Figure 5.
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**Figure 5.** $|u|^2$ given by (65) for $c_1 = 0.01 + i$. (a) shape and motion with $\alpha_1 = 1 + i$ and $\tilde{\alpha}_1 = 1$; (b) waves in solid and dotted line stand for plot (a) at $t = 2$ and $t = 2.4$, respectively. (c) wave shape with $\alpha_1 = \tilde{\alpha}_1 = 1$ at $t = 2$.

### 4. Local and Nonlocal Reductions of the nAKNS(-1) Equation (4)

In this section, we shall use a similar strategy to consider the local and nonlocal reductions of the nAKNS(-1) Equation (4). Real nonlocal reduction and complex nonlocal reduction will be applied to the nAKNS(-1) Equation (4). Consequently, a nonlocal nsG-I equation (real form) and a nonlocal nsG-II equation (complex form) will be presented. Soliton solutions and Jordan block solutions for the local and nonlocal nsG-I equations and local and nonlocal nsG-II equations will be discussed. Dynamics will also be studied.

#### 4.1. Double Wronskian Solutions

Before considering the local and nonlocal reductions we reveal the bilinearization and double Wronskian solutions for the nAKNS(-1) Equation (4).

Through the dependent variable transformations
\[ u = \frac{g}{f}, \quad v = \frac{h}{f}, \] (67)

the nAKNS(-1) Equation (4) is transformed into the bilinear form
\[ D_x D_t g \cdot f - xg f = 0, \] (68a)
\[ D_x D_t h \cdot f - xhf = 0, \] (68b)
\[ D_x^2 f \cdot f - 2gh = 0. \] (68c)

Double Wronski determinant solutions of bilinear form (68) are presented by the following theorem.
Theorem 4. The double Wronskian determinants

\[ f = |\varphi^{(n)}_\sigma, \varphi^{(m)}_\sigma|, \quad g = 2|\varphi^{(n+1)}_\sigma, \varphi^{(m-1)}_\sigma|, \quad h = 2|\varphi^{(n-1)}_\sigma, \varphi^{(m+1)}_\sigma|, \]  

solve the bilinear system (68), provided that \( \Phi \) and \( \Psi \) satisfy the following condition equation set

\[
\begin{align*}
\Phi_x &= -\frac{\Omega(t)}{2} \Phi, \quad \Psi_x = \frac{\Omega(t)}{2} \Psi, \tag{70a} \\
\Phi_t &= \frac{x}{4} \partial^{-1} \Phi - \frac{1}{4} \partial^{-2} \Phi, \quad \Psi_t = \frac{x}{4} \partial^{-1} \Psi - \frac{1}{4} \partial^{-2} \Psi, \tag{70b}
\end{align*}
\]

respectively, where \( \Omega(t) \) is an \((n + m + 2) \times (n + m + 2)\) matrix satisfying \( \Omega(t) = \Omega^{-1}(t) \).

Solving the condition equation set (70), we know that the column vectors \( \Phi \) and \( \Psi \) are given by

\[ \Phi = \Omega^{-1}(t) e^{-\frac{\Omega(t)}{2} x} \sigma, \quad \Psi = \Omega^{-1}(t) e^{-\frac{\Omega(t)}{2} x} \beta, \]  
where \( \alpha \) and \( \beta \) are two constant column vectors given by (25b).

In the following two subsections, we consider the real local and nonlocal reductions and the complex local and nonlocal reductions of the nAKNS(-1) Equation (4), respectively. We take \( m = n \) and follow the ideas of Sections 3.1 and 3.2. We will see that the nonlocal nsG-I equation and the nonlocal nsG-II equation are also reverse space type.

4.2. Real Local and Nonlocal Reductions

Applying constraint

\[ v(x) = \delta u(\sigma x) \quad \sigma = \pm 1, \]  

(72)

to the nAKNS(-1) Equation (4), we reach to equation

\[ u_{st} + 2\delta \partial \partial^{-1}(uu(\sigma x)) = xu, \]  

(73)

which is the local nsG-I Equation (7) when \( \sigma = 1 \) and the nonlocal nsG-I Equation when \( \sigma = -1 \). It is easy to understand that Equation (73) is preserved under transformation \( u \rightarrow -u \). Meanwhile, Equation (73) with \( (\sigma, \delta) = (\pm 1, 1) \) and with \( (\sigma, \delta) = (\pm 1, -1) \) can be transformed from each other by taking \( u \rightarrow \pm iu \).

Remark 3. Similar to the isospectral case (cf. Reference [34]), we view the Equation (7) with \( \delta = 1 \) as a nonpotential form of the nonisospectral sG equation

\[ w_{tx} = x \sin w - \cos \partial^{-1} \sin w + \sin \partial^{-1}(\cos w - 1). \]  

(74)

In fact, we introduce an auxiliary function \( \rho \) satisfying \( \rho_x = (u^2)_t \), then (7) yields

\[ u_{st} + 2u \rho = xu, \quad (u^2)_t = \rho_x. \]  

(75)

Via the transformations (cf. Reference [48,49])

\[ u = \frac{w_x}{2}, \quad \rho = -\frac{1}{2}((x + \cos \partial^{-1})(\cos w - 1) + \sin \partial^{-1}\sin w), \]  

(76)

system (75) can be transformed into

\[ u_{st} + 2u \rho - xu = \frac{1}{2}[w_{xt} - (x \sin w - \cos \partial^{-1} \sin w + \sin \partial^{-1}(\cos w - 1))]_x, \]  

(77a)

\[ (u^2)_t - \rho_x = \frac{w_x}{2}[w_{xt} - (x \sin w - \cos \partial^{-1} \sin w + \sin \partial^{-1}(\cos w - 1))], \]  

(77b)
Thus we call the Equation (7) with \( \delta = 1 \) as a nonpotential nonspectrual sG equation.

Analogous to the previous analysis, double Wronski determinant solutions to local and nonlocal nsG-I Equation (73) can be summerized by the following theorem.

**Theorem 5.** Exact solutions of the local and nonlocal nsG-I Equation (73) are given by

\[
 u = \frac{g}{f}, \quad f = |\hat{\phi}^{(n)}(x) - \sigma T\hat{\phi}^{(n)}(\sigma x)|, \quad g = 2|\hat{\phi}^{(n+1)}(x) - \sigma T\hat{\phi}^{(n-1)}(\sigma x)|, \tag{78}
\]

in which \( \phi \) is the \( 2(n+1) \)th order column vector defined by (71) and \( T \in \mathbb{C}^{2(n+1) \times 2(n+1)} \) is a constant matrix satisfying

\[
 \Omega(t)T + \sigma T\Omega(t) = 0, \quad T^2 = -\sigma \delta I. \tag{79}
\]

4.2.1. Some Examples of Solutions

We shall now derive, starting from (79), solutions for the local and nonlocal nsG-I Equation (73). We take \( \Omega(t) \) and \( T \) as the block matrices

\[
 \Omega(t) = \begin{pmatrix} \Omega_1(t) & 0 \\ 0 & \Omega_2(t) \end{pmatrix}, \quad T = \begin{pmatrix} T_1 & T_2 \\ T_3 & T_4 \end{pmatrix}, \tag{80}
\]

with \( \Omega_i(t), T_j \in \mathbb{C}^{(n+1) \times (n+1)}, i = 1,2; j = 1,2,3,4. \) Substituting (80) into Equation (79) and performing straightforward calculation, one can realize the relations between \( \Omega_1(t) \) and \( \Omega_2(t) \). In addition, the form of \( T \) can be determined. We list the solutions to (79) with different \((\sigma, \delta)\) in Table 3.

**Table 3.** \( \Omega(t) \) and \( T \) for Equation (79).
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To proceed, we introduce two notations

\[
 r_i = (2t + d_i)^\frac{1}{\gamma}, \quad s_i = (2t + c_i)^\frac{1}{\gamma}, \quad (i = 1,2,\ldots,n+1), \tag{81}
\]

where \( \{d_i,c_i\} \) are complex constants. We will now list soliton solutions and Jordan block solutions to the Equation (73) in terms of the different forms of \( \Omega_1(t) \) and \( \Omega_2(t) \).

**Soliton solutions:** Let \( \Omega_1(t) \) be the diagonal matrix

\[
 \Omega_1(t) = \text{Diag}(r_1, r_2, \ldots, r_{n+1}). \tag{82}
\]

Then for cases \((\sigma, \delta) = (1, \pm 1)\), one has to take

\[
 \Omega_2(t) = \text{Diag}(-r_1, -r_2, \ldots, -r_{n+1}). \tag{83}
\]

While for cases \((\sigma, \delta) = (-1, \pm 1)\), \( \Omega_2(t) \) can be taken as (83) or

\[
 \Omega_2(t) = \text{Diag}(s_1, s_2, \ldots, s_{n+1}). \tag{84}
\]
We can also observe that solutions in the cases \((\sigma = -1, \delta = \pm 1)\) are independent of phase parameters in \(u\), since it is gauged to be \((1,1,\ldots,1;1,1,\ldots,1)^T\). The 1-soliton solutions read

\[
\begin{align*}
    u_{\sigma=1,\delta=1} &= r_1 \sech(r_1 x + \ln \theta_1), \\
    u_{\sigma=1,\delta=-1} &= r_1 \csch(r_1 x + \ln \theta_1), \\
    u_{\sigma=-1,\delta=1} &= r_1 \sech(r_1 x), \text{ with } \Omega_2 \text{ given by (83)}, \\
    u_{\sigma=-1,\delta=-1} &= ir_1 \sech(r_1 x), \text{ with } \Omega_2 \text{ given by (83)}, \\
    u_{\sigma=-1,\delta=1} &= (r_1 - s_1) e^{\sigma_1 x} + e^{\sigma_2 x}, \text{ with } \Omega_2 \text{ given by (84)}, \\
    u_{\sigma=-1,\delta=-1} &= i(r_1 - s_1) e^{\sigma_1 x} + e^{\sigma_2 x}, \text{ with } \Omega_2 \text{ given by (84)},
\end{align*}
\]

where \(\theta_1\) is defined by (39).

When \(n = 1\), we list the 2-soliton solutions with \(\Omega_2(t) = -\Omega_1(t)\), which are

\[
\begin{align*}
    u_{\sigma=1,\delta=1} &= \frac{4\theta_1 \theta_2 (r_1^2 - r_2^2) e^{(r_1 + r_2)x} (r_1 \cosh(r_2 x + \ln \theta_2) - r_2 \cosh(r_1 x + \ln \theta_1))}{2r_1 r_2((\theta_1 e^{r_1 x} - \theta_2 e^{r_2 x})^2 - (1 + \theta_1 \theta_2 e^{(r_1 + r_2)x})^2 + a(t))}, \\
    u_{\sigma=1,\delta=-1} &= \frac{4\theta_1 \theta_2 (r_1^2 - r_2^2) e^{(r_1 + r_2)x} (r_2 \sinh(r_1 x + \ln \theta_1) - r_1 \sinh(r_2 x + \ln \theta_2))}{2r_1 r_2((\theta_1 e^{r_1 x} - \theta_2 e^{r_2 x})^2 + (\theta_1 \theta_2 e^{(r_1 + r_2)x})^2 + b(t))}, \\
    u_{\sigma=-1,\delta=1} &= \frac{i(r_1^2 - r_2^2)(r_1 \cosh(r_2 x) - r_2 \cosh(r_1 x))}{(r_1^2 + r_2^2) \cosh(r_1 x) \cosh(r_2 x) - 2r_1 r_2 (1 + \sinh(r_1 x) \sinh(r_2 x))}, \\
    u_{\sigma=-1,\delta=-1} &= \frac{i(r_1^2 - r_2^2)(r_2 \cosh(r_1 x) - r_1 \cosh(r_2 x))}{(r_1^2 + r_2^2) \cosh(r_1 x) \cosh(r_2 x) - 2r_1 r_2 (1 + \sinh(r_1 x) \sinh(r_2 x))},
\end{align*}
\]

where

\[
\begin{align*}
    a(t) &= (r_1^2 + r_2^2)(1 + \theta_1^2 e^{2r_1 x})(1 + \theta_2^2 e^{2r_2 x}), \\
    b(t) &= (r_1^2 + r_2^2)(\theta_1^2 e^{2r_1 x} - 1)(1 - \theta_2^2 e^{2r_2 x}).
\end{align*}
\]

**Jordan block solutions:** We take

\[
\Omega_1(t) = (\alpha_{s,j})_{(n+1)\times(n+1)}, \quad \alpha_{s,j} = \begin{cases} 
\frac{1}{(s-j)!} \frac{\partial^{s-j}}{\partial t^{s-j}} r_1, & s \geq j, \\
0, & s < j.
\end{cases}
\]

Then with different \(\Omega_2\), \(\phi\) has two expressions with components

\[
\phi_j = \begin{cases} 
\frac{\partial^{j-1}}{\partial t^{j-1}} \alpha_1(-r_1)^{-1} e^{\frac{r_1 x}{2}}, & j = 1, 2, \ldots, n+1, \\
\frac{\partial^{j-1}}{\partial t^{j-1}} \alpha_1(r_1)^{-1} e^{\frac{r_1 x}{2}}, & j = n+1+s; \ s = 1, 2, \ldots, n+1,
\end{cases}
\]

or

\[
\phi_j = \begin{cases} 
\frac{\partial^{j-1}}{\partial t^{j-1}} \alpha_1(-r_1)^{-1} e^{\frac{r_1 x}{2}}, & j = 1, 2, \ldots, n+1, \\
\frac{\partial^{j-1}}{\partial t^{j-1}} \alpha_1(-s_1)^{-1} e^{\frac{s_1 x}{2}}, & j = n+1+s; \ s = 1, 2, \ldots, n+1.
\end{cases}
\]
When \( n = 1 \), we give the solutions in the case of \((\sigma = 1, \delta = 1)\) and \((\sigma = -1, \delta = 1)\), which are

\[
\begin{align*}
 u_{\sigma=1,\delta=1} &= \frac{4r_1(\cosh(r_1x - \ln \theta_1) - r_1 x \sinh(r_1x - \ln \theta_1))}{1 + 2(r_1x)^2 + \cosh(2(r_1x - \ln \theta_1))}, \quad (90a) \\
 u_{\sigma=-1,\delta=1} &= \frac{4r_1(\cosh(r_1x) - r_1 x \sinh(r_1x))}{1 + 2(r_1x)^2 + \cosh(2r_1x)}, \quad (90b) \\
 u_{\sigma=-1,\delta=1} &= \frac{2(r_1 - s_1)e^{(r_1+s_1)x}((r_1 - s_1)x \sinh((r_1 - s_1)x) - 2 \cosh((r_1 - s_1)x))}{2 + (r_1^2 - s_1^2)x^2 + 2 \cosh((r_1 - s_1)x)} \quad (90c)
\end{align*}
\]

4.2.2. Dynamics

We now examine the dynamics of some obtained solutions, where we take \( t < \min\{-\frac{d_j}{\pi}, -\frac{e_j}{\pi}\} \) in order to guarantee the real properties of components \( r_i \) and \( s_i \). Here we just consider the dynamics of \( u_{\sigma=1,\delta=1} \) and \( u_{\sigma=-1,\delta=1} \) without loss of generality.

To proceed, we consider the 1-soliton solution \((85a)\). This is a nonsingular soliton wave with initial phase \( \ln \theta_1 \) and asymptotically follows:

\[
\begin{align*}
 \text{amplitude} : & \quad u = r_1, \quad (91a) \\
 \text{top point traces} : & \quad x(t) = -r_1^{-1} \ln \theta_1, \quad (91b) \\
 \text{speed} : & \quad \frac{dx}{dt} = -r_1 \ln \theta_1. \quad (91c)
\end{align*}
\]

To continue we next consider \((85c)\) and \((85e)\). The solution \((85c)\) is symmetric with respect to \( x \) and describes a stationary wave. With regards to the solution \((85e)\), for fixed \( t \), it tends to zero as \( x \to +\infty \) and tends to \( \infty \) as \( x \to -\infty \). We depict these solitons in Figure 6.

\[\text{Figure 6. (a) shape and motion with } u \text{ given by (85a) for } d_1 = 10 \text{ and } \theta_1 = 6. \text{ (b) waves in solid line and dotted line stand for plot (a) at } t = -4 \text{ and } t = -2, \text{ respectively. (c) shape and motion with } u \text{ given by (85c) for } d_1 = 8. \text{ (d) shape and motion with } u \text{ given by (85e) for } d_1 = 4 \text{ and } e_1 = 3.}\]

For the 2-soliton solutions \((86)\) and Jordan block solutions \((90)\), one can find that \( u_{\sigma=-1,\delta=1} \) in \((86c)\) and \((90b)\) are even functions of \( x \) and describe stationary waves. We illustrate them in Figures 7 and 8.
Figure 7. (a) shape and motion with \( u \) given by (86a) for \( d_1 = 8, d_2 = 12, \theta_1 = 1 \) and \( \theta_2 = 1.5 \). (b) waves in solid and dotted line stand for plot (a) at \( t = 1 \) and \( t = -3 \), respectively. (c) shape and motion with \( u \) given by (86c) for \( d_1 = 5 \) and \( d_2 = 4 \). (d) waves in solid and dotted line stand for plot (c) at \( t = 5 \) and \( t = -1 \), respectively.

Figure 8. (a) shape and motion with \( u \) given by (90a) for \( d_1 = 4 \) and \( \theta_1 = 0.1 \). (b) waves in solid and dotted line stand for plot (a) at \( t = -1 \) and \( t = 2 \), respectively. (c) waves in solid and dotted line stand for (90b) for \( d_1 = 8 \) at \( t = -1 \) and \( t = 6 \), respectively. (d) waves in solid and dotted line stand for (90c) for \( d_1 = 4 \), \( e_1 = 32 \) at \( t = 0 \) and \( t = -2 \), respectively.

4.3. Complex Local and Nonlocal Reductions

Now let us consider the complex local and nonlocal reductions of the nAKNS(-1) Equation (4). By the constraint

\[
v(x) = \delta u^*(\sigma x), \quad \sigma = \pm 1,
\]

Equation (4) leads to

\[
u_{xt} + 2\delta u \partial^{-1}(uu^*(\sigma x))_t = xu, \tag{93}\]

which is the local nsG-II Equation (8) when \( \sigma = 1 \) and the nonlocal nsG-II equation when \( \sigma = -1 \). Equation (93) is preserved under transformations \( u \rightarrow -u \) and \( u \rightarrow \pm eu \).

Solutions of Equation (93) are expressed by the following theorem.

Theorem 6. Exact solutions of the local and nonlocal nsG-II Equation (93) are given by

\[
u = \frac{g}{f}, \quad f = |\hat{\phi}^{(n)}(x); (-\sigma)T\hat{\phi}^{(n)^*}(\sigma x)|, \quad g = 2|\hat{\phi}^{(n+1)}(x); (-\sigma)T\hat{\phi}^{(n+1)^*}(\sigma x)|, \tag{94}\]

in which \( \phi \) is the \( 2(n+1) \)th order column vector defined by (71) and \( T \in \mathbb{C}^{2(n+1) \times 2(n+1)} \) is a constant matrix satisfying

\[
\Omega(t)T + \sigma T \Omega^*(t) = 0, \quad TT^* = -\sigma \delta I. \tag{95}\]

We list the solutions to (95) in the following table.

We denote

\[
l_j = (2l + w_j)^{\frac{1}{2}}, \quad w_j = w_{j1} + iw_{j2}, \quad (j = 1, 2, \ldots, n + 1), \tag{96}\]

and consider diagonal form

$$\Omega_1(t) = \text{Diag}(l_1, l_2, \ldots, l_{n+1}).$$  \hfill (97)

Then by Table 4 soliton solutions of Equation (93) can be given. Particularly, when \(n = 0\), the 1-soliton solutions can be described as

$$u_{\sigma=1,\delta=1} = \frac{a_1 \tilde{a}_1 (l_1 + l_1^*)}{|a_1|^2 e^{-x l_1} + |\tilde{a}_1|^2 e^{x l_1}},$$  \hfill (98a)

$$u_{\sigma=1,\delta=-1} = \frac{a_1 \tilde{a}_1 (l_1 - l_1^*)}{|a_1|^2 e^{-x l_1} - |\tilde{a}_1|^2 e^{x l_1}},$$  \hfill (98b)

$$u_{\sigma=-1,\delta=1} = \frac{a_1 \tilde{a}_1 (l_1 - l_1^*)}{|a_1|^2 e^{x l_1} - |\tilde{a}_1|^2 e^{-x l_1}},$$  \hfill (98c)

$$u_{\sigma=-1,\delta=-1} = \frac{a_1 \tilde{a}_1 (l_1 - l_1^*)}{|a_1|^2 e^{x l_1} + |\tilde{a}_1|^2 e^{-x l_1}}.$$  \hfill (98d)

**Table 4.** \(\Omega(t)\) and \(T\) for Equation (95).

<table>
<thead>
<tr>
<th>((\sigma, \delta))</th>
<th>(\Omega(t))</th>
<th>(T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,1)</td>
<td>((80)) with (\Omega_2(t) = -\Omega_1^*(t))</td>
<td>(T_1 = T_4 = 0,\ T_3 = -T_2 = I)</td>
</tr>
<tr>
<td>((-1,1))</td>
<td>((80)) with (\Omega_2(t) = -\Omega_1^*(t))</td>
<td>(T_1 = T_4 = 0,\ T_3 = T_2 = I)</td>
</tr>
<tr>
<td>((-1,1))</td>
<td>((80)) with (\Omega_2(t) = \Omega_1^*(t))</td>
<td>(T_1 = T_4 = 0,\ T_3 = T_2 = I)</td>
</tr>
<tr>
<td>((-1,-1))</td>
<td>((80)) with (\Omega_2(t) = \Omega_1^*(t))</td>
<td>(T_1 = T_4 = 0,\ T_3 = -T_2 = I)</td>
</tr>
</tbody>
</table>

To discuss the dynamics of \(|u|_{\sigma=1,\delta=1}^2\) and \(|u|_{\sigma=-1,\delta=1}^2\), we rewrite \(l_1 = \xi + i\eta\) with

$$\xi = \frac{w_{12}}{2\eta}, \quad \eta = \frac{1}{\sqrt{2}} \left( \sqrt{(2t + w_{12})^2 + w_{12}^2} - (2t + w_{12}) \right)^{\frac{1}{2}}.$$  \hfill (99)

Taking \(l_1 = \xi + i\eta\) into (98a) and by direct calculation, we have

$$|u|_{\sigma=1,\delta=1}^2 = \xi^2 \text{sech}^2 \left( \xi x + \ln \frac{\tilde{a}_1}{a_1} \right),$$  \hfill (100)

which appears a soliton wave with time-dependent amplitude \(\xi^2\) and top trace \(x = \frac{1}{\eta} \ln \frac{\tilde{a}_1}{a_1}\). The velocity is \(x'(t) = -\frac{2\eta}{w_{12}(2q^2 + t) + w_{12}} \ln \frac{a_1}{\tilde{a}_1}\). When \(|a_1| = |\tilde{a}_1|\), (100) exhibits a stationary wave. We depict this solution in Figure 9.

Analogously, for solution (98c) we get

$$|u|_{\sigma=-1,\delta=1}^2 = \frac{4|a_1 \tilde{a}_1 \eta|^2 e^{-2\xi x}}{|a_1|^4 + |\tilde{a}_1|^4 - 2|a_1 \tilde{a}_1|^2 \cos 2\eta x}.$$  \hfill (101)

When \(|a_1| = |\tilde{a}_1|\), it has singularities along

$$x(t) = \frac{\kappa \pi}{\eta}, \quad \kappa \in \mathbb{Z},$$  \hfill (102)

while when \(|a_1| \neq |\tilde{a}_1|\), it is nonsingular. There is also quasi-periodic phenomenon since the involvement of cosine function in denominator. We depict this solution in Figure 10.
Figure 9. Shape and motion of (100). (a) a stationary soliton wave with \( w_1 = 4 + i \) and \( \alpha_1 = \tilde{\alpha}_1 = 1 \). (b) waves in solid and dotted line stand for plot (a) at \( t = -1.5 \) and \( t = -1 \), respectively. (c) a moving soliton wave with \( w_1 = 4i \), \( \alpha_1 = 5 \) and \( \tilde{\alpha}_1 = 1 \). (d) waves in solid and dotted line stand for plot (c) at \( t = -1 \) and \( t = 0.5 \), respectively.

Figure 10. \( |u|^2 \) given by (101) for \( c_1 = 0.05 + 0.2i \). (a) shape and motion with \( \alpha_1 = 1 + i \) and \( \tilde{\alpha}_1 = 1 \); (b) wave shape at \( t = -3 \) and \( t = -2 \), respectively. (c) wave shape with \( \alpha_1 = \tilde{\alpha}_1 = 1 \) at \( t = -5 \).

5. Conclusions

In this paper, we have investigated the local and nonlocal reductions for the nAKNS(3) Equation (3) and the nAKNS(-1) Equation (4). The resulting equations include real local and nonlocal nmKdV equations, complex local and nonlocal nmKdV equations, real local and nonlocal nsG equations and complex local and nonlocal nsG equations. Different from the isospectral case, the nonlocal nmKdV equations and nonlocal nsG equations are reverse space type. By imposing constraint conditions on the two basic vectors in the double Wronskian solutions of the nAKNS(3) Equation (3) and the nAKNS(-1) Equation (4), we have presented 1-soliton solution, 2-soliton solutions and Jordan block solutions for the obtained equations. Dynamics for some solutions are analyzed with graphical illustration. For the complex local nmKdV equation, because of the effect of time-dependent amplitude, the 1-soliton solutions in this case lead to rogue wave, which “appears from nowhere and disappears without a trace”. For the complex nonlocal nmKdV equation and complex nonlocal nsG equation, their 1-soliton solutions exhibit quasi-periodic phenomenon. In recent papers [50,51], soliton solutions for two nonisospectral semi-discrete AKNS equations were considered. How to construct their nonlocal versions and derive their solutions are interesting questions worth consideration. We hope that the results given in the present paper can be useful to study the nonlocal integrable system, specially to the nonisospectral nonlocal integrable system.
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