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Abstract: In this paper, we apply the concept of fractional calculus to study three-dimensional Lotka-Volterra differential equations. We incorporate the Caputo-Fabrizio fractional derivative into this model and investigate the existence of a solution. We discuss the uniqueness of the solution and determine under what conditions the model offers a unique solution. We prove the stability of the nonlinear model and analyse the properties, considering the non-singular kernel of the Caputo-Fabrizio operator. We compare the stability conditions of this system with respect to the Caputo-Fabrizio operator and the Caputo fractional derivative. In addition, we derive a new numerical method based on the Adams-Bashforth scheme. We show that the type of differential operators and the value of orders significantly influence the stability of the Lotka-Volterra system and numerical results demonstrate that different fractional operator derivatives of the nonlinear population model lead to different dynamical behaviors.
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1. Introduction

Over the last decades, the use of fractional calculus has rapidly increased in many areas of science and engineering [1–4]. Fractional calculus is a generalization of the standard integer-order calculus and it brings more degrees of freedom for differentiation in the modeling of various phenomena that are encountered in many application areas, such as biology [5,6], engineering and various domains of applied sciences [7,8].

Such flexible differential operators do not have unique definitions, however. The Grunwald-Letnikov, Riemann-Liouville, and Caputo definitions are examples of commonly used approaches that have been used in such as in electrical circuits, chemistry, control theory, biomedical engineering and fitting of experimental data [1,4]. The Caputo fractional derivative can describe physical meanings that are intrinsic in natural phenomena, such as memory effects in dynamical systems [9]. Nonetheless, this operator, due to the appearance of a singularity in its definition, is impractical for the modeling of certain aspects of nonlocal dynamics [10], and the new nonsingular Caputo-Fabrizio (CF) fractional operator has been proposed to overcome this shortcoming. Recently, scholars have examined the efficiency of this fractional framework in practical applications and provided more accurate parameter fitting scheme [11].

The properties of the CF fractional derivative aim to interpret the heterogeneity and configurations of materials at different scales, which apparently cannot be investigated with the prominent local theories and the earlier versions of fractional derivative. The key difference between the Caputo fractional derivative [3,4] and the CF fractional derivative [12,13] is that the former is defined using a power law and the latter is defined using an exponential...
decay law. This approach has been used to model the behavior of the diffusion-convection equation, fractional Nagumo equation, and to control the waves in shallow waters [14,15]. The new operator has also been successfully applied in cancer treatment, HIV/AIDS infection, and tumor–obesity models [16–18]. In [19], a critical overview of the CF operator was conducted, showing that this operator implements an integer order bypass filter and proposed a different perspective based on Laplace transform and Bode diagrams.

There is a great demand of developing optimal, efficient and flawless numerical schemes for the solution to differential equations with new fractional derivatives with exponential decay law kernel like CF. Therefore, some topical numerical and analytical methods for solving this type of fractional order problems have been extended; For instance, a shifted Legendre operational matrix method [20] and a numerical approximation using a two-point finite forward difference formula for the classical first-order derivative of the function from the integral part of the definition of the CF operator [21] have been proposed. Likewise, the Predictor-Corrector methods have been exploited for solving many nonlinear ordinary differential equations. Based on the fractional Euler method and fractional trapezoidal rule, the Predictor-Corrector scheme or the Adams-Bashforth-Moulton method can be extended to efficiently solve a differential equation involving a CF operator [22]. A new form of this method for the solution of differential equations with Caputo, Caputo-Fabrizio and Atangana-Baleanu fractional derivatives is proposed in [23] by considering the nonlinearity of the different kernels—the power law for the Riemann-Liouville, the exponential decay law for the Caputo-Fabrizio, and the Mittag-Leffler law for the Atangana-Baleanu fractional derivative.

Another significant application is provided by the classical Lotka-Volterra (LV) systems, which are sometimes called predator–prey or parasite–host equations. Such systems play a remarkable role in mathematical biology [24] and in financial systems, for example, biunivoc capital transfer from mother bank to subsiding bank and from subsiding bank to individuals or companies [25]. These models were introduced independently by Alfred J. Lotka and Vito Volterra as a simplified model of two species predator-prey population dynamics [26]. Advancing such topical models Recently, an extension of generalized LV models has been used to model the formation of alternative states in microbial communities [27]. Whereas the classical formulation uses an integer–order differential, this is not always ideal for modeling nonlocal interactions and the potential existence of memory effects. In Ahmed et al. [28] have introduced the fractional-order LV system. Recent studies have generalized LV models to two-predator one-prey dynamics [29] and analysed a LV fractional-order model using the Caputo fractional derivative [30–33].

Motivated by the above discussion, we consider the three-dimensional LV system of differential equations that uses the CF operator [34]. We provide basic definitions of fractional operators and present the model including the integration with the CF fractional operator. We verify the existence of a solution for the new model and provide practical insights by illustrating interactions in a toy model. Then, we investigate the uniqueness of solution using the fixed point theory. Furthermore, we formulate a new corrected numerical method to solve a CF system. We analyse the stability properties of the LV model under the CF fractional operator that have not been discussed in the literature in the context of nonlinear models. Consequently, we reveal new insights from differences in the stability region of these frameworks. To investigate the impact of different stability properties on the dynamic, we compare and illustrate some example cases.

2. Definitions

**Fractional Calculus**

In this section, we outline the key definitions for fractional derivatives. Let \( H^1(a,b) \) = \{ \int f \in L^2(a,b), \int f' \in L^2(a,b) \}, where \( L^2(a,b) \) is the space of square integrable functions on the interval \( (a,b) \), and \( C[a,b] \) be the set of vector functions which operate on \( H^1(a,b) \). The norm of \( X(t) = (x_1(t), x_2(t), x_3(t)) \in C[a,b] \) is given by \( \|X(t)\| = \sum_{i=1}^{3} \sup_{t} |x_i(t)| \).
Definition 1. The fractional derivative in the sense of Caputo in 1965 is defined as follows:

$$\begin{align*}
C^D_t^\alpha f(t) = \frac{1}{\Gamma(1-\alpha)} \int_a^t \frac{1}{(t-\tau)^\alpha} f'(\tau)d\tau, \quad 0 < \alpha < 1.
\end{align*}$$

(1)

where $b > a$ and $f \in H^1(a, b)$.

The kernel $(t-\tau)^{-\alpha}$ in Equation (1) causes a singularity at $t = \tau$, which can be considered as a drawback of this definition. In 2015, Caputo and Fabrizio defined the following fractional derivative [13]

$$\begin{align*}
CF^D_t^\alpha f(t) = \left(2 - \alpha\right)M(\alpha) \int_a^t \exp\left(-\frac{\alpha}{1-\alpha}(t-\tau)\right)f'(\tau)d\tau,
\end{align*}$$

(2)

where $M(\alpha)$ is a normalization function such that $M(0) = M(1) = 1$.

Definition 2. The Caputo-Fabrizio fractional integral definition expressed using the technique in [13] is as follows:

$$\begin{align*}
CF^I_t^\alpha f(t) = \frac{2(1-\alpha)}{2M(\alpha)-\alpha M(\alpha)} f(t) + \frac{2\alpha}{2M(\alpha)-\alpha M(\alpha)} \int_0^t f(s)ds, \quad t \geq 0.
\end{align*}$$

(3)

According to the above definition, the fractional integral of Caputo type of the function of order $0 < \alpha < 1$ is an average between function $f$ and its integral of order one and the following result can be found [13]

$$\frac{2(1-\alpha)}{(2-\alpha)M(\alpha)} + \frac{2\alpha}{(2-\alpha)M(\alpha)} = 1.$$  

(4)

The above expression result in a formula as below

$$M(\alpha) = \frac{2}{2-\alpha}, \quad 0 < \alpha < 1.$$  

(5)

Therefore, Nieto and Losada proposed that the new Caputo derivative of order $0 < \alpha < 1$ can be reformulated as follows

$$\begin{align*}
CF^D_t^\alpha f(t) = \frac{1}{1-\alpha} \int_0^t \exp\left(-\frac{\alpha}{1-\alpha}(t-\tau)\right)f'(\tau)d\tau, \quad t \geq 0,
\end{align*}$$

(6)

where $f \in H^1(0, b)$. For more details on the above-mentioned fractional operators, the readers are referred to [12,13]. The connected integral of the derivative was proposed by Nieto and Losada [13].

3. Modeling

3.1. Three-Species Lotka-Volterra Model

In this study, we consider our new fractional model for a three-species LV model as follows [34]

$$\begin{align*}
\begin{cases}
D^\alpha_0 x(t) = x(t)[a_1 - a_2 x(t) - y(t) - z(t)] \\
D^\alpha_0 y(t) = y(t)[1 - a_3 + a_4 x(t)] \\
D^\alpha_0 z(t) = z(t)[1 - a_5 + a_6 x(t) + a_7 y(t)],
\end{cases}
\end{align*}$$

(7)
where $0 < \alpha < 1$ and $a_i > 0, i = 0, 1, \ldots, 7$ and $D^\alpha_a$ is one of the differential operators Caputo or CF with initial conditions

$$x(0) = x_0, \quad y(0) = y_0, \quad z(0) = z_0,$$

where $x_0, y_0, z_0 \in \mathbb{R}^+$. Although the operators can be extended to cases where $\alpha > 1$, our study is restricted to $\alpha \in (0, 1)$. This model can simulate the population/abundance dynamic of three-species $x, y,$ and $z$, with growth rates $a_1, 1 - a_3,$ and $1 - a_5,$ respectively, and their particular interactions. There are two types of interactions; Unidirectional (one species influences another species, but not the other way round, like commensalism) and reciprocal (one species influences another species and vice versa, such as competition and parasitism) [35]. As Figure 1 shows, there are one “commensal” relationship—species $z$ gains benefits (with rate $a_7$) while species $y$ neither benefits nor is suffered, two “parasitic” relationships—$y$ and $z$ species benefits (with rates $a_4$ and $a_6$) and $x$ species suffers (with rate $-1$), and one intrinsic “competition” among $x$ species (with rate $a_2$). In real communities that have a larger number of species, such three-species relations would be possible [36,37].
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Figure 1. Simulation model for the interactions of a three-species community represented by Equation (7). The system is isolated for three species and does not depend on interactions with the other species (colorless background).

### 3.2. Existence of Solutions

In this subsection, the existence of the solutions for the system (7) is provided. After that, the uniqueness of the solutions is presented which is based on fixed point theory (see [38–40]). Now, applying the fractional integral in Equation (3) to both sides of Equation (7), we obtain the following:

$$x(t) - x_0 = \frac{2(1 - \alpha)}{2M(a) - \alpha M(a)} \left[ x(t) \left( a_1 - a_2 x(t) - y(t) - z(t) \right) \right]$$

$$+ \frac{2\alpha}{2M(a) - \alpha M(a)} \int_0^t \left[ x(s) \left( a_1 - a_2 x(s) - y(s) - z(s) \right) \right] ds,$$

$$y(t) - y_0 = \frac{2(1 - \alpha)}{2M(a) - \alpha M(a)} \left[ y(t) \left( 1 - a_3 + a_4 x(t) \right) \right]$$

$$+ \frac{2\alpha}{2M(a) - \alpha M(a)} \int_0^t \left[ y(s) \left( 1 - a_3 + a_4 x(s) \right) \right] ds,$$

$$z(t) - z_0 = \frac{2(1 - \alpha)}{2M(a) - \alpha M(a)} \left[ z(t) \left( 1 - a_5 + a_6 x(t) + a_7 y(t) \right) \right]$$

$$+ \frac{2\alpha}{2M(a) - \alpha M(a)} \int_0^t \left[ z(s) \left( 1 - a_5 + a_6 x(s) + a_7 y(s) \right) \right] ds.$$
For simplicity, the kernels are chosen as \( S_1(t, \chi(t)), S_2(t, \chi(t)), \) and \( S_3(t, \chi(t)) \), where \( \chi = (x, y, z) \) and
\[
S_1(t, \chi(t)) = x(t)[a_1 - a_2 x(t) - y(t) - z(t)], \\
S_2(t, \chi(t)) = y(t)[1 - a_3 + a_4 x(t)], \\
S_3(t, \chi(t)) = z(t)[1 - a_5 + a_6 x(t) + a_7 y(t)].
\] (10)

First, we need to be able to identify an operator, then we will show that this operator is compact. Let us suppose that the operator \( T : H \to H \) and \( H \) is the space of vector functions defined on the interval \([0, T]\) and operates in \( H^1(0, T) \) such that
\[
T x(t) = \frac{2(1 - \alpha)}{2M(a) - \alpha M(a)} S_1(t, \chi(t)) \\
+ \frac{2\alpha}{2M(a) - \alpha M(a)} \int_0^t [S_1(s, \chi(s))] ds,
\] (11)
\[
T y(t) = \frac{2(1 - \alpha)}{2M(a) - \alpha M(a)} S_2(t, \chi(t)) \\
+ \frac{2\alpha}{2M(a) - \alpha M(a)} \int_0^t [S_2(s, \chi(s))] ds,
\] (11)
\[
T z(t) = \frac{2(1 - \alpha)}{2M(a) - \alpha M(a)} S_3(t, \chi(t)) \\
+ \frac{2\alpha}{2M(a) - \alpha M(a)} \int_0^t [S_3(s, \chi(s))] ds.
\]

**Lemma 1.** The mapping \( T : H \to H \) is completely continuous.

**Proof.** Let \( H \) be bounded and \( \chi \in H \), there exists three constants \( l, m, r > 0 \), such that \( |x| < l, |y| < m \) and \( |z| < r \). Let
\[
L_1 = \max_{0 \leq t \leq T} \max_{\chi \geq 0} S_1(t, \chi(t)), \quad L_2 = \max_{0 \leq t \leq T} \max_{\chi \geq 0} S_2(t, \chi(t)), \quad \text{and} \quad L_3 = \max_{0 \leq t \leq T} \max_{\chi \geq 0} S_3(t, \chi(t)),
\]
\( \forall \chi \in H \), we have
\[
|T x(t)| = \left| \frac{2 - 2\alpha}{2M(a) - \alpha M(a)} S_1(t, \chi(t)) + \frac{2\alpha}{2M(a) - \alpha M(a)} \int_0^t S_1(s, \chi(s)) ds \right| \\
\leq \left| \frac{2 - 2\alpha}{2M(a) - \alpha M(a)} S_1(t, \chi(t)) \right| + \left| \frac{2\alpha}{2M(a) - \alpha M(a)} \int_0^t S_1(s, \chi(s)) ds \right| \\
\leq \left[ \frac{2 - 2\alpha}{2M(a) - \alpha M(a)} + \frac{2\alpha}{2M(a) - \alpha M(a)} c_1 \right] L_1,
\]
in which \( c_1 \) is obtained from the mean value theorem, consequently,
\[
\|T x(t)\| \leq \frac{2L_1}{2M(a) - \alpha M(a)} [1 - \alpha + \alpha c_1]. \tag{12}
\]
Similarly,
\[
\|T y(t)\| \leq \frac{2L_2}{2M(a) - \alpha M(a)} [1 - \alpha + \alpha c_2], \tag{13}
\]
and
\[
\|T z(t)\| \leq \frac{2L_3}{2M(a) - \alpha M(a)} [1 - \alpha + \alpha c_3]. \tag{14}
\]
Therefore, $T(H)$ is bounded.

Now, let us consider $t_1 < t_2$ and $\chi(t) \in H$ and for every $\varepsilon > 0$ there exists $\delta > 0$, if $|t_2 - t_1| < \delta$. We have

$$
\left\| Tx(t_2) - Tx(t_1) \right\| \leq \left| \frac{2 - 2\alpha}{2M(a) - aM(a)} S_1(t_2, \chi(t_2)) - S_1(t_1, \chi(t_1)) \right| \\
+ \left| \frac{2\alpha}{2M(a) - aM(a)} \int_{t_2}^{t_1} S_1(s, \chi(s))ds \right| \\
\leq \frac{2 - 2\alpha}{2M(a) - aM(a)} \left| S_1(t_2, \chi(t_2)) - S_1(t_1, \chi(t_1)) \right| \\
+ \frac{2\alpha}{2M(a) - aM(a)} \int_{t_2}^{t_1} S_1(s, \chi(s))ds \tag{15}
$$

Besides,

$$
\left| S_1(t_2, \chi(t_2)) - S_1(t_1, \chi(t_1)) \right| \leq \left| a_1 (x(t_2) - x(t_1)) - a_2x(t_2)^2 + a_2x(t_1)^2 - x(t_2)y(t_2) - \right.
\left. x(t_2)z(t_2) + x(t_1)y(t_1) + x(t_1)z(t_1) \right| \\
\leq a_1 |x(t_2) - x(t_1)| + 2a_2 |x(t_2) - x(t_1)| + (2l + m + r) |x(t_2) - x(t_1)| \\
\leq \left| a_1 + 2a_2 + 2l + m + r \right| |x(t_2) - x(t_1)| \\
\leq C |t_2 - t_1|,
$$

where $C = a_1 + 2a_2 + 1 + m + r$.

By considering Equation (16) in the integral part of Equation (15), we get

$$
\left| Tx(t_2) - Tx(t_1) \right| \leq \frac{2(1 - a)}{2M(a) - aM(a)} C |t_2 - t_1| + \frac{2\alpha}{2M(a) - aM(a)} lC |t_2 - t_1|,
$$

$$
\delta = \varepsilon \left( \frac{2(1 - a)}{2M(a) - aM(a)} C + \frac{2\alpha}{2M(a) - aM(a)} lC \right)^{-1}, \tag{17}
$$

such that $\left| Tx(t_2) - Tx(t_1) \right| \leq \varepsilon$. When we can acquire the following for the functions $y$ and $z$ with the same rules, we get

$$
\delta = \varepsilon \left( \frac{2(1 - a)}{2M(a) - aM(a)} G + \frac{2\alpha}{2M(a) - aM(a)} mG \right)^{-1}, \tag{18}
$$

where $G = 1 - a_3 + a_4 (m + l)$.

Also we have

$$
\delta = \varepsilon \left( \frac{2(1 - a)}{2M(a) - aM(a)} Q + \frac{2\alpha}{2M(a) - aM(a)} rQ \right)^{-1}, \tag{19}
$$

where $Q = (1 - a_5) r + a_6 (r + l) + a_7 (m + r)$.

Likewise, $\left| Ty(t_2) - Ty(t_1) \right| \leq \varepsilon$ and $\left| Tz(t_2) - Tz(t_1) \right| \leq \varepsilon$ are satisfied. Therefore, $T(H)$ is equicontinuous, consequently, $T[H]$ is compact and the existence of solutions is proved via the Arzela-Ascoli theorem (see [38–40]).
3.3. Uniqueness of Solutions

In the previous section, we proved, using the fixed point theorem, that the model (7) with the CF fractional derivative has an existing solution. The goal of this section is to show the uniqueness of the solution with the initial conditions of the system. Let us assume, that we can find two special coupled solutions \((x_1, y_1, z_1)\) and \((x_2, y_2, z_2)\). Therefore, the uniqueness of the solution is presented as follows. Now we consider system (7) in a compact form as follows:

\[
\begin{align*}
D_0^\alpha u(t) &= T(u(t)) \quad 0 < t < \infty \\
u(0) &= u_0,
\end{align*}
\]

where \(u(t) = (x(t), y(t), z(t))^T \in H\), where continuous vector \(u(t)\) defined on the interval \([0, T]\) \((T > 0)\) and \(T\) is a real-valued continuous vector function. Then the system (7) can be written in the form

\[
D_0^\alpha u(t) = Au(t) + x(t)Bu(t) + y(t)Cu(t) + z(t)Du(t),
\]

where

\[
A = \begin{bmatrix}
a_1 & 0 & 0 \\
0 & 1 - a_3 & 0 \\
0 & 0 & 1 - a_5\end{bmatrix}, \quad B = \begin{bmatrix}
a_2 & 0 & 0 \\
0 & a_4 & 0 \\
0 & 0 & a_6\end{bmatrix}, \quad C = \begin{bmatrix}
-1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & a_7\end{bmatrix}, \quad D = \begin{bmatrix}
-1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0\end{bmatrix}.
\]

Now, let

\[
T(u(t)) = Au(t) + u_1(t)Bu(t) + u_2(t)Cu(t) + u_3(t)Du(t),
\]

and

\[
T(v(t)) = Av(t) + v_1(t)Bv(t) + v_2(t)Cv(t) + v_3(t)Dv(t).
\]

Since \(u(t) = (u_1, u_2, u_3), v(t) = (v_1, v_2, v_3) \in H\) such that \(u(t) \neq v(t)\), the following inequality holds

\[
\|T(u(t)) - T(v(t))\| \\
= \left\| Au(t) + u_1(t)Bu(t) + u_2(t)Cu(t) + u_3(t)Du(t) - \left( Av(t) + v_1(t)Bv(t) + v_2(t)Cv(t) + v_3(t)Dv(t) \right) \right\| \\
\leq \|A(u(t) - v(t))\| + \|u_1(t)(B(u(t) - v(t)))\| + \|u_2(t)(C(u(t) - v(t)))\| + \|u_3(t)(D(u(t) - v(t)))\| \\
+ \|u_2(t)(v_2(t) - v_2(t))Cv(t)\| + \|u_3(t)(v_3(t) - v_3(t))Dv(t)\| \\
\leq \|A\| + \|B\| \left( \|u_1(t)\| + \|v_1(t)\| \right) + \|C\| \left( \|u_2(t)\| + \|v_2(t)\| \right) + \|D\| \left( \|u_3(t)\| + \|v_3(t)\| \right) \times \|u(t) - v(t)\|.
\]

Thus,

\[
\|T(u(t)) - T(v(t))\| \leq L \|u(t) - v(t)\|,
\]

where

\[
L = \|A\| + \|B\| + \|C\| + \|D\| (M_1 + M_2) > 0,
\]

and \(M_1\) and \(M_2\) are positive constant and satisfy \(\|u\| \leq M_1, \|v\| \leq M_2\) as a result of \(u, v \in H\). It means that \(T\) is a contraction, if \(L < 1\), we can say that the model has a unique solution using fixed point theorem.
4. Stability of the Model

Stability regions are useful for understanding the properties of dynamical systems, particularly, fractional predator–prey models with harvesting rates [33,41]. One can find the stability conditions of the system (7) with Caputo derivative in [34]. In this section, we investigate the stability of this system involving the CF operator and Table 2 summarizes all the required conditions for the stability with respect to both operators.

4.1. Stability of the Fractional-Order System

In this part of the paper, we recall some basic theorems to proceed with our goal on the stability of the Lotka-Volterra system with the CF operator.

Consider the linear fractional-order autonomous system as follows

\[ D_\alpha^a x(t) = Ax(t), \]  
(21)

where \( x(t) \in \mathbb{R}^n, A \in \mathbb{R}^{n \times n}, \) \( 0 < \alpha < 1 \) and \( D_\alpha^a \) is one of Caputo or CF operators.

**Theorem 1.** The linear autonomous system (21) with Caputo fractional derivative for \( 0 < \alpha < 1 \) is asymptotically stable if and only if

\[ |\arg(\text{spec}(A))| > \frac{\alpha \pi}{2}, \]

\( \text{spec}(A) \) is the spectrum (set of all eigenvalues) of \( A \) [42].

**Theorem 2.** The system (21) with CF operator is asymptotically stable if eigenvalues \( \lambda(A) \) of the matrix \( A \) satisfies one of the following conditions [43]

1. \[ \|\lambda(A)\| \geq \frac{1}{1-\alpha}, \lambda(A) \neq \frac{1}{1-\alpha}, \]
2. \[ \text{Re}(\lambda(A)) > \frac{1}{1-\alpha}, \]
3. \[ \text{Re}(\lambda(A)) < 0, \]
4. \[ |\text{Im}(\lambda(A))| > \frac{1}{2(1-\alpha)}. \]

**Theorem 3.** Let \( x^* \) be an equilibrium point of the nonlinear system (7), with CF operator, then equilibrium point \( x^* \) is asymptotically stable if eigenvalues of Jacobian matrix \( \lambda(J(x^*)) \) satisfy one of the following conditions

1. \[ \|\lambda(J(x^*))\| \geq \frac{1}{1-\alpha}, \lambda(J(x^*)) \neq \frac{1}{1-\alpha}, \]
2. \[ \text{Re}(\lambda(J(x^*))) > \frac{1}{1-\alpha}, \]
3. \[ \text{Re}(\lambda(J(x^*))) < 0, \]
4. \[ |\text{Im}(\lambda(J(x^*)))| > \frac{1}{2(1-\alpha)}. \]

**Proof.** Linearization around the equilibrium, via a Taylor expansion is the base of this part. Set \( \alpha \in (0,1) \) and consider the system

\[ \text{CF}D_\alpha^a x_1(t) = f_1(x_1, x_2, x_3), \]
\[ \text{CF}D_\alpha^a x_2(t) = f_2(x_1, x_2, x_3), \]
\[ \text{CF}D_\alpha^a x_3(t) = f_2(x_1, x_2, x_3), \]  
(22)

with the initial values

\[ x_1(0) = x_{01}, \ x_2(0) = x_{02}, \ x_3(0) = x_{03}. \]  
(23)
To evaluate the equilibrium points, let

\[ CF D^a_\alpha x_i(t) = 0, \quad x^* = (x_{eq}^1, x_{eq}^2, x_{eq}^3), \quad f_i(x_{eq}^1, x_{eq}^2, x_{eq}^3) = 0, \quad i = 1, 2, 3, \]  

from which we can get the equilibrium points. To evaluate the asymptotic stability, let

\[ x_i(t) = x_{eq}^i + \epsilon_i, \]  

then

\[ CF D^a_\alpha (x_{eq}^i + \epsilon_i) = f_i(x_{eq}^1 + \epsilon_1, x_{eq}^2 + \epsilon_2, x_{eq}^3 + \epsilon_3), \]  

which implies that

\[ CF D^a_\alpha \epsilon_i(t) = f_i(x_{eq}^1 + \epsilon_1, x_{eq}^2 + \epsilon_2, x_{eq}^3 + \epsilon_3). \]  

But

\[ f_i(x_{eq}^1 + \epsilon_1, x_{eq}^2 + \epsilon_2, x_{eq}^3 + \epsilon_3) \approx f_i(x_{eq}^1, x_{eq}^2, x_{eq}^3) + \frac{\partial f_i}{\partial x_1} \bigg|_{eq} \epsilon_1 + \frac{\partial f_i}{\partial x_2} \bigg|_{eq} \epsilon_2 + \frac{\partial f_i}{\partial x_3} \bigg|_{eq} \epsilon_3, \]  

where \( f_i(x_{eq}^1, x_{eq}^2, x_{eq}^3) = 0 \), we can obtain the system

\[ CF D^a_\alpha \epsilon = A\epsilon, \]  

with the initial values

\[ \epsilon_1(0) = x_1(0) - x_{eq}^1, \quad \epsilon_2(0) = x_2(0) - x_{eq}^2, \quad \epsilon_3(0) = x_3(0) - x_{eq}^3, \]  

where

\[ \epsilon = \begin{bmatrix} \epsilon_1 \\ \epsilon_2 \\ \epsilon_3 \end{bmatrix}, \quad A = \begin{bmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{bmatrix}, \]  

\[ a_{ij} = \frac{\partial f_i}{\partial x_j} \bigg|_{eq}, \quad i, j = 1, 2, 3. \]  

Thus, we have

\[ B^{-1}AB = C, \]  

where \( C \) is a diagonal matrix of \( A \) given by

\[ C = \begin{bmatrix} \lambda_1 & 0 & 0 \\ 0 & \lambda_2 & 0 \\ 0 & 0 & \lambda_3 \end{bmatrix}, \]  

where \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) are the eigenvalues of \( A \) and \( B \) is the eigenvector of \( A \), then

\[ AB = BC, \quad A = BCB^{-1}, \]  

which implies that

\[ CF D^a_\alpha \epsilon = (BCB^{-1})\epsilon, \]  

\[ CF D^a_\alpha (B^{-1}\epsilon) = C(B^{-1}\epsilon). \]
Then

$$CFD_{\alpha}^{a} \eta = C \eta, \quad \eta = B^{-1} e,$$

where

$$\eta = \begin{bmatrix} \eta_1 \\ \eta_2 \\ \eta_3 \end{bmatrix},$$

and

$$CFD_{\alpha}^{a} \eta_1 = \lambda_1 \eta_1, \quad CFD_{\alpha}^{a} \eta_2 = \lambda_2 \eta_2, \quad CFD_{\alpha}^{a} \eta_3 = \lambda_3 \eta_3.$$  (39)

In order to solve system Equation (37), using Laplace transform for a given initial condition $x_i(t_0) = x_{i0}$, we obtain the characteristic equation of system (39) as below

$$\det \left( s(I - (1 - \alpha)C) - \alpha C \right) = 0.$$  (40)

The system Equation (37) is asymptotically stable if and only if the real parts of the roots to the characteristic equation of the system Equation (37) are negative. In other words, the system is asymptotically stable if and only if the eigenvalues $\lambda(C)$ of the matrix $C$ satisfy

$$\frac{\cos (\lambda(C))}{\|\lambda(C)\|} < 1 - \alpha,$$  (41)

which is equivalent to propositions 1 to 4 [43].

4.2. Stability of the LV Model with the CF Derivative

In this subsection, we discuss the stability of non-linear LV differential Equations (7) described by the CF operator. In the case of non-linear systems, we study the local stability of equilibrium points, and the following theorems are presented to investigate the local stability of equilibrium points. In order to determine the equilibrium points of system (7), let us consider

$$CFD_{\alpha}^{a} x(t) = 0, \quad CFD_{\alpha}^{a} y(t) = 0, \quad CFD_{\alpha}^{a} z(t) = 0.$$  (42)

The equilibrium points of system (7) are obtained and denoted as

$$\varepsilon_0 = (0, 0, 0),$$

$$\varepsilon_1 = \left( \frac{a_1}{a_2}, 0, 0 \right),$$

$$\varepsilon_2 = \left( \frac{a_3 - 1}{a_6}, 0, \frac{a_1 a_6 - a_2 (a_5 - 1)}{a_6} \right),$$

$$\varepsilon_3 = \left( \frac{a_3 - 1}{a_4}, \frac{a_1 a_4 - a_2 (a_3 - 1)}{a_4}, 0 \right),$$

$$\varepsilon_4 = \left( \frac{a_3 - 1}{a_4}, \frac{a_4 (a_3 - 1) - a_6 (a_3 - 1)}{a_4}, \frac{a_4 (1 + a_1 a_7 - a_5) + (a_6 - a_2 a_7) (a_3 - 1)}{a_7 a_4} \right).$$

To adjust the conditions for the actual situations, the equilibrium points must be nonnegative. Hence, the necessary conditions for each points are listed in Table 1.
We provide the Jacobian matrix where eigenvalues are

To study the local stability of the equilibrium points such as \( (x^*, y^*, z^*) \) for system (7) we provide the Jacobian matrix \( f(x^*, y^*, z^*) \) as follows

\[
f(x^*, y^*, z^*) = \begin{bmatrix}
a_1 - 2a_2x^* - y^* - z^* & -x^* & -x^*
a_4y^* & 1 - a_3 + a_4x^* & 0
a_6z^* & a_7z^* & a_6x^* - a_5 + a_7y^* + 1
\end{bmatrix}.
\]

4.2.1. The First Equilibrium
For \( \epsilon_0 \), the Jacobian can be expressed as

\[
f(\epsilon_0) = \begin{bmatrix}
a_1 & 0 & 0
0 & 1 - a_3 & 0
0 & 0 & 1 - a_5
\end{bmatrix},
\]

where eigenvalues are \( \lambda_1 = a_1, \lambda_2 = 1 - a_3, \lambda_3 = 1 - a_5 \). Since \( a_1 > 0, 1 - a_3 < 0, 1 - a_4 < 0 \), then \( \epsilon_0 \) is stable if \( a_1 > \frac{1}{1 - \alpha} \).

4.2.2. The Second Equilibrium
For \( \epsilon_1 \), the Jacobian matrix is

\[
f(\epsilon_1) = \begin{bmatrix}
-a_1 & -\frac{a_1}{a_2} & -\frac{a_1}{a_2}
0 & 1 - a_3 + \frac{a_1a_4}{a_2} & 0
0 & 0 & 1 - a_5 + \frac{a_1a_6}{a_2}
\end{bmatrix},
\]

where \( \lambda_1 = -a_1 < 0, \lambda_2 = 1 - a_3 + \frac{a_1a_4}{a_2} \), and \( \lambda_3 = 1 - a_5 + \frac{a_1a_6}{a_2} \). Thus, \( \epsilon_1 \) is asymptotically stable when

\[
a_1a_4 < a_2a_3 - a_2,
a_1a_6 < a_2a_5 - a_2,
\]

or

\[
a_2(1 - a_3)(1 - \alpha) > a_2 - a_1a_4(1 - \alpha),
a_2(1 - a_5)(1 - \alpha) > a_2 - a_1a_6(1 - \alpha).
\]

<table>
<thead>
<tr>
<th>Equilibrium Points</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \epsilon_0 )</td>
<td>Always exists</td>
</tr>
<tr>
<td>( \epsilon_1 )</td>
<td>Always exists</td>
</tr>
<tr>
<td>( \epsilon_2 )</td>
<td>( a_5 \geq 1 ) and ( a_1a_6 \geq a_2(a_5 - 1) )</td>
</tr>
<tr>
<td>( \epsilon_3 )</td>
<td>( a_3 \geq 1 ) and ( a_1a_4 \geq a_2(a_3 - 1) )</td>
</tr>
<tr>
<td>( \epsilon_4 )</td>
<td>( a_3 \geq 1, a_4(a_5 - 1) \geq a_6(a_3 - 1) ) and ( a_4 \geq \frac{(a_2a_7 - a_6)(a_3 - 1)}{(1 + a_1a_7 - a_5)} )</td>
</tr>
</tbody>
</table>

or

\( (1 + a_1a_7 - a_5) < 0, a_4 \leq \frac{(a_6 - a_2a_7)(a_3 - 1)}{(1 + a_1a_7 - a_5)} \)

or

\( 1 + a_1a_7 - a_5 = 0 \) and \( a_6 > a_2a_7 \)
4.2.3. The Third Equilibrium

For \( \varepsilon_2 \) the Jacobian matrix is

\[
J(\varepsilon_2) = \begin{bmatrix}
a_2 & \frac{1-a_5}{a_6} & \frac{1-a_5}{a_6} \\
0 & 1-a_3-\frac{a_4}{a_6}(1-a_5) & 0 \\
a_1a_6+a_2(1-a_5) & \frac{a_7}{a_6}(a_1a_6+a_2(1-a_5)) & 0
\end{bmatrix},
\]

we use the notation below

\[
J(\varepsilon_2) = \begin{bmatrix}
A & B & C \\
0 & D & 0 \\
E & F & 0
\end{bmatrix}.
\]

The characteristic equation is as follows

\[
(\lambda - D)(\lambda^2 - A\lambda - CE) = 0,
\]

by the condition \( \frac{a_5-1}{a_6} < \frac{a_1}{a_2} < \frac{a_3-1}{a_4} \) we get

\[
A < 0, C < 0, E > 0, D < 0,
\]

therefore

\[
\lambda_1 = D < 0, \lambda_2 + \lambda_3 = A < 0, \lambda_2\lambda_3 = -CE > 0.
\]

The eigenvalues are

\[
\lambda_1 = \left[1-a_3-\frac{a_4}{a_6}(1-a_5)\right],
\]

and

\[
\lambda_{2,3} = \left[a_2(1-a_5) \pm \sqrt{a_2^2(1-a_5)^2 + 4a_6(1-a_5)(a_1a_6+a_2(1-a_5))}\right]/2a_6.
\]

In this case, we can conclude that \( \varepsilon_2 \) is locally asymptotically stable. However, when the condition \( \frac{a_5-1}{a_6} < \frac{a_1}{a_2} < \frac{a_3-1}{a_4} \) was not available, \( \varepsilon_2 \) could be locally asymptotically stable when \( \lambda_1, \lambda_2, \lambda_3 > \frac{1}{1-a} \), which leads to

\[
\left[1-a_3-\frac{a_4}{a_6}(1-a_5)\right] (1-a) > 1,
\]

and

\[
\left[a_2(1-a_4) \pm \sqrt{a_2^2(1-a_4)^2 + 4a_6(1-a_5)(a_1a_6+a_2(1-a_5))}\right] (1-a) > 2a_6.
\]

4.2.4. The Fourth Equilibrium

Jacobian of \( \varepsilon_3 \) is

\[
J(\varepsilon_3) = \begin{bmatrix}
a_2 & \frac{1-a_3}{a_4} & \frac{1-a_3}{a_4} \\
a_1a_4+a_2(1-a_5) & 0 & 0 \\
0 & 0 & w
\end{bmatrix},
\]
where \( w = 1 - a_5 - \frac{a_6}{a_4}(1 - a_3) + \frac{a_7}{a_4}[a_1 a_4 + a_2(1 - a_3)] \). Same as \( \epsilon_2 \), we can provide the stability condition as
\[
\frac{a_5 - 1}{a_4} < \frac{a_1}{a_2} < \frac{a_5 - 1}{a_6},
\]
where \( \lambda_1 = 1 - a_4 - \frac{a_6}{a_4}(1 - a_3) + \frac{a_7}{a_4}[a_1 a_4 + a_2(1 - a_3)] \) and
\[
\lambda_{2,3} = \frac{a_2(1 - a_3) \pm \sqrt{a_2^2(1 - a_3)^2 + 4a_4(1 - a_3)[a_1 a_4 + a_2(1 - a_3)]}}{2a_4}.
\]

When the condition \( \frac{a_3 - 1}{a_4} < \frac{a_1}{a_2} < \frac{a_5 - 1}{a_6} \) is not available, \( \epsilon_3 \) is locally asymptotically stable when \( \lambda_1(1 - \alpha) > 1, \lambda_2(1 - \alpha) > 1, \lambda_3(1 - \alpha) > 1 \).

4.2.5. The Fifth Equilibrium

For \( \epsilon_4 \), the Jacobian matrix is as follows
\[
J(\epsilon_4) = \begin{bmatrix} A & B & B \\ C & 0 & 0 \\ D & E & 0 \end{bmatrix},
\]
where
\[
A = \frac{a_2(1 - a_3)}{a_4},
B = \frac{1 - a_5}{a_4},
C = -\frac{a_4 - a_6 + a_3 a_6 - a_4 a_5}{a_7},
D = \frac{a_6(a_4 - a_6 + 2a_2 a_7 + a_3 a_6 - a_4 a_5 + a_1 a_4 a_7 - a_2 a_3 a_7)}{a_4 a_7},
E = \frac{a_4 - a_6 + 2a_2 a_7 + a_3 a_6 - a_4 a_5 + a_1 a_4 a_7 - a_2 a_3 a_7}{a_4}.
\]

To compute eigenvalues of the above matrix, we consider the characteristic polynomial, \( L(\lambda) = \lambda^3 + a\lambda^2 + b\lambda + c \), where \( a = -A, b = -B(C + D), c = -BCE \). It is obvious that \( a, c > 0 \). If \( a_1 a_2 > a_3 \) then Routh-Hurwitz criterion shows that the all roots are negative. The expression \( a_1 a_2 - a_3 = B[A(C + D) + CE] \) is positive if
\[
a_6 > \frac{a_2 a_4(a_3 - 1)[w + a_2(a_3 - 1)]}{w(a_2 + a_4) + a_2 a_4(a_3 - 1)},
\]
where
\[
w = a_4(1 + a_1 a_7 - a_5) + (a_6 - a_2 a_7)(a_3 - 1).
\]

To investigate the stability of the system in the sense of CF operator we consider the following parameter for \( L(\lambda) \) as
\[
p = b - \frac{a}{3},
q = \frac{2a^3}{27} - \frac{ab}{3} + c,
\Delta = \frac{q^2}{4} + \frac{p^3}{27}.
\]
If $\Delta > 0$, then we have only one real solution
\[
\lambda = \left(-\frac{q}{2} + \sqrt{\Delta}\right)^{\frac{1}{3}} + \left(-\frac{q}{2} - \sqrt{\Delta}\right)^{\frac{1}{3}} - \frac{q}{3}.
\] (48)

If $\Delta = 0$, there are repeated roots
\[
\lambda_1 = -2\left(\frac{q}{2}\right)^{\frac{1}{3}} - \frac{q}{3} \quad \lambda_2 = \lambda_3 = \left(\frac{q}{2}\right)^{\frac{1}{3}} - \frac{q}{3}.
\] (49)

If $\Delta < 0$, then roots are same as below
\[
\lambda_1 = \frac{2\sqrt{p}}{\sqrt{3}} \sin\left(\frac{1}{3} \arcsin\left(\frac{3\sqrt{3}q}{2(\sqrt{-p})^3}\right)\right) - \frac{a}{3},
\]
\[
\lambda_2 = -\frac{2\sqrt{p}}{\sqrt{3}} \sin\left(\frac{1}{3} \arcsin\left(\frac{3\sqrt{3}q}{2(\sqrt{-p})^3} + \frac{\pi}{3}\right)\right) - \frac{a}{3},
\] (50)
\[
\lambda_3 = \frac{2\sqrt{-p}}{\sqrt{3}} \cos\left(\frac{1}{3} \arcsin\left(\frac{3\sqrt{3}q}{2(\sqrt{-p})^3} + \frac{\pi}{6}\right)\right) - \frac{a}{3}.
\]

Consequently, $\varepsilon_4$ is locally asymptotically stable if in any case all of the eigenvalues satisfying these conditions
\[
\lambda_1, \lambda_2, \lambda_3 > \frac{1}{(1-a)}.
\]

We end this section by summarizing the stability conditions of all the equilibrium points for Caputo and Caputo-Fabrizio (CF) operators in Table 2.

**Table 2.** Stability conditions for Caputo and Caputo-Fabrizio (CF) operators.

<table>
<thead>
<tr>
<th>Fixed Points</th>
<th>Caputo Derivative</th>
<th>CF Operator</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_0$</td>
<td>Always saddle</td>
<td>$a_1 &gt; \frac{1}{1-a}$</td>
</tr>
<tr>
<td>$\varepsilon_1$</td>
<td>$a_1a_2 &lt; a_2a_3 - a_2$ and $a_1a_2 &lt; a_2a_3 - a_2$</td>
<td>$a_1a_2 &lt; a_2a_3 - a_2$ and $a_1a_2 &lt; a_2a_3 - a_2$ or $\frac{a_1a_4 - a_2a_3}{a_2} &gt; \frac{a}{1-a}$ and $\frac{a_1a_6 - a_2a_5}{a_2} &gt; \frac{a}{1-a}$</td>
</tr>
<tr>
<td>$\varepsilon_2$</td>
<td>$\frac{a_5 - 1}{a_6} &lt; \frac{a_1}{a_2} &lt; \frac{a_3 - 1}{a_4}$</td>
<td>$\frac{a_5 - 1}{a_6} &lt; \frac{a_1}{a_2} &lt; \frac{a_3 - 1}{a_4}$ or $\frac{1 - a_3 - \frac{a_4}{a_6}(1 - a_3)}{3} &gt; \frac{1}{1-a}$ and $\frac{a_2(1-a_3)\sqrt{a_2(1-a_3)^2+4a_6(1-a_3)/a_4/a_6+2(1-a_3)}}{3} &gt; 3a_5$</td>
</tr>
<tr>
<td>$\varepsilon_3$</td>
<td>$\frac{a_3 - 1}{a_4} &lt; \frac{a_1}{a_2} &lt; \frac{a_5 - 1}{a_6}$</td>
<td>$\frac{a_3 - 1}{a_4} &lt; \frac{a_1}{a_2} &lt; \frac{a_5 - 1}{a_6}$ or $\frac{1 - a_4 - \frac{a_6}{a_4}(1 - a_3)}{3} + \frac{a_7}{a_4}\left[a_1a_4 + a_2(1-a_3)\right] &gt; \frac{1}{1-a}$ and $\frac{a_2(1-a_3)\sqrt{a_2(1-a_3)^2+4a_6(1-a_3)/a_4/a_6+2(1-a_3)}}{3} &gt; 3a_5$</td>
</tr>
<tr>
<td>$\varepsilon_4$</td>
<td>$a_6 &gt; 2a_4\left(a_3 - 1\right)\left[w + a_2\left(a_3 - 1\right)\right] w(a_2 + a_4) + a_2a_4(a_3 - 1)$</td>
<td>$a_6 &gt; 2a_4\left(a_3 - 1\right)\left[w + a_2\left(a_3 - 1\right)\right]$ or $\frac{a_6}{w(a_2 + a_4) + a_2a_4(a_3 - 1)} \left(\lambda_1 + \lambda_2 + \lambda_3 &gt; \frac{1}{1-a}\right)$ (see Equations (48)–(50))</td>
</tr>
</tbody>
</table>
5. Numerical Algorithm

The Predictor-Corrector methods are well-known numerical approach so that their extensions can provide accurate numerical solutions of fractional differential equations. Here, we use a numerical method based on Adams-Bashforth methods proposed in [44,45] for solving FDEs with Caputo derivative. In [22], authors have investigated a fractional Adams-Bashforth method for solving FDEs with the CF operator. In this section, we improve the method to solve the LV system of the CF operator and we compare it with the solutions of the counterpart with the Caputo operator. In addition, the error analysis between numerical solution and true value is given in [22]. Consider the following initial value problem:

\[ \text{CF} D^\alpha_x f(x) = g(t, f(x)), \ x \in [0,1], \]
\[ f^{(i)}(0) = f_0^i, \ i = 0, 1, \ldots, n - 1, \ n = [\alpha], \]

which is equivalent to the following equation

\[ f(x) = T_{n-1}(x) + \frac{1 - \alpha}{M(\alpha)(n-2)!} \int_0^x (x-t)^{n-2} g(t, f(t)) \, dt + \frac{\alpha}{M(\alpha)(n-1)!} \int_0^x (x-t)^{n-1} g(t, f(t)) \, dt, \]

where \( T_{n-1}(x) \) is the Taylor expansion of \( f(x) \) centered at \( x_0 = 0 \) and \( T_{n-1}(x) = \sum_{i=0}^{n-1} \frac{x^i}{i!} f_0^i \).

The corrector formula \( f_{k+1} \) can be written as follows

\[ f_{k+1} = T_{n-1}(x) + \frac{\alpha}{M(\alpha)(n-1)!} \left[ \sum_{i=0}^{k} b_i,k+1 g(x_i, f_i) + b_{k+1,k+1} g(x_{k+1}, f_{k+1}) \right], \]

\[ b_{0,k+1} = \frac{h^n}{n(n+1)} \left( \begin{array}{c} k^{n+1} - (k+1)^n (k-n), \\ (k-i-2)^{n+1} - 2(k-i+1)^n + (k-i)^n + 1, \\ 1, \end{array} \right) \]
\[ i = 0, \quad 1 \leq i \leq k \]
\[ i = k + 1 \]

and by the fractional Adams-Bashforth-multon method [46], \( f_{k+1}^p \) is determined by

\[ f_{k+1}^p = T_{n-1}(x) + \frac{\alpha}{M(\alpha)(n-1)!} \sum_{i=0}^{k} d_{i,k+1} g(x_i, f_i), \]

where

\[ d_{i,k+1} = \frac{h^n}{n} \left( (k-i+1)^n - (k-i)^n \right). \]

Now, consider the following fractional-order system involving CF operator

\[ \text{CF} D^\alpha_x x(t) = f_1(x, y, z), \]
\[ \text{CF} D^\alpha_y y(t) = f_2(x, y, z), \]
\[ \text{CF} D^\alpha_z z(t) = f_3(x, y, z). \]

We consider \( 0 \leq \alpha \leq 1 \) for simplicity and assume that \( (x_0, y_0, z_0) \) is the initial point. Applying the above scheme, system (54) can be discretized as follows
\[ x_{k+1} = x_0 + \frac{\alpha}{M(a)(n-1)!} \left[ \sum_{i=0}^{k} b_{1,i,k+1} f_1(x_i, y_i, z_i) + b_{1,k+1,k+1} f_1(x_{k+1}, y_{k+1}, z_{k+1}) \right], \]

\[ y_{k+1} = y_0 + \frac{\alpha}{M(a)(n-1)!} \left[ \sum_{i=0}^{k} b_{2,i,k+1} f_2(x_i, y_i, z_i) + b_{2,k+1,k+1} f_2(x_{k+1}, y_{k+1}, z_{k+1}) \right], \]  

\[ z_{k+1} = z_0 + \frac{\alpha}{M(a)(n-1)!} \left[ \sum_{i=0}^{k} b_{3,i,k+1} f_3(x_i, y_i, z_i) + b_{3,k+1,k+1} f_3(x_{k+1}, y_{k+1}, z_{k+1}) \right], \]

where

\[ x_{k+1}^p = x_0 + \frac{\alpha}{M(a)(n-1)!} \left[ \sum_{i=0}^{k} d_{1,i,k+1} f_1(x_i, y_i, z_i) \right], \]

\[ y_{k+1}^p = y_0 + \frac{\alpha}{M(a)(n-1)!} \left[ \sum_{i=0}^{k} d_{2,i,k+1} f_2(x_i, y_i, z_i) \right], \]

\[ z_{k+1}^p = z_0 + \frac{\alpha}{M(a)(n-1)!} \left[ \sum_{i=0}^{k} d_{3,i,k+1} f_3(x_i, y_i, z_i) \right], \]

and

\[ b_{j,i,k+1} = \frac{h^n}{n(n+1)} \begin{cases} 
  k^{i+1} - (k + 1)^n(k - n), & i = 0 \\
  (k - i + 2)^{n+1} - 2(k - i + 1)^{n+1} + (k - i)^{n+1}, & 1 \leq i \leq k \\
  1, & i = k + 1 
\end{cases} \]

\[ d_{j,i,k+1} = \frac{h^n}{n} [(k - i + 1)^n - (k - i)^n]. \]

In the following, we apply the proposed numerical technique to simulate the solutions of system (7). It is worth mentioning that to obtain the numerical results in the sense of Caputo derivative we use the equivalent Adams-Bashforth-moulton method described in [46].

6. Numerical Results

In this part, we discuss the numerical results of the fractional-order LV model (7) with Caputo and CF operators, by using the numerical method described in Section 5. It is helpful to classify the numerical results according to the positions of the eigenvalues and discuss the behavior of the system in the sense of Caputo and CF operator. Notice that there are different definitions of “stability” concerning the studied complex system community. A useful category collected by Gonze et al. [35] suggests four distinguished terms: Steady-state, Permanence, Temporal, and Structural stability. The first one is the very asymptotic stability that we study in this paper. However, the three others assess different patterns for stable states, for instance, the long-term behavior of a community or the level of variability displayed by the community over time that, in this case, oscillations or periodic dynamics in a bounded domain convey stability. For simplicity, we consider that our system Equation (7) is stable based on the steady-state stability. Otherwise, it is unstable.

To illustrate such a classification, we provide stability and instability region for both operators in Figure 2 and set four eigenvalues on the plane for different cases. The unstable domain of the system with Caputo derivative is an unbound region limited by two lines with angles \(-\frac{\pi}{4}\) and \(\frac{\pi}{2}\). On the other hand, the unstable domain of the system with CF operator is a bounded closed circle centered at \((0, \frac{1}{2(1-\alpha)})\) with the radius \(\frac{1}{2(1-\alpha)}\). For both cases, it is clear that the stability of the system has an inverse relation with the order derivative; in fact, the smaller the value of \(\alpha\), the more the region of stability and vice versa.
As it is shown in Figure 2, the eigenvalues can be located in four distinct classes: $\lambda_A$ is in an area where both systems are stable; the class of $\lambda_B$ is where the system with Caputo derivatives is stable, but the system with CF operator is not stable; $\lambda_C$ denotes a class of eigenvalues staying at where both systems are unstable; and finally, $\lambda_D$ is where the system in the sense of CF operator is stable but the system with Caputo derivatives is not stable.

We collect a summary of the three examples in Table 3 to easily compare the behavior of the model concerning the Caputo and CF operators. These examples show different dynamical patterns over time, depending on the type of the operator and its stability landscape (Figure 2). In the following, we focus on the asymptotic stability of the different equilibria and further discuss general concepts in applied contexts.

Table 3. The summary of examples; C, CF, and $U(0)$ denote Caputo, Caputo-Fabrizio, and initial values, respectively, and the notation ✓ indicates the system is asymptotically stable, while ✗ implies unstability.

![Figure 2. Comparison stability and unstability domain of Caputo and CF operators.](image-url)
6.1. Example 1

As one can see in Table 3, the parameters of this example give five distinct equilibrium points (and corresponding eigenvalues), where the equilibrium $\epsilon_4$ is not acceptable since it has a negative value. Thus, we should expect negative-value solutions of the system when we do not impose any constraints on the components. We refer the readers to the technique used in [47] to avoid going toward such meaningless solutions and get a feasible solution.

Furthermore, this example shows the stability of the equilibrium points depends on the value of the fractional-order $\alpha$. As we expect from Figure 2, the number of stable equilibrium points increases when we reduce the value of $\alpha$. In this case, when $\alpha$ is 0.98 for both operators, the system is asymptotically stable only at $\epsilon_2$ (see Table 3). Indeed, Figure 3 (left) shows that the system gets steady at $\epsilon_2$, with different oscillations which are related to the definition of the operators. Nonetheless, the condition $\alpha \leq 0.66$ provides a larger area for the stability of the system with the CF operator so that three eigenvalues $\lambda_0$, $\lambda_1$, and $\lambda_3$ stay in the class of $\lambda_D$ (see Figure 2 and Table 3). Hence, with appropriate initial values and differential orders, the system with the CF operator could converge to $\epsilon_3$ (see Figure 3, right) whereas the system with the Caputo operator is always unstable.

![Figure 3. (left) Comparing the behavior of the Caputo and the CF operators for system (7) with the parameters of Example 1, (right) converging to $\epsilon_3$ with CF operator for $\alpha \leq 0.66$ and $(x_0, y_0, z_0) = (1.6, 1.9, 0)$.](image)

6.2. Example 2

This example confirms the points mentioned in the previous one; By setting $\alpha = 0.6$, the equilibrium $\epsilon_4$ is the only stable equilibrium point in the sense of Caputo derivative, while the equilibrium points $\epsilon_0$, $\epsilon_1$, and $\epsilon_3$ are stable concerning the CF operator. But, as shown in Figure 2, it is interesting that we have here an eigenvalue, $\lambda_4$, in the class of $\lambda_B$ alongside the $\lambda_D$, where $\lambda_0$, $\lambda_1$, and $\lambda_3$ are. As a result, Figure 4 shows that the system can start from a point to converge asymptotically to the only equilibrium that is stable in the sense of Caputo, rather than the CF operator. Therefore, it could make a challenge for one who assumes a system with a more stability region may lead to more potential to achieve a steady-state.
Figure 4. System (7) with the parameters of Example 2 and \((x_0, y_0, z_0) = (2, 2, 3)\) is asymptotically stable for Caputo (left) and unstable for CF (right).

6.3. Example 3

This example can complete the discussion and make clear the substantial role of the initial values on the behavior of our LV model. Considering the information in Table 3, determining the location of four eigenvalues in the \(\lambda_D\) class (Figure 2), we expect that the system is most stable for the CF operator and noticeably unstable for the Caputo derivative. Although Figure 5 illustrates this expectation, it is not an absolute scenario when the process is supposed to start from a point leading to equilibrium \(\epsilon_3\). It depends on the domain of attraction that the initial values stay and the corresponding eigenvalue, which is in the class of \(\lambda_B\) (see Figure 6). For more information on finding the domain of attractions to specific equilibrium points, see [47].

Figure 5. System (7) with the parameters of the Example 3 and \((x_0, y_0, z_0) = (0.5, 0.1, 5)\) is asymptotically stable for both Caputo (left) and CF (right) at \(\epsilon_2\) with different oscillations.

Figure 6. System (7) with the parameters of the Example 3 and \((x_0, y_0, z_0) = (3, 8, 0), \alpha = 0.4, t = 200\) is unstable for Caputo (left) and asymptotically stable for CF (right).
6.4. Discussion

In the sense of ecological and biological contexts, the zero value of one variable of our LV model indicates the extinction of a species, and the system becomes a two-species community model. Hence, according to the number of interactions, the existence of the species $x$ is crucial for an active dynamical system. The conditions given in Example 2 only lead to a coexistence of three species, whereas the last example starts with the interactions of two species and others converge to a two-species system.

The numerical results suggest that the fractional operator derivatives of a deterministic model can qualitatively affect the dynamic behavior (periodic/oscillations and asymptotically stable patterns), which is a significant outcome. For instance, Figure 5 shows a same convergence with different scenarios. On the other hand, in the real world, small environmental changes or any (external/internal) perturbations may alter the steady-state of a system community [35]. Consequently, a community described by the fractional LV models could be remarkably dependent on the type of the derivative operator. Furthermore, the purpose of using fractional operators in simulations or real data modeling is highly important. Tarasov [48] has shown that a system with the CF operator, in contrast to the Caputo fractional derivatives, cannot describe processes with memory effects but can suitably model processes with continuously distributed lag effects. Therefore, our results may represent distinct physical meanings of the LV model.

7. Conclusions

We have investigated the three-dimensional LV system for the CF operator. The toy model with the graph of the interactions have been illustrated to mention assumptions and applications of the system equation. Concerning the existence of a non-singular kernel in the definition of CF operator, we investigated the stability properties of the system with the CF fractional operator that have not been carried out in the context of nonlinear models.

A modified numerical method is suggested based on Adams-Bashforth methods. This numerical scheme simulate Caputo and CF operators, efficiently and numerical results demonstrate how the behavior of the LV system can depend on the type of differential operator and the value of fractional order. Moreover, we have shown that the CF operator provides different properties compared to the classical Caputo derivative and briefly mentioned the potential physical meanings. Overall, this analysis can enhance our understanding of the exceptional dynamics in complex systems. However, it is still demanding to discuss the biologically feasible region and boundedness of the system.

Analysing the behavior of LV models under incommensurate fractional orders, where the different interacting partners may have different degrees of memory or lag effects, is a fascinating line for further research. In real-world complex systems, a time-variable dependency on the past states is likely and may lead to anomalous behaviors that pose challenges for modeling. Besides, fractional calculus provides tools to simulate systems with such incommensurate fractional-order derivatives. Therefore, finding the stability region of the three-dimensional LV model with incommensurate fractional orders in the sense of Caputo and CF operators as well as examining the domain of attractions are promising directions for future studies.

Another idea for future research could be periodicity. When a critical point is a center and then the orbits are periodic in the classical model, the orbit related to this critical point loses the periodicity and form spirals in the fractional case. The issue of the periodicity of the solutions is a very important point in these systems because it is not clear if periodic orbits can exist in fractional cases especially for the CF operator.
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