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Abstract: Effectiveness, efficiency, scalability, autonomy, engagement, flexibility, adaptiveness, personalization, conversationality, reflectiveness, innovation, and self-organization are some of the fundamental features of smart environments. Smart environments are considered a good learning practice for formal and informal education; however, it is important to point out the pedagogical approaches on which they are based. Smart learning environments (SLEs) underline the flexibility of eclectic pedagogy that places students at the center of any educational process and takes into account the diversity in classrooms. Thus, SLEs incorporate pedagogical principles derived from (1) traditional learning theories, e.g., behaviorism and constructivism, (2) contemporary pedagogical philosophy, e.g., differentiated teaching and universal design for learning, (3) theories that provide specific instructions for educational design, e.g., cognitive theory of multimedia learning and gamification of learning. The innovative concept of transmedia learning is an eclectic pedagogical approach, which in addition to learning principles, blends all available media so far. WUIM is a transmedia program for training independent living skills aimed primarily at children with learning disabilities, which emerged from the composition of pedagogical theories, traditional educational materials and cutting-edge technologies such as augmented and virtual reality, and art-based production methodologies. This paper outlines the development of WUIM, from the prototyping presented at the 4th International Conference in Creative Writing (2019) to the Alpha and Beta stages, including user and expert evaluations.
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1. Introduction

Mapping of the field “smart environments”, initially, requires clarification of the term “smart”. What exactly does a smart environment mean and what are the features of an environment to be considered smart? Reviewing the proposed definitions of smartness (intelligence), we conclude that features such as the ability to learn, and the ability to adapt are frequently included [1]. In the context of learning, a set of indicators divided into three categories provide the framework for defining smart learning environments (SLEs): (a) necessary, (b) highly desirable, and (c) likely [2]. More specifically, the category “necessary” includes parameters such as effectiveness, efficiency, scalability, and autonomy. “Highly desirable” refers to the SLEs that are characterized by engagement, flexibility, adaptiveness, and personalization. The category “likely” encompasses conversationality, reflectiveness, innovation, and self-organization. SLEs counts on smart technologies both on hardware and software. Smart hardware includes small, portable, and affordable devices such as smartphones/tablets, laptops, Google Cardboards, VR glasses, head-mounted devices (HMDs), electronic bags (e-bag), wearable devices, and sensors that
support students and teachers anytime and anywhere; or bigger devices such as interactive whiteboards, smart tables, and cloud computing [3–5]. Respectively, adaptability and flexibility are the fundamentals of smart software. Smart software is used to control all kinds of learning systems, learning tools, online resources, educational games that use social networking, learning analytics, visualization, virtual reality, etc. Developing SLEs is a process that can be described from different perspectives. An inclusive perspective comprises the availability of hardware/software and their use in content development, user interface (UI) design, interaction design (IxD), and ultimately user experience (UX) design [6]. Contemporary technologies such as virtual reality (VR), augmented reality (AR), mixed reality (MR), and holograms bring together these features. These technologies are often distinguished; however, this is not always the case [7]. A pioneering contemporary trend is to spread content across multiple platforms creating transmedia experiences.

SLEs supports the design and development of innovative transmedia alternatives for students and teachers while interactive games are an example of an innovative learning experience. The systems developed by our transdisciplinary design team include some or all of the cutting-edge technologies using gamification techniques [7–12]. The principal pillar of a transmedia learning experience is interactivity. When designing educational projects, interactivity is defined by a four-dimensional dynamic system: learners, content, pedagogy, and context [13,14].

For the WUIM project, the four dimensions are analyzed as follows:

1. **Learners**: Students with special educational needs (SEN) and/or disability (D) (from now on SEND) and their typically developing (TD) peers.

2. **Context**: Inclusive settings, where students from various backgrounds and with different physical, cognitive, and psychosocial skills are welcome by their neighborhood schools. The concept of inclusive educational context (inclusive education means all children are educated in the same classrooms, in the same schools, providing real learning opportunities for groups who have traditionally been excluded, not only children with disabilities, but children from cultural, religious, ethnic backgrounds) is the result of successive discussions in international forums. The culmination of the international meetings was the “Statement and Framework for Action on Special Needs Education” approved by the World Conference on Special Needs organized by the Government of Spain in cooperation with UNESCO in Salamanca from 7 to 10 June 1994 [15].

3. **Content**: Derives from the functional domain of Activities of Daily Living (ADLs) and more specifically from the field of training in morning routines using traditional educational materials, and cutting-edge technologies such as AR, VR, and 360° videos.

4. **Pedagogy**: The synthesis of traditional learning theories such as behaviorism and constructivism and innovative teaching-learning approaches such as Differentiated Instruction (DI) [16], Cognitive Theory of Multimedia Learning (CTML) [17,18] and Universal Design for Learning (UDL) [19,20].

In such an educational environment, the transmedia storytelling process can be a valuable tool, a novel educational strategy and a resource for deeper learning through learners’ participation, experimentation, and expression [21]. WUIM design and development encompass the most modern technologies so far, such as video production with 360-degree cameras, AR, and virtual reality (VR), combined with gamification techniques and traditional educational puzzles, while providing technical and scientific know-how to school community, i.e., teachers, students, and parents, to develop their own stories in the context of transmedia learning. The overall WUIM project includes three games: (1) WUIM-Puzzle, (2) WUIM-AR, and (3) WUIM-VR.

In this work, we present the development stage of the WUIM project, i.e., Alpha and Beta stage and the improvements after the formative evaluation conduct by potential users of the applications. The original conference paper “Transmedia storytelling meets Special Educational Needs students: a case of Daily Living Skills Training” was presented at the
2. Theoretical and Conceptual Framework

2.1. Smart Learning Environments, Interactivity, and Gamification

Smart learning environments (SLEs) [7] facilitate students to learn not from but with their teachers during practicing life skills in collaboration with their classmates. For a learning environment to be called smart, some conditions should be met. An SLE is enriched with suitable digital material that receives content from real-world problems and at the same time is adaptable, effective, efficient, enjoyable, and can engage students and teachers anytime and anywhere [2,3]. Developing SLEs is a software engineering process to create educational content combined with pedagogical principles [7]. The following figure visualizes the overall description of smart learning environments as rendered by Spector [23] (Figure 1). Designers and teachers collaborate to ensure that the learning materials provided are flexible and in line with students’ interests and needs, and the platform that distributes them can supply immediate feedback, improve over time, monitor effort and student performance, offer personalized tutoring, suggest solutions, and report the outcomes. Through this process, students are empowered and not only learn but also create their own learning materials.

![Figure 1. Smart technologies for learning and teaching (source: adapted from Spector [23] (p. 28)).](image)

In the past, educational content was delivered through single-media systems while later innovative systems are designed to offer adaptable interactive scenarios that are often applied to a variety of media of cutting-edge technologies including AR and VR. VR and AR can be combined with haptic solutions and gamification to enhance learning and provide diverse experiences [24]. However, SLEs require not just technological support but also the transformation of theory into practice taking into account the context in which the latter is unrolled and therefore the teaching methods [25]. This transformation reflects Dewey’s philosophy regarding education that stressed the connection between education and real-life experiences. “Life is a self-renewing process through action upon the environment … Continuity of life means continual readaptation of the environment to the needs of living organisms … The continuity of any experience, through renewing of the social group, is a literal fact … Education, in its broadest sense, is the means of this social continuity of life … is the necessity of teaching and learning for the continued existence of a society … In final account, then, not only does social life demand teaching and learning for its own permanence, but the very process of living together educates” [26] (pp. 7, 8, 10, 12). SLEs enhance the 21st-century fundamental life skills that students can draw from their everyday experiences.
Learning moves from a passive to a more interactive process, as is defined by the ICAP taxonomy of four modes of educational activities. ICAP framework is excellently utilized to interpret several learning environments such as SLEs. ICAP is the acronym of the words: interactive, constructive, active, and passive [27]. According to ICAP which is the result of Chi and Wylie’s (2014) review of cognitive learning theories, learning is more effective if progressively moves from the passive to an interactive set of knowledge–change processes, through active and constructive learners’ participation. For example, it is recognized that students can receive information passively by observing a video without doing anything else. In this case, video modelling is the single-media system as other passive media such as traditional educational television which is a closed information transmission system from one to many where only a few people have control over the content [28]. Educational television programs cannot be personalized to meet the needs of each learner and to fit the prior knowledge and developmental level [29]. For more active participation which could lead students to engagement and meaningful learning, students are encouraged to manipulate the video content by pausing, playing, fast-forward, rewind, etc., and to discover these parts of videos that are essential and relevant for their learning goals. Undoubtedly, active learning engages students cognitively but the constructive activities, including activities such as explaining concepts in the video, integrating across multimedia resources, creating content by video shooting, and comparing and contrasting to prior knowledge or other materials, contribute to generating new knowledge. Finally, interactive refers to both human–human and human–computer activities occurs when a response is expected from either a human or a computer. Interaction is observed either during discussions between peers or teacher and students regarding the educational content or in a computer-based learning environment when students select a response from the options menu and according to their choice, the software adjusts content provided, and then students respond to the computer’s response. Teachers’ roles are fundamental as facilitators, collaborators, technicians, managers, and researchers besides their traditional roles as course designers and developers [30]. SLEs change the teacher-centered approaches into a student-centered pedagogy in which the interest is moved to the learners who take an interactive role, i.e., the shift from the traditional instruction which reproduces the knowledge to the interaction that encourages learners to discover, experiment, and construct their own learning experiences.

Thus, interactivity is considered the cornerstone of 21st-century skills, which, however, has its roots in antiquity with games being considered one of the oldest forms of interactivity [31]. Certainly, games are not just a privilege for children but are especially for them. It is the sense of freedom that creates the conditions of effortless engagement with any activity that resembles a game [32]. The best way for children to complete their schoolwork is to turn it into a playful activity through gamification techniques [33]. Gamification refers to the utilization of game elements in an activity that is not a game to motivate, increase, and maintain the interest of those involved [34]. The dynamic elements of games are rules, goals, feedback, challenges, conflicts, interaction, achievements, narration, and competition. Competition does not have to be related to an opponent but it can be problems or puzzles that the player/student is trying to solve [35]. Gamification design is a complex process of transdisciplinary teamwork. Psychology, pedagogy, game design, and programming are involved, although gamification does not necessarily include digital technology [36]. When game elements are added to learning materials, social interaction is enhanced, performance is improved and students are motivated to engage in a learning activity, that they would not otherwise participate, as it would probably be tedious, challenging, or boring [6,36,37]. If the goal is to teach a valuable skill of real-life (e.g., cooking) rewards based on gamification can be effective. However, rewards should be quickly replaced by more crucial elements, such as storytelling, plot, rules, or freedom to explore other paths, and opportunities for reflection. This process is known as “meaningful gamification” [38]. Educational activities that incorporate techniques of meaningful gamification is a student-centered approach that allows teachers and students to connect real-world problems or situations to the
school environment. In a digital world, games can also take digital form. Due to constant technological advances which continue to evolve at a high-speed pace, digital educational games are developed aiming not only at content knowledge but also at cultivating four super-skills, i.e., critical thinking, communication, collaboration, and creativity [39]. Given that some students may struggle to learn, others to perform much more than expected, while others follow the typical course, the transformation of pedagogical approaches is required [16]. In diverse classrooms in which no student is considered as “special”, collaboration and communication between teachers and students through creative activities enhance critical thinking and form the concept of a Differentiated Instruction (DI).

2.2. From Differentiated Instruction, Cognitive Theory of Multimedia Learning and Universal Design for Learning to Transmedia Learning

Differentiated Instruction (DI) is the pedagogical approach that emerged from the growing trend of including students with SEND and their TD peers in general education [40]. However, it is neither identical to the individual teaching, i.e., “one-to-one teaching”, nor equivalent to a method of producing individualized educational plans for each student, as determined by the traditional individualized instruction, which is often implemented in special education settings. It is rather a personalized learning process according to the level of readiness, interests, and learning profile of each student. One of the most important differences between individualized and personalized learning is that the latter supported by DI that assumes teamwork, without isolation or stigmatization of students with difficulties. Examples of differentiation of instruction are related to the content, process, product, and learning environment [41] (Table 1). Applying DI is beneficial for all students regardless of their learning style, needs and preference.

Table 1. Examples of differentiated instruction.

<table>
<thead>
<tr>
<th>Differentiated Instruction (DI)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Content</td>
<td>Simultaneous presentation with audio and visual media.</td>
</tr>
<tr>
<td>Process</td>
<td>More time available for a student to complete a task or encouragement of a more advanced student to look an issue into in greater depth.</td>
</tr>
<tr>
<td>Product</td>
<td>Providing more expression options (creating a puppet show, writing a letter, painting, etc.).</td>
</tr>
<tr>
<td>Learning environment</td>
<td>Provision of a place where students can work alone and quietly without disruptions or instead work collectively (collaborative learning).</td>
</tr>
</tbody>
</table>

Given that each student is unique and that students have significant differences in the way they are motivated to participate in learning activities or to perceive and to understand information, to navigate a learning environment and to express what they know, we conclude there is no one means of presentation/representation, expression, engagement, and assessment that is considered the best for all students [20]. This conclusion is the core of Universal Design for Learning that resembles Differentiated Instruction and rooted in the idea that there is no “one-size-fits-all” teaching method. The goal of Universal Design for Learning is to design and develop multimodal systems and educational materials to meet the needs of each student. Multimodal educational systems which employ modern technology have encompassed the principles of constructivism and the research field of human–computer interaction [18,42,43]. Multimodality is based on Montessori pedagogy, whose educational method takes into consideration all human senses, visual, auditory, tactile, gustatory, olfactory, and kinesthetic, and is addressed to all preschoolers regardless of their physical and cognitive capabilities [44]. The principles of Mayer’s Cognitive Theory of Multimedia Learning outline the guidelines for instructional design which utilizes multimodality to foster learning [17,18]. Multimedia learning occurs when people construct mental representations from the material presented in two or more forms, e.g., words and pictures, as it has been proved that people can learn more deeply and the
represented information is better recalled and retained when encoded by words and pictures together than only by words [45].

The theoretical framework and background of this conclusion is the dual-coding theory [46]. An example of the dual-coding theory is subtitling, which in addition to the primary obvious need that it came to cover, namely translation, is also a valuable vocabulary learning tool (verbal and nonverbal/auditory–visual encodings) [47,48]. Moreover, subtitles for the deaf and hard of hearing (SDH) are necessary for people with hearing difficulties and are enforced by the deaf community and legislation [49] (article 67, Greek Law 4488/2017). Multimedia processing requires less cognitive load than static illustrations and a multimedia content is more interesting, entertaining, and motivating than paper-based pictures and text [17,18]. Mayer’s Cognitive Theory of Multimedia Learning [17] includes 12 basic (Table 2) and nine advanced (Table 3) principles for multimedia learning environments design [14].

**Table 2. Basic principles of Multimedia Learning.**

<table>
<thead>
<tr>
<th></th>
<th>Principle</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Multimedia</td>
<td>People learn better from words and pictures than from words alone.</td>
</tr>
<tr>
<td>2</td>
<td>Modality</td>
<td>People learn better from graphics and narrations than from on-screen (printed) text (people learn better from a multimedia message when the words are spoken rather than written).</td>
</tr>
<tr>
<td>3</td>
<td>Redundancy</td>
<td>People learn better just with animation and narration (it might be difficult for some learners to understand e.g., foreign language learners or certain auditory learning disabilities).</td>
</tr>
<tr>
<td>4</td>
<td>Segmenting</td>
<td>People learn better when a multimedia lesson is presented in user-paced segments rather than as a continuous unit.</td>
</tr>
<tr>
<td>5</td>
<td>Pre-training</td>
<td>People learn better from a multimedia lesson when they know the names and characteristics of the main concepts (they already know some of the basics).</td>
</tr>
<tr>
<td>6</td>
<td>Coherence</td>
<td>People learn better when extraneous material is excluded rather than included.</td>
</tr>
<tr>
<td>7</td>
<td>Signaling</td>
<td>People learn better when they are shown exactly what to pay attention to on the screen.</td>
</tr>
<tr>
<td>8</td>
<td>Spatial contiguity</td>
<td>People learn better when corresponding words and pictures are presented near rather than far from each other on the page or screen.</td>
</tr>
<tr>
<td>9</td>
<td>Temporal contiguity</td>
<td>People learn better when corresponding words and pictures are presented simultaneously rather than successively.</td>
</tr>
<tr>
<td>10</td>
<td>Personalization</td>
<td>People learn better when the words of a multimedia presentation are in conversational style rather than formal style.</td>
</tr>
<tr>
<td>11</td>
<td>Voice</td>
<td>People learn better when the words are spoken in a standard-accented (friendly) human voice rather than a machine voice or foreign-accented human voice.</td>
</tr>
<tr>
<td>12</td>
<td>Image</td>
<td>People do not necessarily learn better when the speaker’s image is on the screen.</td>
</tr>
</tbody>
</table>

**Table 3. Advanced principles of Multimedia Learning.**

<table>
<thead>
<tr>
<th></th>
<th>Principle</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Guided-discovery</td>
<td>People learn better when guidance is incorporated into discovery-based multimedia environments.</td>
</tr>
<tr>
<td>2</td>
<td>Worked-out example</td>
<td>People learn better when they receive worked out examples in initial skill learning.</td>
</tr>
<tr>
<td>3</td>
<td>Collaboration</td>
<td>People can learn better with collaborative online learning activities.</td>
</tr>
<tr>
<td>4</td>
<td>Self-explanation</td>
<td>People learn better when they are encouraged to generate self-explanations during learning.</td>
</tr>
<tr>
<td>5</td>
<td>Animation and interactivity</td>
<td>People do not necessarily learn better from animation than from static diagrams.</td>
</tr>
<tr>
<td>6</td>
<td>Navigation</td>
<td>People learn better in hypertext environments when appropriate navigation aids are provided.</td>
</tr>
<tr>
<td>7</td>
<td>Site map</td>
<td>People can learn better in an online environment when the interface includes a map showing where the learner is in the lesson.</td>
</tr>
<tr>
<td>8</td>
<td>Prior knowledge</td>
<td>Instructional design principles that enhance multimedia learning for novices may hinder multimedia learning for more expert learners.</td>
</tr>
<tr>
<td>9</td>
<td>Cognitive aging</td>
<td>Instructional design principles that effectively expand working memory capacity are especially helpful for older learners.</td>
</tr>
</tbody>
</table>

In sum, multimedia refers to the presentation of material and learning refers to learner’s knowledge construction: verbal words insert into the human cognitive system through the audio path (narration) and written words and images through the visual path (text on the screen, illustrations, charts, graphs, photographs, or maps) or dynamically both audio and visual through animation, videos, or interactive images. Figure 2 outlines the
architecture of the human knowledge construction process as proposed by the Cognitive Theory of Multimedia Learning.

![Figure 2. Mayer's Cognitive Theory of Multimedia Learning](image)

A new dimension of multimodal discourse with a specific narrative structure is transmedia storytelling. TS exploits different languages, for example, verbal and visual, like cinema, comics, television, and video games to construct a narrative world as a process of presenting a story in which each content element is distinct and also contributes uniquely to a larger whole [21,51]. Multimedia focuses on the number of different types of content expression, while transmedia refers to a set of narrative and non-narrative elements that are systematically spread through many platforms and emphasizes the way of content distribution and flow across these platforms [52]. Although the term “transmedia” was coined by media scholar Marsha Kinder in 1991 as cited in Jenkins [53], in ancient Greece, an equivalent term “ekphrasis” was used to describe skills that could simultaneously convey an artistic content or a mythological narrative in different forms such as painting, sculpture, drama, oral poetry, writing, dance, performance, and pottery [54]. People have managed to tell stories using various tools. Literary narration exploits the tools of both oral and written speech, theatre of oral speech and dramatization, cinematic narration of the audiovisual media, etc. [55]. A story about a particular theme can be told by combining several types of media such as images, text, video clips, sound narration, and music [56].

An educational program, into and outside the classrooms, using transmedia storytelling techniques and utilizing smart devices to create immersive environments enables students and teachers to expand their learning experience [5,57]. The pedagogical approaches of transmedia learning are based on learning theories of constructivism and connectivism and extend not only to the use of a variety of media, but also to students’ interaction with narration, both through digital and non-digital platforms [58,59]. “Older” educational platforms, such as print books, flashcards, and puzzles can also be utilized in critical and creative ways in a learning environment. A transmedia learning model sets new challenges for students and teachers, requires the achievement of a wider range of collaboration and communication skills and underlines the active role of students in their knowledge construction. According to Fleming, transmedia learning is the best pedagogical method for the 21st century, as it comprehensively uses technology with consistent and positive learning outcomes, by allowing, on the one hand, content to flow seamlessly across platforms [58] and on the other hand by providing a framework for students to understand media, participate in the narrative expansion actively and interact in increasingly complex ways as prosumers (“prosumers”: both consumers and producers, to be a prosumer demands an active contribution to the content and therefore knowledge construction) [60,61]. Transmedia learning is flexible, can happen any time and anywhere, making students participate and learn regardless of time, and place, due to its capability to spread out content from different mobile devices like smartphones and tablets. Mobile storytelling is considered a part of transmedia storytelling [62].
3. WUIM: A Transmedia Project for Inclusive Educational Settings

Transmedia storytelling provides teachers with the opportunity to facilitate their students to think critically, to identify with the material, and to acquire, generalize and maintain knowledge, supplying a value framework for constructivist educational pedagogy [63]. Transmedia learning incorporates transmedia storytelling techniques, ubiquitous technology capabilities, real-world experiences, and student-centered pedagogies, creating extremely productive and powerful learning experiences [58]. Especially in inclusive educational settings, transmedia learning combined with Differentiated Instruction, Cognitive Theory of Multimedia Learning and Universal Design for Learning could be the unified methodology for promoting personalized learning, because it meets individual needs and adapts to students’ readiness, learning styles and preferences, increasing their participation, engagement and motivation and improving their different cognitive and functional skills [64]. Children with developmental disabilities often have difficulty performing daily living skills. Acquiring these skills can lead to increased independence and therefore instruction focuses on acquisition, generalization, and maintenance of those skills.

In this paper, we present the design and development of WUIM, a transmedia educational project for morning routine addressed to typically developing preschoolers and students of first grades of elementary schools and their peers with SEND. The goal of WUIM is to engage students in morning preparation activities performed at home. More specifically, the content of WUIM focuses on activities that students have to complete from the moment they wake up (alarm clock) until they go to school [6,22,65,66]. WUIM extends to three types of applications:

- “WUIM-Puzzles” encompasses traditional board games with flashcards and wooden block puzzles which constitute the toys of the whole project.
- “WUIM-AR” is an AR game-like application that is combined with WUIM-Puzzles.
- “WUIM-VR” is a VR simulation using gamification techniques.

3.1. User Experience Design

The basic axis of WUIM design was user experience (UX) and the seven factors that determine it [6,67]. At each design stage and for each of its components, the answers to the questions posed about usefulness, usability, findability, creditability, desirability, accessibility, and value justified the decisions made (Figure 3).

![Figure 3. User experience factors.](image-url)
Therefore, each UX factor acted as a component of an evaluation checklist. The initial evaluation of the overall project by the interdisciplinary design team led to specific content development decisions. These decisions were confirmed by the subsequent formative evaluation of both users and experts (c.f. section Formative User and Expert Evaluation). The following describes the factors that were taken into account when designing the WUIM [6].

- **Usefulness**: Quality, importance, and value of a system or product to serve users’ purposes. Although from the very outset, the transdisciplinary design team decided that WUIM will consist of affordable low-cost applications, this decision does not mean that the quality of materials and coding were overlooked.

- **Usability and utility** are the two components of usefulness: A usable product provides effectiveness, efficiency, engagement, error tolerance, and ease of learning. However, even though a product is easy and pleasant to use, it might not be useful to someone if it does not meet his/her needs. WUIM was designed to be easy to use for both students and teachers. The primary goal was for WUIM to be an effective, efficient, engaging learning material that allows users to easily learn content, both in terms of activities and technology.

- **Findability**: Ease of finding a product or system. WUIM is available online and for free.

- **Creditability**: A product leads users to trust it, not only because it does the job it promised to do, but also because it can last for a reasonable amount of time, with accurate and appropriate information. WUIM in addition to the activities it provides, i.e., morning routine training, offers know-how to teachers and parents to develop their own material.

- **Desirability**: Branding, image, identity, aesthetics, and emotional design, which are also elements of user interface design. During the WUIM design, special emphasis was given to each of these features. Thus, a short name was chosen with intensity and easy to remember. Attention was also paid to user interface design according to the principles of Cognitive Theory of Multimedia Learning and guidelines of Web Accessibility for Designers (https://webaim.org/ (accessed on 2 June 2021)) and Microsoft (https://docs.microsoft.com/en-us/windows/win32/uxguide/vis-fonts (accessed on 2 June 2021)) regarding the choice of font type, colors and size, background colors, and contrasts.

- **Accessibility**: The experience provided to users, even if they have a disability, such as hearing, vision, movement or learning difficulties. WUIM focus on motor, learning and hearing difficulties, and students with visual problems but not totally blind.

- **Value**: The ultimate goal of a product is the added value it provides to users. Besides the vital educational content, an overview of the factors that shape the user experience corresponds to the design and development of WUIM.

WUIM, depending on children’s cognitive or physical limitations, provides adaptation and parameterization, regarding the different difficulty levels, material, and help. Taking into account the UX factors and the pedagogical background of WUIM, we believe that it could be considered as SLE.

### 3.2. A Process from Educational Design to Development

Each of the four dimensions of interactivity was the guide to WUIM design (Figure 4). Students with special educational needs (SEN) and/or disability (D) and their typically developing (TD) peers are the target group (learners). The content derived from the functional domain of Activities of Daily Living (ADLs) using traditional educational materials, and cutting-edge technologies. The educational context refers to inclusive settings. Finally, pedagogy is an eclectic pedagogical method stemmed from the synthesis of traditional learning theories such as behaviorism and constructivism and innovative teaching-learning approaches such as Differentiated Instruction, Cognitive Theory of Multimedia Learning and Universal Design for Learning.
The material was designed having studied the diverse characteristics of SEND students, the content of the activities performed in a typical family home every morning and the basic principles of student-centered pedagogical approaches. The design team’s goal was for the product to be a good practice to facilitate inclusive education implementation. It is a fact that inclusive education does not apply to the extent required by an inclusive society [68]. A major obstacle to its implementation is the reluctant attitude of teachers, which is greatly affected by the lack of appropriate educational material. In terms of educational material, research on digital game implementation in schools concludes that teachers are also reluctant with a neutral attitude towards the utilization of digital games in their lessons [69–77]. The main obstacles mentioned by teachers are the lack of financial resources, teacher training and professional development, and limited technological equipment [72]. Aware of these parameters, the transdisciplinary design team decided to develop WUIM in such a way to be know-how for the development of low-cost gaming applications using everyday devices.

WUIM is a transmedia educational project that flows across traditional educational materials such as flashcards and puzzles, and cutting-edge technologies such as AR and VR. The most characteristic schematic interpretation of transmediality is credited to Pratten [73]. Figure 5 is an adaptation of Pratten’s figure and illustrates the transmediality of WUIM [67]. Transmedia narratives consist of multiple distribution channels that contribute to the creation of a single experience. Each medium is combined by the audience as a piece of a puzzle to complete the story of the transmedia narrative. In our case, puzzles, AR, and VR are combined by children to create a comprehensive learning experience.

Figure 5. WUIM transmedia educational project (source: adapted from Pratten [73] (p. 3)).
WUIM deals with a real-life situation: learning the morning routine at home. The morning routine is a key part of the functional skills that lead to independent living. WUIM includes hygiene-related activities that must be followed in a specific order, such as “I wash my hands after using the toilet”, or “I brush my teeth after eating”. For the VR version, content is related to saving resources and time. For example, “I eat breakfast wearing pajamas” because there is a chance to get dirty. In this case, “I change and I put on my clothes”. Otherwise, if “I eat wearing the clothes and get dirty, then I have to undress, put the clothes in the laundry and try to find and wear other clothes”. Within WUIM there are rules of social behavior, such as “I greet my parent before I go to school”.

The educational design was based on the holistic, integrated, and experiential approach of three domain of learning according to Bloom’s taxonomy [74]: cognitive (knowledge-based), practical—psychomotor (action-based), and affective (emotion-based). WUIM-Puzzle and WUIM-AR are based on behaviorist learning theory which relies on the connections between stimuli and responses [6]. Learning is enhanced by task analysis, contiguity, practice, repetition, sequencing, reinforcement as extrinsic motivation, and feedback [75]. Task analysis method and chaining are basic training strategies for daily living activities within the Applied Behavior Analysis (ABA) approach [76]. In practice, learning is achieved through a systematic series of trial-and-error action. However, WUIM-Puzzle also relies on directed discovery learning which is a constructivist approach [77,78]. WUIM-VR is based on unstructured discovery learning. Bruner [77] pointed out that children can experience success or failure, not as a reward or punishment respectively as indicated by the behaviorism, but as an additional piece of information that will lead them to knowledge. In sum, for all three versions, the aim is for students to learn the correct sequence of activities from waking up in the morning to get ready to leave the house and go to school. The ultimate goal of WUIM is for students to transfer the acquired morning routine skills to real life. Learning is achieved not by punishments (loss of lives or points) if children do not make the right choice but by enhancing intrinsic motivation through the dynamic elements of games and the unique features of augmented and virtual reality. This process does not discourage students and is one of the most effective ways to keep playing, trying to figure out the combination of activities. Besides learning outcomes, objectives are to foster collaborative learning, according to Vygotskian’s social-constructivist approach [79], to motivate teachers and students to develop their own educational material through easy-to-use applications and to develop positive attitudes for both inclusive education, as well as for digital educational games.

The Unity and Vuforia platforms were used to develop digital applications and a 360-degree camera was used to create the content. The devices needed for applications developed with digital technology are everyday devices such as smartphones and tablets, virtual reality glasses to which smartphones are adapted, headphones, and, if a child has head instability due to spasticity, controllers (Figure 6).

Figure 6. WUIM transmedia educational project (source: adapted from Pratten [80] (p. 2)).
3.3. Game Development

3.3.1. Concept Definition and Visual Symbol Selection

The first step in developing content was to define the story and choose the symbols according to the fundamental concept, i.e., training children in the morning routine. Transmedia content development is based on the same story and practices shared symbols, which are distributed across different platforms.

Under the permission of Tobii Dynavox Picture Communication Symbols® (PCS), we chose specific symbols from the Boardmaker collection that serve the story flow, focusing on personal hygiene rules and social norms: alarm clock, toilet, handwashing, breakfast, toothbrushing, dressing up, parent hugs, and walking to school (Figure 7).

![Figure 7. 8-Steps morning routine using PCS.](image)

There are six activities performed during the morning preparation (“alarm clock” is the trigger to start the activities and activities are completed after the parent’s hugs) considering the limitations on human’s capacity and the magical number seven, plus or minus two for processing information [6,81]. Common elements of all applications were the story, the use of PCS and the goal, i.e., to complete all the appropriate steps to prepare for school. When children play with the puzzle, they are asked to place the pieces/activities in sequence in the correct order. AR uses the puzzle pieces as triggers/targets and in VR, symbols operate as option buttons. The selection of the specific symbols (PCS) was based on the following:

- **Creditability and desirability**: PCS are widely known in the field of special education, recognized by most children with SEND, are very comprehensive and meet the requirements of interface design. The narration of each symbol is very understandable. Besides, PCS can be used as a storyboard, i.e., a graphic layout that sequences illustrations and images.
- **Usability**: PCS are effective and efficient and no extra training time is required.
- **Utility**: PCS are easily printed and portable.
- **Findability**: PCS are easy to find.
- **Accessibility**: PCS are characterized by simplicity in depicting people and objects. Studies on the effect of the amount of detail on pictorial recognition memory have concluded that the simpler a picture, the lower cognitive load and therefore avoiding problems with concentration and distraction [82]. Besides, according to the instructions of AR development engines, pictures simplicity serves their rapid response as AR triggers.

3.3.2. Puzzle Design-Production

For puzzle design-production, we proceeded with a wooden shape puzzle design. The shapes were designed in two versions as two difficulty level (Figures 8–11). The first level contains only square shapes, so students have to place the correct block considering only the activity depicted on the symbol (Figures 8 and 9). The second and easiest level (Figures 10 and 11) includes geometric shapes that guide students alongside the symbols (essentially, the game provides built-in gameplay that promotes constructive thinking) [83]. The two difficulty levels were determined based on the principle of equity so that no student is excluded from the learning experience. Learning shapes is resulting in a side benefit [67].
To create the wooden puzzles, shapes were designed with CorelDRAW® software and then were cut with CNC (computer numerical control) wood route by a carpenter (Figure 12a). The symbols were then printed on a vinyl sticker (Figure 12b).

Figure 12. (a) Puzzles were designed with CorelDRAW® software; (b) symbols are printed on a vinyl sticker.
Both levels provide material with handles (pins) to support students with fine motor skill difficulties (Figure 13). Figure 14 shows the complete traditional educational material: wooden boards-wedges that make up the WUIM-Puzzle.

![Image of WUIM-Puzzle](image-url)

Figure 13. (a) Sticking the stickers and putting pins; (b) wooden pieces with pins.

![Image of complete traditional educational material](image-url)

Figure 14. WUIM_Puzzle: the wooden block set consist of wooden boards and pieces.

### 3.3.3. Film Production

For film production, three basic steps were followed: pre-production, production, and post-production [84]. In the pre-production phase, script, storyboard, shooting list, and breakdown sheets were prepared. The script was developed with the program Fade In Professional Screenwriting Software© that is a friendly-user application and the most advanced software used by professionals (https://www.fadeinpro.com/ (accessed on 2 June 2021)) (Figure 15). According to the script, there are two actors, a 10-year-old girl named Vicky, who is the main character, and her mother. Vicky (game avatar), once she is out of bed, follows a series of events guided by everyday logic: first she goes to the bathroom/toilet and, after washing her hands, heads to the kitchen to have breakfast. When breakfast is over, she gets back to the bathroom, where she brushes her teeth. She then goes to her bedroom, takes off her pajamas, puts on her clothes and heads to the front door area where she puts on her shoes, picks up her school bag, greets her mom, and opens the front door to go to school [67].

For the storyboard, we chose to proceed with photo shooting so that along with the technical information needed for the video recordings, such as objects (props), lighting, costumes, characters, sounds, the actors rehearsed their “role”, etc.
Figure 15. Pre-production phase: script, storyboard, shooting list and breakdown sheets.

Consequently, we proceeded with the shotlist and the breakdown sheets. Shots were taken during the production phase with a 360° camera (Figures 16 and 17).

Figure 16. Production phase: while shooting.

Figure 17. Production phase: while shooting.
During the post-production phase, we proceeded with the video-editing, converting the 360° videos (Figure 18a) to standard videos be compatible with the AR platform (Figure 18b). Finally, we added sounds and subtitles, according to the guidelines of Web Accessibility for Designers (https://webaim.org/ (accessed on 2 June 2021)) (Figure 19). The videos have been selected from a series of shots. Videos also can function independently, e.g., teeth brushing, so it is not needed to be fully integrated into an application, but they can be autonomous educational material for other learning activities as well.

![Figure 18. Post-production phase: Video converting for AR application (a) 360° video; (b) Standard video.](image)

Also, a human pedagogical agent was used in the form of a filmed actor (Figure 20). The pedagogical agent’s role focuses on welcoming students, guiding them (tutorial) and providing instructions for the gameplay, help and oral rewards and reinforcements (e.g., well done, congratulations), when students find the appropriate picture/puzzle or persuasions to continue the effort (Figure 21).

3.3.4. AR and VR Game Development

WUIM AR and VR games could be described as simulations since their content originates from real-life based on 360° interactive videos that enhance presence and immersion. Human–computer interaction was developed by the Unity Game Engine and Vuforia Engine, adopting a third-person perspective. Digital material development followed a parallel progression (Figure 22).
The following is the steps that had been developed for each technology separately. We proceeded as follows: pre-production, production, and post-production phase: shooting the pedagogical agent. Post-production phase included video and audio editing, subtitles, voice over and sound design. Subtitling while the pedagogical agent speaks (Greek subtitle: Συγχαρητήρια! Ολοκλήρωσες με επιτυχία το παιχνίδι! English translation: Congratulations! You have successfully completed the game!).

For the VR game, the environment and user interface (UI) design focuses on welcoming students, guiding them (tutorial) and persuading them to continue the effort (Figure 21). For the film production phase: shooting the pedagogical agent, interactive videos that enhance presence and immerse the player's experience were prepared. Finally, the post-production phase included the shooting. Digital material development followed a parallel progression (Figure 22).

Figure 20. Post-production phase: shooting the pedagogical agent.

Figure 21. Post-production phase: color subtitles/background. Subtitling while the pedagogical agent speaks (Greek subtitle: Συγχαρητήρια! Ολοκλήρωσες με επιτυχία το παιχνίδι! English translation: Congratulations! You have successfully completed the game!).

Figure 22. Overview game development process.
The following is the steps that had been developed for each technology separately.

1. For the film production, three basic steps were followed: pre-production, production, and post-production. The pre-production phase included the scripting, the storyboard, the shotlist and the breakdown sheet. The production phase included the shooting. Post-production included video and audio editing, subtitles, voice-over and sound design. Finally, the footage processing, so that depending on the type of game technology, i.e., VR or AR, videos were integrated into the code.

2. For the VR game, we proceeded as follows: We set the winning conditions and other game parameters. Then, we defined the environment and user interface (UI) design according to users’ characteristics. Next, we developed the code on the game console and associated the videos with the scenes. After the game flow was checked according to the game logic adopted by the design team, the VR game testing with the devices (smartphones/tablets, desktop, HMDs) was performed.

3. For the AR game, we proceeded as follows: We set the winning conditions and other game parameters. The AR game is more directional than the VR version, the logic is serial and the winning conditions are different from the winning conditions of the VR game, which is freer compared to the AR. After defining the images that are the targets of AR and editing them to be recognized by a camera of tablets and smartphones according to Vuforia specifications, they were integrated into the game development engine (Unity). After configuring the code and data and retesting on devices, the application was ready for distribution.

Both AR and VR applications were developed using Unity as the underlying Game Engine which allows fully-featured applications to be implemented for free under educational licensing and provides all the basic functions needed to build a game and many minor functions to speed up the development process. Unity 3D Game Engine also offers a unified environment in which the game developer can manage game assets such as graphics, sounds, and code used to implement the game’s logic (scripts). In addition, the environment allows the creation of game levels, debugging, sound mixing, performance measurement (profiling), and many other tools useful for the development process. Furthermore, for WUIM-AR the Vuforia AR Engine was used due to its compatibility with Unity and similar licensing terms. Vuforia’s image training and recognition routines are used to identify the physical items through the handheld device camera, which are then linked to the content that includes 3D models and video displayed within the augmented reality application. WUIM-AR supports interaction through mobile devices (tablets and smartphones). Navigation is implemented through the user’s movement and game elements are detected by the sensor (camera or LiDAR sensor). Touch is used as a means of interacting with the content and interface environment.

- WUIM-AR Development

WUIM-AR is a target-based AR application, which has been fully developed, i.e., has reached the Beta stage. AR targets are visual cues that trigger a specific action determined by the program displaying information through a camera application on a smartphone/tablet. WUIM-AR is interconnected with WUIM-Puzzle. The AR flow chart (Figure 23) summarizes the gameplay, interfaces, and settings such as tutorial, difficulty level, language, background, audio, subtitles provided to students, and help.

The pieces/symbols of WUIM-Puzzle are the triggers/targets for the AR to operate. Vuforia Engine Developer Portal processed the images (PCS) and created a database containing the targets. The instructions provided by Vuforia Engine refer that targets must have specific features, such as sharp edges, optimal image dimensions, aspect ratio, high image contrast, no repetitive patterns, format, and distributed textured areas. The software assesses the target quality. The best quality is scored with 5-stars, but also 3- or 4-star quality is satisfactory. Below 3 stars the application may have a hard time recognizing a target and at 1 star or 0, the target should be replaced. As already mentioned, WUIM-AR depends on the 7 flashcards (alarm clock, toilet, handwashing, breakfast, toothbrushing, dressing...
up, and parent hugs) or the wooden blocks of WUIM-Puzzles. Vuforia Engine Developer Portal created a database with all targets (PCS) to be used in WUIM-AR including images for both the game per se and tutorials.

After creating the database, we proceeded with gaming experience development using the Unity Game Engine. First, we created a list which is a chain of targets. Each target recognizes which comes before it. The program also holds videos or sounds of the pedagogical agent that should be displayed when the student faces difficulty to find the next target.

Following this, we imported data in the inspector window. When a target and/or a unique combination of targets are detected, the matching video is displayed.

The previously scanned target of the chain is stored in memory. When the target is recognized, the game engine checks if the prior target is the same as the stored one. If so, the recognized target becomes the stored one and the matching video and audio are displayed. If not, a beep sounds in combination with a short vibration according to the user settings and depending on how many times the student did not find the right sequence. Settings such as difficulty level, subtitles, language, and graphics are stored in a file to remain the same even after the game is over.

Taking into account students' preferences, needs, and learning profile, the system offers several user interfaces to serve different kinds of users. There are options menu and settings which have been supplied for language (Greek or English), sounds, subtitles, font size, tutorials, help and background colors, either for tablets (Figure 24) or for smartphones (Figure 25). Important aspects of the interface, which are related to feedback, flow, positive
emotions and motivations and have a direct impact on learning, are the applications’ simplicity and aesthetics [85].

![Figure 24. WUIM-AR UI for tablet.](image)

![Figure 25. WUIM-AR UI for smartphone.](image)

- **WUIM-VR development**

  WUIM-VR is a gamified simulation that has reached the Alpha stage. WUIM-AR, ideally, is played with smartphone Head-Mounted VR Glasses. The game is structured in rooms of a typical family house based on escape room game pedagogy [67]. Escape room pedagogy relies on Vygotsky’s social-constructivist approach that engages students in real-life activities enhancing role-playing, creativity, decision-making, communication, and critical thinking [86]. Students/players are allowed to navigate freely at home, interact and experiment by choosing any route they wish. During this non-linear tour, students learn smoothly from the results of their choices. It is a common issue for children to make intentional mistakes based on their curiosity to discover what will happen if they choose an inappropriate action especially if they know it will have no consequences. So, students are welcome to navigate, discover, and make mistakes. This process is a problem-solving process. Figure 26 illustrates an overview of actions and transmissions between rooms. There are three scenes (rooms), and conditions are displayed on connecting arrows. The only condition for a successful game-over is to fulfill the string: “WC→hand clean→food→teeth clean→clothes”.

  A basic intention of VR development is to provide the know-how to teachers to set up VR experiences without special coding knowledge. This encourages collaboration and relieves the extra stress of lack of technological knowledge. It is also a good opportunity to work with the school’s computer science teacher. The VR experience comprises three parts: source material, configuration, and game engine. It is applied in a way that separates the roles of directors/filmmakers, video/audio editors, programmers, and writers of the transdisciplinary design team.
The source materials: materials are videos, audio clips, and a model of the states, transitions between them, and variables to be tracked as the game unfolds. The storyboard and the breakdown sheets facilitated filming and recording so that the pops, agent audio clips, transition videos, and static scene photos were filmed/captured in such a way so no re-shooting will be needed. All visual material was created with a 360-degree camera so that it can be imported directly into the Unity Game Engine, with varying levels of compression to allow for hardware limitations on the output devices.

The configuration (game flow): the complicated part of a VR scenario, especially interactive ones with an open-world slant, is predicting all the possible transitions between states in the game. This is deliberately separated from the design and source material creation and handled by the game engine.

All media and an XML file representing the model of the experience were created first using a standardized dictionary (an XSD is available). This data was fed Unity Game Engine, which supports transition videos in MP4 format, static images, and stereo audio.

Each scene contains an image or video where the user interacts with hotspots, which are graphic icons superimposed on the skybox. This involves looking at a hotspot in VR, which is then activated after a short wait and triggers an optional 3D video transition displayed around the player (Figure 27).

Movements inside the VR space are not supported, so scenes are mostly about looking around and finding hotspots rather than interacting with the scene objects themselves. Scenes can also contain conditional narrator audio or feedback for activating hotspots. If a child has difficulty stabilizing the head (e.g., spastic cerebral palsy) then he/she is allowed to use controllers. Attributes of the player, e.g., score, time, clothing on or off, are also tracked. This system is limited to unstructured values so could be “yes”/”no”, a number or a string.

Figure 26. Scene graph of VR game.
Game designers can specify conditions to define, add or remove transitions based on boolean expressions using free variables or built-in flags, such as if a scene has been played or which was the previous scene. Besides, the transitions can change the value of free variables, e.g., a player can have different transitions shown if they enter a room (scene) from one entrance to another or visiting one scene first may set a flag that changes the scene in a later, unrelated transition. The game engine dynamically loads an XML-encoded model of the script into the Unity application as scenes and a state machine.

The game engine is a state transition engine imported into Unity. It is written in C# and loads an XML file of scenes with attributes and transitions between those scenes. It then creates a VR environment based on the properties of each scene, e.g., initial camera position, background audio, narrator cues, and hotspots to re-create the dynamic system modelled in the XML file. The engine’s built-in functionality is handling of scenes, transitions, and playback of media based on the pseudo-script language contained in the configuration. It is as simple as possible to allow open-ended games to be visualized and experienced in VR. Finally, the Unity game engine integrates with the VR drivers necessary for output.

3.4. Game Logic—Gameplay

Wooden puzzle and AR application share the same gameplay, i.e., the way a game is played while the VR version is more complex. Game mechanics, i.e., connections of student actions with content and challenges (e.g., variable difficulty level, achievements, rewards) are different for each application.

3.4.1. WUIM-Puzzle and WUIM-AR Gameplay

WUIM-Puzzle and WUIM-AR are played with the same wooden boards and blocks. As mentioned, each wooden shape block indicates an activity. The students are asked to place the six wooden block pieces into the appropriate slots of the wooden board to complete the story. The wooden pieces are given mixed, but always in the same mixed order. Since teachers know each students’ learning profile, they can give them the appropriate difficulty level wooden board in advance. Thus, students place wooden shape block pieces guided not only by the content but also by the shape. In this way, all students participate in the learning process without stigmatization or isolation in the case of weakness to complete the task. When the wooden shape block pieces are placed in the correct order according to the content, e.g., we brush our teeth after eating, students have the opportunity to employ smart devices like smartphones and tablets to proceed with the AR application. The unique
combination of wooden shape blocks is the trigger for the AR application to function by displaying the appropriate video (overlay) (Figures 28 and 29).

![Figure 28. Shooting triggers (AR application).](image)

If the wooden shape block pieces are not placed in the correct order, then a sound "beep" is heard and/or the mobile device vibrates (according to students' interface preference) and the human pedagogical agent prompts students to try again. The pedagogical agent provides help progressively. After three unsuccessful attempts, the agent proposes to students what to do. The role of the pedagogical agent can also be performed by a peer.

3.4.2. WUIM-VR Gameplay

In **WUIM-VR**, students are involved in a 3D real-world house where the story unfolds through a Virtual Reality Headset. However, if a student denies wearing the headset then
he/she can play on screen. Symbols/activities which have also been used in WUIM-Puzzle and WUIM-AR application are displayed as VR buttons. Depending on the button selected by the students, the story is revealed by showing the next video. The VR version allows free navigation in the house without forcing students to choose specific routes. However, there is the possibility of adjusting the number of failed selections. To complete the game five criteria must be met as successful transitions. Figure 30 demonstrates the route in which only two transitions (criteria) have been met, i.e., BEDROOM→BATHROOM→WC→FINISH. By selecting the player “finish” it seems that three criteria have not been met and so it is proposed to continue.

Figure 30. Game logic: two of the five criteria are met.

There are two restrictions. According to hygiene rules, every time students choose the button “WC” they must then choose the button “HANDS”, otherwise, the avatar is not allowed to eat. The second restriction which is also derived from the hygiene rules is that after eating students have to brush their teeth. The condition for “game over-well done” is that the students have guided the avatar to WC, to wash her hands (HANDS), to eat (FOOD), to brush her teeth (TEETH), and to put on her clothes (CLOSET). Figure 31 illustrates that all five criteria are met and so students have completed all the activities that need to be performed at home before leaving school.

VR drives to greater immersion that, while it has been proven to lead to effective learning; however, using VR headsets can lead to isolation [87]. To overcome this obstacle and to promote collaborative learning, students monitor their classmate’s progress through screens, tablet, or computer, even an interactive whiteboard, and whenever their classmate in the VR environment needs help, they can provide it.
4. Formative User and Expert Evaluation

User experience is the most powerful indicator of a product’s success. Consequently, during designing and developing a product/service, designers and developers need to have end-users in mind. UX evaluation methods at any stage in the design and development life cycle are used to improve UX. Evaluation methods are quantitative and qualitative and regarding games are classified into three distinct phases: (a) pre-game, (b) in-game, and (c) post-game [88,89]. Bernhaupt [90] suggests that UX evaluation methods can be classified into methods that involve users, experts, and user data. More specifically UX methods are:

- **User-based** methods, which include focus groups, interviews, questionnaires, experiments, observation, and bio-physiological measurements,
- **Expert-based** methods such as heuristic evaluations,
- **Automated** methods like telemetry analysis, and
- **Specialized** methods for the evaluation of social game play or action games.

Evaluations by the users themselves are crucial for improving the provided products. User-based formative evaluations are fundamental even from the stage of design and prototyping. Novel invasive and less invasive psychophysiological player testing such as skin conductance (SC), facial electromyography (EMG), measurement of electrodermal activity (EDA), heart rate (HR), electroencephalography (EEG), and eye-tracking along with traditional such as behavioral observation, think-aloud protocol (players are asked to talk about what they are thinking as they play through the game), interviews, heuristic evaluation, focus groups, questionnaires, and game metrics provide a comprehensive assessment of many game components [90–92].

Depending on the design and development stage of any application, qualitative user-based evaluation methods through observation and interviews, as well as quantitative
methods through self-reference measurements, structured or semi-structured interviews, usability tests, and questionnaires aimed at focused groups, are performed [93–95]. Questionnaires, behavioral observation, think-aloud protocol, and interviews are the most frequently used non-invasive evaluation tools.

WUIM was evaluated by both children with disabilities and their therapists using questionnaires, structured interviews, think-aloud protocol and researchers’ observations. The core purpose of the evaluation was to draw conclusions about the factors that determine the UX and the characteristics of SLEs. Thus, two main research questions were formulated:

- **Research Question 1 (RQ1):** Does WUIM accomplish the seven criteria that shape the user experience? Is it useful, usable, findable, creditable, desirable, accessible, and valuable?
- **Research Question 2 (RQ2):** Is WUIM a smart learning environment? In more detail, it gathers features such as effectiveness, efficiency, scalability, autonomy, engagement, flexibility, adaptiveness, personalization, conversationality, reflectiveness, innovation, and self-organization?

4.1. Participants

Evaluations were conducted by two focus groups. The first group consisted of students with SEND (end-users) and the second consisted of their therapists (content experts). None of them had experience with AR and VR.

Eleven \( (N = 11) \) children with SEND formed the **students’ group**. Two students with moderate intellectual disability (IQ 35–49, mental age from 6 to 9 years) [96], three students with severe intellectual disability (IQ 20–34, mental age from 3 to 6 years), three students with cerebral palsy (one with severe intellectual disability), one student with Down syndrome with severe intellectual disability, one student with ASD with severe intellectual disability, tactile defensiveness and hyperactivity, and one student with ASD without intellectual disability.

**Content experts** focus group consisted of seven \( (N = 7) \) specialized therapists for children with disabilities: a social worker, an occupational therapist, a speech therapist, a health visitor, a nurse, a special auxiliary staff, and a physiotherapist assistant.

4.2. Data Collection

Throughout the development life cycle, the design team conducted repeated internal tests and evaluations based on the System Usability Scale (SUS) [97] and the Serious Game Evaluation Scale (SGES) (see Table A1 in Appendix A) [89,95,98–100]. SGES is a questionnaire of a five-point Likert scale that includes 33 statements developed by a team of researchers that includes the authors of this article. SGES simultaneously evaluates 11 factors that shape users’ perceptions when playing games. The 11 factors are divided into four groups [89]:

1. **Content:** subjective adequacy of feedback, subjective adequacy of educational material, subjective clarity of learning objectives, subjective quality of the narration.
2. **Technical characteristics:** subjective usability/playability (functionality), subjective audiovisual experience/aesthetics, subjective realism.
3. **User state of mind:** presence/immersion, pleasure.
4. **Characteristics that allow learning:** subjective relevance to personal interests, and motivation.

Content experts completed SGES, while the users were involved in a structured interview that was based on the SGES. There were two reasons why the research team conducted structured interviews. The first reason was that children who participated in the evaluation could not read and write and the second was for the results to be measurable.

4.3. Procedure

Prior to implementation, following the principles of ethics and code, research approval was obtained by the Research Ethics and Conduct Committee of Ionian University, Greek

Both evaluation groups were initially informed of the researchers’ intention to conduct the WUIM evaluation study. Primarily, the research process was explained, that is, they would play three games and then either complete a questionnaire or discuss with the researchers. They were also informed that they could stop playing whenever they wanted and that they were free to express their feelings and thoughts while playing.

1. First, researchers gave the puzzles with increased difficulty (square pieces). The students were not given additional information regarding the content and the narration, to examine whether they could be able to place the activities in order without help. If difficulty was identified, then they were given the easiest version, the one with multiple shapes.

2. They were then given the tablets. Researchers told children to press the symbol “a face brushing its teeth” on the screen. This symbol is the WUIM-AR app start button (Figure 32). Afterwards, researchers told the children to follow the pedagogical agent’s instructions. After finishing the puzzle game and augmented reality, participants completed the questionnaire or proceeded with the interview respectively.

3. Then, they dealt with the VR application. Due to the use of special headset devices, the process focused on how to adapt smartphones in headsets, to wear and start the game. They were then allowed to navigate freely. When they finished the game, its evaluation followed.

![Figure 32. (a) WUIM-AR start button; (b) WUIM-AR button/icon on screen.](image)

The applications were evaluated both by each student individually (Figure 33) and during the team collaborative process (Figure 34) depending on the children’s profiles. For example, a child on the autism spectrum disorder having communication difficulties did not want to join the children group.

![Figure 33. Individual evaluation: (a) student with moderate intellectual disability; (b) student with cerebral palsy and severe intellectual disability.](image)
5. Results

Due to the small sample, we did not statistically analyze the data we collected from the questionnaires and structured interviews but we proceeded with trend analysis. We also drew conclusions from our observations and the recordings of the participants’ think-aloud protocol.

In sum, the results of the Likert scale five-point “strongly disagree” (1) to “strongly agree” (5) trend analysis are presented below (Tables 4 and 5). All participants (students and experts) rated the applications with a score of 4 or 5, that is agree or strongly agree. The comparative correlation of the results points out that children have evaluated more positively than content experts.

Table 4. Results of WUIM-AR user-based and content expert-based evaluation.

<table>
<thead>
<tr>
<th>WUIM-AR Factor Groups</th>
<th>Students with SEND</th>
<th>Therapists</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Content</td>
<td>4.8</td>
<td>4.6</td>
</tr>
<tr>
<td>B Technical characteristics</td>
<td>4.6</td>
<td>4.2</td>
</tr>
<tr>
<td>C State of mind</td>
<td>4.3</td>
<td>4.3</td>
</tr>
<tr>
<td>D Characteristics that allow learning</td>
<td>4.7</td>
<td>4.6</td>
</tr>
</tbody>
</table>

Table 5. Results of WUIM-VR user-based and content expert-based evaluation.

<table>
<thead>
<tr>
<th>WUIM-VR Factor Groups</th>
<th>Students with SEND</th>
<th>Therapists</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Content</td>
<td>4.9</td>
<td>4.7</td>
</tr>
<tr>
<td>B Technical characteristics</td>
<td>4.5</td>
<td>4.1</td>
</tr>
<tr>
<td>C State of mind</td>
<td>4.8</td>
<td>4.7</td>
</tr>
<tr>
<td>D Characteristics that allow learning</td>
<td>4.8</td>
<td>4.7</td>
</tr>
</tbody>
</table>

These results were expected as during playing great excitement was observed especially while children were manipulating the devices. On the one hand, excitement is very promising because it motivates students, but on the other hand, there is a risk of sticking to new media and not to technology-mediated learning experiences.

Although the research sample was extremely small to yield valid results, it seems that the overall VR-based experience is slightly better than the AR-based in both groups (Table 6). VR learning environment can be used as a scaffolding tool to support learning [24]. Equally, considering that AR enhances collaborative learning [101–103], a combination of both technologies with traditional board games can benefit students’ learning.

Table 6. User evaluation comparison between WUIM-AR and WUIM-VR.

<table>
<thead>
<tr>
<th></th>
<th>WUIM-AR</th>
<th>WUIM-VR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Students with SEND</td>
<td>4.6</td>
<td>4.75</td>
</tr>
<tr>
<td>Therapists</td>
<td>4.4</td>
<td>4.55</td>
</tr>
</tbody>
</table>

Both research questions were answered by therapists during structured interviews.
RQ1: Does WUIM accomplish the seven criteria that shape the user experience? Is it useful, usable, findable, creditable, desirable, accessible, and valuable?

- User answers were positive for all seven factors that shape the UX.
- Indicatively, we summarize user comments during the observation by the researchers (think-aloud protocol):
  - “When I was playing the games, I did not catch a real toothbrush but I caught the wooden pieces and imagined that I was catching a real one” (Irini, a girl with moderate intellectual disability and mental age of 7 years)
  - “I liked the tablet. I held a tablet for the first time in my life and it was easy” (Vasso, a girl with moderate intellectual disability and mental age of 9 years)
  - “I did not feel stressed with the VR Head-Mounted glasses. On the contrary, I found them fascinating”. In addition, the researchers observed that as long as Panagiotis wore the HMD, the involuntary muscle spasms significantly decreased (Panayiotis, a boy with spastic cerebral palsy, difficulty with fine motor skills, and without intellectual disability).
  - “I really like the technology but I would like aid to hold the tablet more steadily decreased” (Alexis, a boy with spastic cerebral palsy, difficulty with fine motor skills, and without intellectual disability).

RQ2: Is WUIM a smart learning environment? In more detail, it gathers features such as effectiveness, efficiency, scalability, autonomy, engagement, flexibility, adaptiveness, personalization, conversationality, reflectiveness, innovation, and self-organization?

- When therapists were asked if they considered WUIM effective, efficient, scalable, autonomous, engaging, flexible, adaptive, personalized, reflective, innovative, and self-directed and whether they would apply similar training materials, they were initially hesitant. Therapists had no gaming experience, they have not been introduced to either virtual or augmented reality, nor involved in content design and development process with innovative technologies. When they were informed that they do not need special programming knowledge for content development, they showed particular interest in creating their own puzzles.

Regarding UI and technical equipment, both children’s remarks and our observations led us to the supply of special tablet cases, so that they can be held by children who have difficulty with fine mobility and/or spasticity. We also increased the size of buttons and letters even more (Figure 35).

Figure 35. Improvement UI: (a) before evaluation; (b) after evaluation.

6. Limitations and Future Work

The study has limitations that bear mentioning, the first being the small sample size. Then again, the study’s primary objective was to evaluate the prototypes developed during the Alpha and Beta stages. Only children with SEND were included. Therefore, it is unknown how effective WUIM is for teaching the Activities of Daily Living (ADLs) to students without disabilities. The above limitations can function as guidelines for future
research. Larger sample sizes and students/children with and without SEND can help to more thoroughly evaluate the effectiveness of applications utilizing VR, AR, and 360-degree videos. Learning is a long-term process, which includes the acquisition, generalization, and maintenance of any content of interventions. Thus, follow-up and/or longitudinal studies will provide useful insights. Given that the study was conducted under controlled conditions, the use of WUIM in real-life conditions and measures regarding its effects, again, in real-life, will determine the usefulness of the application. Finally, several studies are needed for identifying whether the philosophy behind WUIM, both in terms of content and design, could function as the lever of successful inclusive education.

7. Conclusions

Nowadays, children with and without learning difficulties are immersed in technology and through their engagement, they are preparing themselves for real-life challenges utilizing the benefits of simulations and therefore experiential learning. Smart learning environments (SLEs) underline the flexibility of eclectic pedagogy that places students at the center of the educational process and takes into account the diversity in classrooms. The objectives of WUIM are, on the one hand, to cultivate the collaboration between children and, on the other hand, to teach ADLs and the process of developing educational content with cutting-edge technologies. However, the fundamental goal of WUIM is to deliver innovative content based on transmedia learning and to facilitate students with SEND and their typically developing peers to learn ADLs playfully into an inclusive learning environment. This paper outlines the development of WUIM, from the prototyping presented at the 4th International Conference in Creative Writing to the Alpha and Beta stages, including user and expert evaluations. By providing in detail, the content design and development process, we aimed to prove that transmedia stories are perceived as opportunities to create innovative learning scenarios and to support student-centered educational practices, and collaborative skills. As mentioned, one of the objectives of WUIM is to give step-by-step instructions to teachers, even to those without programming knowledge, to develop their own game-based educational scenarios with their ICT colleagues and students. Teachers can create AR applications by following the instructions given at https://bit.ly/3ueeezB (accessed on 2 June 2021) (supplementary material).

In terms of evaluations, the purpose was two-fold. The first goal was to examine the quality of the content, both pedagogically and technologically, and therefore to improve, and the second goal was to identify whether children with disabilities could experience contemporary technologies and game logic. To that end, two research questions were considered. First key question is whether WUIM fulfils the features that make up the user experience and the second question is whether WUIM can be classified as an SLE. Regarding the first question, internal evaluations of the transdisciplinary design team, experts’ and children’s comments, through SUS and SGES questionnaires, structured interviews and think-aloud protocols, led to the conclusion that the seven factors of UX, i.e., usefulness, usability, findability, creditability, desirability, accessibility, and value, are satisfied. For the second question and taking into account the characteristics of SLEs, i.e., adaptation, context-awareness, dynamic, formative feedback, students’ empowerment, engagement in meaningful discourse, improvements over time, monitor progress, personalization, recommendations for appropriate actions and choices, tracking performance and outcomes, we say with confidence that WUIM can be considered a strong SLE candidate.
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Appendix A

Table A1. Serious Game Evaluation Scale (SGES).

<table>
<thead>
<tr>
<th>Factor</th>
<th>Statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Presence</td>
<td>I was deeply concentrated in the game</td>
</tr>
<tr>
<td></td>
<td>If someone was talking to me, I couldn’t hear him</td>
</tr>
<tr>
<td></td>
<td>I forgot about time passing while playing the game</td>
</tr>
<tr>
<td>Enjoyment</td>
<td>I think the game was fun</td>
</tr>
<tr>
<td></td>
<td>I felt bored while playing the game *</td>
</tr>
<tr>
<td></td>
<td>It felt good to successfully complete the tasks in this game</td>
</tr>
<tr>
<td>Subjective learning effectiveness</td>
<td>I felt that this game can ease the way I learn</td>
</tr>
<tr>
<td></td>
<td>This game made learning more interesting</td>
</tr>
<tr>
<td></td>
<td>I will definitely try to apply the knowledge I learned with this game</td>
</tr>
<tr>
<td>Subjective narratives’ adequacy</td>
<td>I was captivated by the game’s story from the beginning</td>
</tr>
<tr>
<td></td>
<td>I enjoyed the story provided by the game</td>
</tr>
<tr>
<td></td>
<td>I could clearly understand the game’s story</td>
</tr>
<tr>
<td>Subjective realism</td>
<td>There were times when the virtual objects seemed to be as real as the real ones</td>
</tr>
<tr>
<td></td>
<td>When I played the game, the virtual world was more real than the real world</td>
</tr>
<tr>
<td>Subjective feedback’s adequacy</td>
<td>I received immediate feedback on my actions</td>
</tr>
<tr>
<td></td>
<td>I received information on my success (or failure) on the intermediate goals immediately</td>
</tr>
<tr>
<td>Subjective audiovisual adequacy</td>
<td>I enjoyed the sound effects in the game</td>
</tr>
<tr>
<td></td>
<td>I think the game’s audio fits the mood or style of the game</td>
</tr>
<tr>
<td></td>
<td>I enjoyed the game’s graphics</td>
</tr>
<tr>
<td></td>
<td>I think the game’s graphics fit the mood or style of the game</td>
</tr>
<tr>
<td>Subjective relevance to personal interests</td>
<td>The content of this game was relevant to my interests</td>
</tr>
<tr>
<td></td>
<td>I could relate the content of this game to things I have seen, done, or thought about in my own life</td>
</tr>
<tr>
<td></td>
<td>It is clear to me how the content of the game is related to things I already know</td>
</tr>
<tr>
<td>Subjective goals’ clarity</td>
<td>The game’s goals were presented at the beginning of the game</td>
</tr>
<tr>
<td></td>
<td>The game’s goals were presented clearly</td>
</tr>
<tr>
<td>Subjective ease of use</td>
<td>I thought it was easy to learn how to use the game</td>
</tr>
<tr>
<td></td>
<td>I imagine that most people will learn to use this game very quickly</td>
</tr>
<tr>
<td></td>
<td>I felt that I needed help from someone else in order to use the game because</td>
</tr>
<tr>
<td></td>
<td>It was not easy for me to understand how to control the game *</td>
</tr>
<tr>
<td>Subjective adequacy of the learning material</td>
<td>In some cases, there was so much information that it was hard to remember the important points *</td>
</tr>
<tr>
<td></td>
<td>The exercises in this game were too difficult *</td>
</tr>
<tr>
<td>Motivation</td>
<td>This game did not hold my attention *</td>
</tr>
<tr>
<td></td>
<td>When using the game, I did not have the impulse to learn more about the learning subject *</td>
</tr>
<tr>
<td></td>
<td>The game did not motivate me to learn *</td>
</tr>
</tbody>
</table>

Note * = Item for which its scoring was reversed.
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