A Novel, Coupled CFD-DEM Model for the Flow Characteristics of Particles Inside a Pipe
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Abstract: This study developed a novel, 3D coupled computational fluid dynamics (CFD)-discrete element method (DEM) model by coupling two software programs, OpenFOAM and PFC3D, to solve problems related to fluid–particle interaction systems. The complete governing equations and the flow chart of the coupling calculations are clearly presented herein. The coupled CFD-DEM model was first benchmarked using two classic geo-mechanics problems, for which the analytical solutions are available. Then, the CFD-DEM model was employed to investigate the flow characteristics of a particle heap subjected to the effects of water inside a pipe under different conditions. The results showed that particle size and pipe inclination angle can significantly affect the particle flow morphology, total kinetic energy and erosion rate for mono-sized particles, whereas polydisperse particles had a slight effect. This model can accurately describe the flow characteristics of particles inside a pipe, and the results of this study were consistent with those of previous studies. The reliability of this model was further demonstrated, which showed that this model can provide valuable references for solving similar problems such as soil erosion and bridge scour problems.
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1. Introduction

The flow of particles inside a pipe is one of the most typical fluid–particle interaction systems and is ubiquitous in many fields, including geotechnical engineering and hydraulic engineering [1,2]. In recent years, the flow characteristics of particles under the effects of fluids have attracted increasing attention from many researchers in engineering, materials and chemistry fields because of the importance of fluid–particle interaction systems. As described in recent review articles [3–5], most current investigations on particle flow are based on data from scaled laboratory experiments and macroscopic numerical models [6]. However, these methods do not enable sufficient understanding of the microscopic information involved in particle flow, which is essential for generating a general approach for the reliable scale-up and design of fluid–particle interaction systems.

This aim can be effectively achieved by particle-scale research based on detailed micromechanical analyses of granular matter. In this field, the discrete element method (DEM) plays an important role because it can model the discrete nature of granular matter without demanding any global assumptions. Originally developed by Cundall and Strack [7], the DEM was the first published granular dynamics simulation technique and was first used to describe the micromechanical behaviours of assemblies of discs and spheres. The DEM can capture mechanical and hydrodynamic information, such as the trajectories of and transient forces acting on individual particles, which are extremely difficult
to obtain by physical experimentations; moreover, the DEM can be coupled with computational fluid dynamics (CFD) to describe fluid–particle interaction systems [8,9]. Since being pioneered by Tsuji [10] for simulating the formation of bubbles in 2D gas-solid fluidized beds, CFD-DEM has been widely used to study fluid–particle interaction systems based on mesoscale-microscale schemes to model continuum-discrete problems. The classic coupled CFD-DEM model is controlled by the locally averaged Navier–Stokes (N–S) equation and the continuity equation in the fluid phase using CFD and is governed by Newton’s law of motion in the particle phase using DEM; the interaction force between the two phases is considered using a drag force model. Recently, CFD-DEM has become the preferred method for investigating fluid–particle interaction systems because of its computational advantages over direct numerical simulation (DNS)-DEM, the lattice Boltzmann method (LBM)-DEM [11], smoothed particle hydrodynamics (SPH)-DEM [12] and the pseudo-particle method (PPM)-DEM; furthermore, CFD-DEM has a better ability to capture microscopic information related to particles than the two-fluid model (TFM).

Many researchers have studied the flow characteristics of particles inside a pipe using the coupled CFD-DEM model. Hama et al. [13] studied the internal stability of granular materials in a vertical pipe using a 3D model. Akhshik et al. [14] employed this model to investigate the effect of particle shape on the transport mechanism in well drilling. They focused on the fluid–particle flow patterns, particle velocities and particle concentration profiles of spherical and non-spherical particles constructed via the multi-sphere method for a range of fluid inlet velocities and drill pile inclination angles. Chen et al. [15] developed a coupled CFD-DEM model to research particle transport and deposition characteristics in human airways, and the predicted deposition efficiencies were in good agreement with the experimental data. Zhao et al. [16] used the coupled CFD-DEM method to conduct a 3D numerical investigation of the formation of landslide dams in open narrow fluid channels. Guo et al. [6] implemented a coupled CFD-DEM method based on three of the most common types of locally averaged N–S equations and studied the surface erosion characteristics of a particle heap in a horizontal pipe. They concluded that for a relatively sparse fluid–particle interaction system, the difference in the three models was negligible, whereas for a dense system, the simulation with three different formulations could predict much different results. Zhao et al. [17] used CFD-DEM to perform a 3D numerical investigation of batch sedimentation of spherical particles in water. Gou et al. [18] used CFD-DEM to numerically model the packing densification of uniform spheres under air impact. Mondal et al. [19] presented a coupled CFD-DEM approach to simulate the flow of particulate suspensions in an intermediate concentration regime. Ma et al. [20] adopted a coupled CFD-DEM approach to numerically examine the effects of several bulk and micromechanical parameters, including packing porosity, particle size combination and inter-particle rolling resistance, on the flow characteristics. Shan et al. [21] presented a coupled CFD-DEM analysis on the impact behaviour of a granular flow falling from an inclined slope into a water reservoir. Zhang et al. [22] used a CFD-DEM modelling of CO₂ capture using K₂CO₃ solid sorbents in a bubbling fluidized bed. The simulation results of the bed pressure drop and CO₂ concentration in the reactor exit agreed well with the experimental results, with the simulation results showing clear core-annular and strong back-mixing flow patterns. Lim et al. [23] presented eroding dunes and annular flow regimes that were observed experimentally in previous studies, which were reproduced computationally by incorporating a simplified electrostatic field model into the CFD-DEM model.

In addition to the aforementioned studies related to particles flowing in fluids, the coupled CFD-DEM model has also been broadly employed to study the complicated continuum-discrete problems in many fields, such as fluidization, pneumatic conveying, blast furnace operations, hydrocyclone operations [24], saturated granular characteristics [25], hopper flow and piling processes in water [26], hydraulic structure stability [27–29] and sand production [30]. Researchers have used different types of specific implementation software in practical applications of the coupled CFD-DEM model, and some of the common software can be divided into five categories, which are summarized in Table 1.
Table 1 shows that coupled CFD-DEM models are mostly realized using only commercial or open source software. Considering the high cost of commercial software and the difficulty of programming open source software, we adopted a combination of commercial software and open source software to implement the coupled CFD-DEM model. OpenFOAM, which is the most popular open source CFD software, was employed due to its programmability and adaptability. Moreover, the most widely used commercial DEM software, PFC3D, was adopted due to its DEM computing advantages and its use of an embedded Python environment for coupling calculations.

In this study, a novel, 3D, two-way coupled CFD-DEM model was developed for solving problems related to fluid–particle interaction systems. In this paper, the governing equations describing the coupled CFD-DEM model are introduced in detail first. Then, the coupled CFD-DEM model is benchmarked with two classic geo-mechanics problems for which analytical solutions are available. Finally, the model is employed to explore the effects of the particle size, polydisperse particles and pipe inclination angle on the flow characteristics of particles inside a pipe.

Table 1. Specific implementation software of different coupled CFD-DEM models.

<table>
<thead>
<tr>
<th>Type</th>
<th>Specific Implementation Software</th>
<th>Practical Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>One commercial code</td>
<td>STAR CCM+</td>
<td>Akhshik, S. [14]</td>
</tr>
<tr>
<td></td>
<td>Fluent</td>
<td>Ren, L.B. [31]</td>
</tr>
<tr>
<td>Two commercial codes</td>
<td>Fluent-EDEM</td>
<td>Chen, X.L. [15,32]</td>
</tr>
<tr>
<td></td>
<td>CCFD-PFC3D</td>
<td>Hama, N. A. [13,33,34]</td>
</tr>
<tr>
<td></td>
<td>COMSOL-PFC3D</td>
<td>Guo, Y. [3]</td>
</tr>
<tr>
<td>One open source code and one</td>
<td>OpenFOAM-PFC3D</td>
<td>Katagiri, J. [35]</td>
</tr>
<tr>
<td>commercial code</td>
<td>Code_Saturne 1-SIGRAME</td>
<td>Al-Arkawazi, S. [36]</td>
</tr>
<tr>
<td>Two open source codes</td>
<td>OpenFOAM-LIGGGHTS</td>
<td>Ma, Z. [20,37]</td>
</tr>
<tr>
<td></td>
<td>OpenFOAM-YADE</td>
<td>Chen, F. [38]</td>
</tr>
<tr>
<td></td>
<td>OpenFOAM-ESyS-Particle 2</td>
<td>Zhao, T. [16,17]</td>
</tr>
<tr>
<td>Programming language</td>
<td>C++</td>
<td>Li, C.P. [39]</td>
</tr>
<tr>
<td></td>
<td>Fortune 77</td>
<td>Wu, L. [40]</td>
</tr>
</tbody>
</table>

1 Code_Saturne is a type of open source software for CFD. 2 ESyS-Particle is a type of open source software for DEM.

2. Coupled CFD-DEM Model

2.1. Mathematical Formulations

The mathematical formulations describing the physical characteristics and mechanical bases of the coupled CFD-DEM model are summarized in this section. In general, the fluid phase is assumed to be incompressible and solved with locally-averaged N–S equations in a Eulerian framework; moreover, the particle phase is described by Newton’s laws of motion in a Lagrangian form. These two phases are strongly coupled via fluid–particle interaction forces. Now, we present the governing equations of motion for both fluid and particle phases in the following context.

2.1.1. Governing Equations of the Fluid Phase

The behaviours of the fluid phase in the fluid–particle interaction system are governed by the locally-averaged version of the continuity equation and the N–S equation, as proposed by Anderson [41], using the CFD on the mesoscale. The governing equations of the fluid flow are written as follows:

\[
\frac{\partial (\varepsilon \rho_f v)}{\partial t} + \nabla \cdot (\varepsilon \rho_f \vec{v}) = 0
\]

(1)

\[
\frac{\partial (\varepsilon \rho_f \vec{v})}{\partial t} + \nabla \cdot (\varepsilon \rho_f \vec{v} \vec{v}) = -\nabla p + \varepsilon \nabla \cdot (\mu \nabla \vec{v}) + \varepsilon \rho_f \vec{v} + \vec{f}_b,
\]

(2)
where $\vec{v}$ is the fluid velocity, $\varepsilon$ is the porosity, $\rho_f$ is the fluid density, $t$ is the time, $p$ is the fluid pressure, $\mu$ is the fluid dynamic viscosity, $\vec{g}$ is the gravitational acceleration and $\vec{f}_b$ is the body force per unit volume of the fluid cell exerted on the fluid by the particles inside the fluid cell. Note that $\vec{f}_b$ is defined as follows:

$$\vec{f}_b = \sum_{i=1}^{n} \vec{f}_d \frac{V_{cell}}{V_{cell}},$$

where $V_{cell}$ is the volume of the fluid cell; note that the sum is over the particles that overlap the fluid cell.

There are two options available for calculating the porosity of the fluid element in the coupled CFD-DEM model employed here: the centroid method and the polyhedron method. The centroid method considers a particle to be entirely within a fluid cell if its centroid is included within that cell. The polyhedron method represents a particle as a cube, in which the height, length, and width of the cube are equal to the diameter of the particle. In the polyhedron method, the volume of intersection of this cube with the other cells is accurately calculated and considered in the calculation of the porosity of the other cells. The former is fast and conservative in terms of particle volume but can result in jumps in porosity as the particles move, which can reduce the smoothness of the solution. Therefore, we chose the latter because it has the advantage of maintaining smooth changes in porosity as the particles move from one cell to another despite being slower [42].

### 2.1.2. Governing Equations of the Particle Phase

The behaviours of the particle phase in the fluid–particle interaction system are governed by Newton’s laws of motion, employing the DEM on the microscale. The governing equations of particle motion are expressed as follows [42,43]:

$$\frac{\partial \vec{u}}{\partial t} = \frac{\vec{f}_{mech} + \vec{f}_{fluid}}{m} + \vec{g}$$  (4)

$$\frac{\partial \vec{w}}{\partial t} = \frac{\vec{M}}{I}$$  (5)

where $\vec{u}$ is the particle translational velocity; $t$ is the time, $\vec{f}_{mech} = \vec{f}_a + \vec{f}_c$ is the sum of additional forces applied on the particle, which consist of the externally applied force $\vec{f}_a$ and the contact force $\vec{f}_c$; $\vec{f}_{fluid}$ is the total of the fluid–particle interaction forces applied on the particle by the fluid; $m$ is the particle mass; $\vec{g}$ is the gravitational acceleration; $\vec{w}$ is the particle’s angular velocity; $\vec{M}$ is the moment of contact force acting on the particle; and $I$ is the moment of inertia of the particle.

A schematic of the linear contact model employed in our study is shown in Figure 1. As discussed in Cundall and Strack [7], the linear contact model consists of a spring and a dashpot in both normal and tangential directions. In addition, there is also a slider in the tangential direction. The rolling resistance linear model is a modified version of the linear contact model, in which a rolling resistance mechanism is added [42].

### 2.1.3. Fluid–Particle Interaction Force

The fluid–particle interaction force $\vec{f}_{fluid}$ considered here consists of two parts: the drag force and the force due to the fluid pressure, which may generally suffice for granular materials in a fluid–particle interaction system with a relatively low Reynolds number of the particle. These complex interaction forces, such as the virtual mass force, Basset force, Saffman force and Magnus force, as much as the non-contact forces, such as the capillary force, van der Waals force and electrostatic force, may be important for other applications but will not be considered here [26].
The drag force that the fluid exerts on the particle is defined individually for each particle based on the conditions in the fluid cell that contains the particle. Note that the fluid–particle interaction force is always applied at the particle centroid; thus, no rotational moment is applied to the particle. The drag force $\mathbf{f}_d$ is defined as follows:

$$\mathbf{f}_d = \mathbf{f}_{d0} \epsilon^{-\chi}$$

(6)

where $\mathbf{f}_{d0}$ is the single particle drag force, and $\epsilon$ is the porosity of the fluid cell in which the particle resides. Note that $\epsilon^{-\chi}$ is an empirical term, which is used to account for the local porosity. This correction term makes the force applicable to both high and low-porosity systems and for a large range of Reynolds numbers [44,45]. The single particle drag force is written as follows:

$$\mathbf{f}_{d0} = \frac{1}{2} C_d \rho_f \pi r^2 |\mathbf{v} - \mathbf{u}| (\mathbf{v} - \mathbf{u})$$

(7)

where $C_d$ is the drag force coefficient, $\rho_f$ is the fluid density, $r$ is the particle radius, $\mathbf{v}$ is the fluid velocity, and $\mathbf{u}$ is the particle translational velocity. The empirical coefficient $\chi$ is given as follows:

$$\chi = 3.7 - 0.65 \exp \left( - \frac{(1.5 - \lg \Re_p)^2}{2} \right).$$

(8)

The Reynolds number of the particle is expressed as follows:

$$\Re_p = \frac{2 \rho_f |\mathbf{v} - \mathbf{u}|}{\mu},$$

(9)

where $\mu$ is the fluid dynamic viscosity.

![Schematic diagram of the linear contact model.](image)

**Figure 1.** Schematic diagram of the linear contact model.

There are several definitions of the drag force coefficient reported in the literature. A comparison between these correlations is shown in Table 2 and Figure 2. The drag force coefficient is implemented in our coupled CFD-DEM model as follows [44]:

$$C_d = (0.63 + \frac{4.8}{\sqrt{\Re_p}^2}) \pi.$$ 

(10)
Table 2. Some well-established correlations of the drag force coefficient for spherical particles.

<table>
<thead>
<tr>
<th>Name</th>
<th>Year</th>
<th>Correlation</th>
<th>Rep, …</th>
</tr>
</thead>
<tbody>
<tr>
<td>Newton [46]</td>
<td>1687</td>
<td>0.44</td>
<td>Rep ≥ 100</td>
</tr>
<tr>
<td>Stokes [47]</td>
<td>1880</td>
<td>( \frac{24}{Re_p} )</td>
<td>Rep ≤ 40</td>
</tr>
<tr>
<td>Schiller and Nauman [48]</td>
<td>1935</td>
<td>( \begin{cases} \frac{24}{Re_p} (1 + 0.15 Re_p^{0.687}) &amp; \text{Rep ≤ 1000} \ 0.44 &amp; \text{Rep ≥ 1000} \end{cases} )</td>
<td></td>
</tr>
<tr>
<td>Dalla Valle [49]</td>
<td>1948</td>
<td>( (0.63 + 4.8 \sqrt{Re_p})^2 ) / Rep</td>
<td></td>
</tr>
<tr>
<td>Brown and Lawler [50]</td>
<td>2003</td>
<td>( \frac{24}{Re_p} (1 + 0.15 Re_p^{0.681}) + \frac{0.47}{1 + \frac{Re_p}{1000}} ) /</td>
<td></td>
</tr>
</tbody>
</table>

The force due to the fluid pressure can be made up of the buoyancy \( \vec{f}_{\text{buo}} \) and the pressure gradient force \( \vec{f}_{\nabla p} \), which are defined as follows:

\[
\vec{f}_{\text{buo}} = -V_p \rho_f \vec{g} \quad (11)
\]

\[
\vec{f}_{\nabla p} = V_p \nabla p. \quad (12)
\]

Therefore, the total fluid–particle interaction force applied on the particles by the fluid is expressed as follows:

\[
\vec{f}_{\text{fluid}} = \vec{f}_d + \vec{f}_{\text{buo}} + \vec{f}_{\nabla p} = \vec{f}_d + V_p( -\rho_f \vec{g} + \nabla p). \quad (13)
\]

A schematic diagram of the fluid–particle interaction system in the fluid element is shown in Figure 3.
The force due to the fluid pressure can be made up of the buoyancy $f_{\text{buo}}$ and the pressure gradient force $f_{\nabla p}$, which are defined as follows:

$$f_{\text{buo}} = -V p \rho f g \vec{e}, \quad (11)$$

$$f_{\nabla p} = V p \nabla p. \quad (12)$$

Therefore, the total fluid–particle interaction force applied on the particles by the fluid is expressed as follows:

$$f_{\text{fluid}} = f_d + f_{\text{buo}} + f_{\nabla p} = f_d + V p \left(-\rho f g \vec{e} + \nabla p \right). \quad (13)$$

A schematic diagram of the fluid–particle interaction system is shown in Figure 3.

The fluid element should be sufficiently fine to resolve the flow structures. Thus, the following inequality should be met:

$$\frac{d_c}{\Delta x_{\text{cfd}}} > 5, \quad (14)$$

where $d_c$ is the minimum width of the flow domain, and $\Delta x_{\text{cfd}}$ is the fluid cell length. This coupling methodology is designed to describe the average coupling forces occurring within one fluid cell. Flow around the particles is not explicitly represented because the local porosity is assumed to be evenly distributed within one fluid cell. For good results, several PFC3D particles should fit inside one CFD fluid cell:

$$\frac{\Delta x_{\text{cfd}}}{2r} > 3. \quad (15)$$

The coupling interval should be sufficiently small to resolve the desired coupling behaviour. Coupling information should be exchanged several times as a particle moves across a fluid cell. This condition is satisfied when the following inequality is met:

$$\frac{\Delta x_{\text{cfd}}}{|u| t_c} > 3, \quad (16)$$

where $t_c$ is the coupling interval [44].

### 2.2. Implementation of the Coupled CFD-DEM Model

The novel, 3D, two-way coupled CFD-DEM model was implemented by coupling two codes: the open source code OpenFOAM for the CFD simulation and the commercial code PFC3D for the DEM simulation. To facilitate the coupling between OpenFOAM and PFC3D, a customized Python routine, pyDemIcoFoam, which was developed based on the open source codes from GitHub, was written to wrap and incorporate OpenFOAM into the Python environment. The coupling program was written in C++ and integrated in Python. Then, the p2pLink classes in the Python module of PFC3D were employed to exchange data between OpenFOAM and PFC3D in a Python environment. The flow chart of implementing the coupled CFD-DEM model is shown in Figure 4.
Before coupling calculations, it is necessary to determine the timesteps of both CFD and DEM, and the coupling interval. Based on the results of sensitivity analyses on the timestep [10], we set the timestep of CFD to $1.0 \times 10^{-4}$ s and the timestep of the DEM to be in the range of $1.0 \times 10^{-6} - 1.0 \times 10^{-5}$ s. The coupling interval in the current work was set to $1.0 \times 10^{-3}$ s. In addition, we should confirm that the link between CFD and DEM is connected successfully.

During each coupling calculation, when the CFD module of PFC3D is active, the fluid–particle interaction force $f_{\text{fluid}}$ is automatically calculated and applied to the PFC particles. After completing the DEM solving process, we employ the p2pLink classes to send the interaction force and porosity in each fluid cell to the CFD solver. The PISO algorithm [51] is used to solve the discretized pressure-velocity coupling equations in OpenFOAM. After performing the CFD calculations, we use the p2pLink classes again to send the fluid pressure, velocity and pressure gradient to the DEM solver. Thus, we finish one coupling calculation. The process continues until the condition for termination is reached.

2.3. Benchmarking Examples

It was instructive to benchmark the coupled CFD-DEM model first before our investigations. Two examples were chosen due to their simplicity and because their analytical solutions were available; hence, these examples often serve as benchmarks for the coupled CFD-DEM model. The first benchmark was a single spherical particle settling in still water, whereas the second benchmark was the classic problem of Darcy’s law.

2.3.1. A Single Spherical Particle Settling in Still Water

The first case was a simulation of a single spherical particle settling in still water. A spherical particle with a diameter of 1 mm and a density of 2650 kg/m³ was released from the centre of a cubic tank with a side length of 0.1 m that was filling with still water. The porosity of the fluid cell in which the particle was placed was calculated to be 0.999. The motion of a single spherical particle was calculated analytically as follows:

$$
\frac{4}{3} \pi r^3 \rho_p \frac{du_p}{dt} = \frac{4}{3} \pi r^3 (\rho_p - \rho_f) g - \frac{1}{2} \pi r^2 C_d \rho_f u_p^2,
$$

(17)
where \( r \) is the particle radius, \( \rho_p \) is the particle density, \( \rho_f \) is the fluid density, \( u_z \) is the vertical velocity of the settling particle and \( C_d \) is the drag force coefficient.

According to Equation (17), a forward finite difference algorithm achieved by Python programming language was used to calculate the theoretical vertical velocity of the settling particle at different times, which was expected to be comparable to the numerical solutions. Figure 5 shows that a single spherical particle settles from an initial static state and then accelerates until the settling terminal velocity is reached. The settling terminal velocity was 0.0406 m/s, which matches the analytical solution very well. The diagram of both fluid velocity and particle velocity is shown in Figure 6.

2.3.2. Darcy’s Law

Derived based on the experiments on water flowing through sand beds, Darcy’s law describes a linear relationship between the seepage velocity and the hydraulic gradient in porous media:

\[
v = -KI = \frac{k}{\mu} \frac{P_{\text{outlet}} - P_{\text{inlet}}}{L},
\]

(18)

where \( v \) is the seepage velocity; \( K \) is the permeability coefficient; \( I \) is the hydraulic gradient; \( \mu \) is the fluid dynamic viscosity, \( P_{\text{outlet}} \) is the pressure at the outlet; \( P_{\text{inlet}} \) is the pressure at the inlet; \( L \) is the length of the flow path; and \( k \) is the intrinsic permeability coefficient, which can be estimated from the Kozeny–Carman relationship.

\[
k = \frac{d^2 \varepsilon^2}{180(1 - \varepsilon)^2},
\]

(19)

where \( \varepsilon \) is the porosity and \( d \) is the particle diameter.

The experimental testing setup is illustrated in Figure 7, which consists of fluid and particle phases. The fluid phase was made up of a parallelepiped with dimensions of 0.05 × 0.1 × 0.05 m, and each fluid cell was a cube with a side length of 0.01 m. The particle phase was composed of regularly arranged particles with radii of 0.25 mm. Thus, each fluid cell contained 64 (4^3) particles, and the cell porosity was 0.476. According to Darcy’s law, we obtained the theoretical value of permeability: 0.1343 m/s. The back and front boundaries were set as the inlet and outlet of the model, and both were constant pressure boundary conditions; the inlet had various constant pressure values, whereas the outlet had a constant pressure of 0.0 Pa. When the Reynolds number of the particle ranged from 1 to 10, we could regard the flow regime as laminar flow and satisfy Darcy’s law. As the value of the inlet pressure changed, we obtained the seepage velocity with different hydraulic gradients, as shown in Figure 8. This figure shows that the result of the numerical simulation was consistent with the result of Darcy’s law, and the permeability coefficient from the fitting curve was 0.1294 m/s; the relative error between the analytical value and numerical value was 3.66%.

![Figure 5. Settling velocity of a single spherical particle.](image-url)
The relative error between the analytical value and numerical value was 3.66%. This figure shows that the result of the numerical simulation was consistent with the experimental data. The particle size curve are given in Figure 9. The accuracy met the research requirements. The pipe was assumed to have a length of 1.2 m and a diameter of 0.18 m. The entire fluid element that contained the entire slip was a parallelepiped with dimensions of 0.18 × 1.2 × 0.18 m. Along the three axes of the fluid pipe, 6 × 40 × 6 fluid cells were divided, respectively, so each fluid cell was a cube with a side length of 0.03 m, as shown in Figure 10. The inlet was assumed to maintain a constant flow velocity of 0.5 m/s, and the outlet was assumed to have a constant pressure boundary of 0.0 Pa. All groups of particles had the same total volume and were generated at approximately 0.2 m from the inlet. All of the parameters of the particles and solving configurations are listed in Table 3. The same initial conditions and boundary conditions were applied during the implementation of different cases. After the parameters of the particles and solving configurations are listed in Table 3. The same initial conditions and boundary conditions were applied during the implementation of different cases. After

### Figure 6
Diagram of both fluid velocity and particle velocity.

### Figure 7
Experimental setup for testing Darcy’s law.

### Figure 8
Variation in the seepage velocity with respect to the hydraulic gradient.
3. Flow Characteristics of Particles Inside a Pipe

3.1. Model Description

A 3D particle flow model was established to investigate the performance of particles in a fluid–particle interaction system. Particles were first generated and deposited inside a pipe under gravity and then subjected to erosion from flowing water. Six groups of particles were created and numbered D2, D4, D6, D8, D10 and DP6, where group D2 represents mono-sized particles with a particle size of 2 mm and group DP6 represents polydisperse particles with a controlled particle size $d_{50}$ of 6 mm. The comparison of the experimental data particle size curve and the numerically generated particle size curve are given in Figure 9. The accuracy met the research requirements. The pipe was assumed to have a length of 1.2 m and a diameter of 0.18 m. The entire fluid element that contained the entire pipe was a parallelepiped with dimensions of $0.18 \times 1.2 \times 0.18$ m. Along the three axes of the fluid element, $6 \times 40 \times 6$ fluid cells were divided, respectively, so each fluid cell was a cube with a side length of 0.03 m, as shown in Figure 10. The inlet was assumed to maintain a constant flow velocity of 0.5 m/s, and the outlet was assumed to have a constant pressure boundary of 0.0 Pa. All groups of particles had the same total volume and were generated at approximately 0.2 m from the inlet. All of the parameters of the particles and solving configurations are listed in Table 3. The same initial conditions and boundary conditions were applied during the implementation of different cases. After the particles stably settled in the pipe, a total of 1.0 s of actual physical time was simulated in the pipe inclination angle case, whereas 5.0 s was simulated in the other cases.

![Figure 9. Comparison of the experimental data and numerical values of polydisperse particles.](image9.png)

![Figure 10. Model of particles flowing inside a pipe.](image10.png)
Table 3. Parameters used in the coupled CFD-DEM model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particle diameter (mm)</td>
<td>D2 D4 D6 D8 D10 DP6</td>
</tr>
<tr>
<td>Particle density (kg/m³)</td>
<td>2000</td>
</tr>
<tr>
<td>Effective modulus (Pa)</td>
<td>$1.0 \times 10^8$</td>
</tr>
<tr>
<td>Normal-to-shear stiffness ratio (-)</td>
<td>2.0</td>
</tr>
<tr>
<td>Particles friction coefficient (-, mm)</td>
<td>Sliding friction coefficient</td>
</tr>
<tr>
<td></td>
<td>Rolling friction coefficient</td>
</tr>
<tr>
<td>Particle-wall friction coefficient (-, mm)</td>
<td>Sliding friction coefficient</td>
</tr>
<tr>
<td></td>
<td>Rolling friction coefficient</td>
</tr>
<tr>
<td>Fluid density (kg/m³)</td>
<td>1000</td>
</tr>
<tr>
<td>Fluid dynamic viscosity (Pa·s)</td>
<td>0.001</td>
</tr>
<tr>
<td>DEM timestep (s)</td>
<td>$1.0 \times 10^{-6}$-1.0 $\times 10^{-5}$</td>
</tr>
<tr>
<td>CFD timestep (s)</td>
<td>$1.0 \times 10^{-4}$</td>
</tr>
<tr>
<td>Coupling interval (s)</td>
<td>0.001</td>
</tr>
<tr>
<td>Total simulation time (s)</td>
<td>5.0, 1.0</td>
</tr>
</tbody>
</table>

3.2. Results

In this section, a series of simulations are described. They were implemented to study the effects of particle size, polydisperse particles and pipe inclination angle on the flow characteristics of particles inside a pipe using the coupled CFD-DEM model presented herein, following the procedures described in Figure 4. All of the simulation results are described below. The results show that after the total simulation time, the particle profiles in every group become relatively stable.

3.2.1. Particle Flow Patterns

Figure 11 illustrates the particle flow patterns inside a horizontal pipe for the six groups after a total simulation time of 5 s. In general, all particle positions in each group were distributed symmetrically along the axis of the pipe. The smaller the particle size was, the more obvious the symmetry. The symmetry of group D2 was especially obvious, whereas groups D8 and D10 had weaker symmetry than the other groups. After carefully observing the six groups of particle flow patterns, we found that the particle flow patterns were composed of two parts: the tip part and the main part. A small number of particles with relatively large displacements formed the tip part, whereas the rest of the particles formed the main part. The smaller the particle size, the more obvious is the tip part. The tip part of group D10 basically disappeared. The phenomenon of particle movement flowing out of the right boundary of the pipe was found in groups D2, D4, D6 and DP6, but not in groups D8 and D10. The volume fractions of outflow particles in groups D2, D4, D6 and DP6, but not in groups D8 and D10. The volume fractions of outflow particles in groups D2, D4, D6 and DP6 were 5.62%, 1.38%, 0.13% and 0.064%, respectively. After 5 s of fluid effects, each group of particles moved some distance forward from the initial position set during particle generation. This finding indicates that the drag force of the fluid affecting the particles is greater than that of the friction force at the bottom of the pipe when the inlet velocity of the fluid is 0.5 m/s. For mono-sized particles (as shown in Figure 11a–e), the particle flow patterns satisfy all the features of symmetry and the abovementioned tip part. The volume fraction of the outflow particles decreases with increasing particle size. For polydisperse particles (as shown in Figure 11c–f), the symmetry of the particle distribution was similar to that in group D6. The tip part in group DP6 was less obvious than that in group D6. The volume fraction of the outflow particles in group DP6 was much smaller than that in group D6. Hence, the overall fluidity of group DP6 was much better than that of group D6.
3.2.2. Particle Flow Velocity

In general, Figure 11 shows that in the overall distribution of particle flow velocity, the high-speed particles revolve around the low-speed particles and are distributed symmetrically on both sides of the pipe; these phenomena were especially obvious for groups D2 and D4 (as shown in Figure 11a,b) and were not substantial in groups D8 and D10. The particles of maximum velocity were symmetrically distributed on both sides of the particle heap. For mono-sized particles (as shown in Figure 11a–e), with an increase in the particle size, the maximum particle velocity decreases, the presence of high-speed particles becomes less apparent, and the range of particle velocity distribution narrows. Hence, the particle velocity distribution tends to average, and, especially in group D10, the particle velocities are basically the same. For polydisperse particles (as shown in Figure 11c–e) in group DP6, the maximum particle velocity was slightly lower and the range of particle velocity distribution was less narrow than that in group D6. The overall difference between groups D6 and DP6 in terms of particle velocity was small.

The average velocities of the total particle phases in different groups were calculated and are shown in Figure 12. For mono-sized particles, with an increase in the particle size, the average particle velocity first increased and then decreased, and finally reached the maximum value in group D6. The average velocity of group D2 was much lower than that of group D10. For polydisperse particles, the average velocity of group DP6 was slightly lower than that of group D6.

Figure 11. Schematic diagram of particle flow patterns and velocity: (a) D2 \( d_p = 2 \) mm, (b) D4 \( d_p = 4 \) mm, (c) D6 \( d_p = 6 \) mm, (d) D8 \( d_p = 8 \) mm, (e) D10 \( d_p = 10 \) mm and (f) DP6 \( d_{50} = 6 \) mm.
Figure 11. Schematic diagram of particle flow patterns and velocity: (a) $D_2 = 2\text{ mm}$, (b) $D_4 = 4\text{ mm}$, (c) $D_6 = 6\text{ mm}$, (d) $D_8 = 8\text{ mm}$, (e) $D_{10} = 10\text{ mm}$, and (f) $D_{P6} = 50\text{ mm}$.

Figure 12. Average velocity of the particle phase.

Figure 13 shows the particle velocity distribution curves. This figure shows that for mono-sized particles, with an increase in the particle size, the percentage of the maximum particle velocity interval is greater. The particle velocity is concentrated in some small areas, which indicates that the particle velocity gradually tends to be consistent and the tip part is weakened. In particular, the percentage of the maximum particle velocity interval in group $D_{10}$ is 100%, which means that all particle velocities were distributed in the range of 0.04148–0.04157 m/s. The particle velocity distribution was relatively uniform in group $D_2$. This finding is completely consistent with the particle flow pattern shown in Figure 11e. For polydisperse particles, the particle velocity distribution of group $D_{P6}$ was similar to that of group $D_6$.

3.2.3. Particle Erosion Rate and Kinetic Energy

The rate of particle erosion by fluid flow is expressed using the percentage of particle volume passing a certain position as the determinant criteria for erosive particles. Figure 14 shows that for mono-sized particles, with an increase in the particle size, the erosion rate of particles first increases and then decreases and reaches the maximum erosion rate in group $D_6$. The difference between group $D_2$ and $D_{10}$ was not significant. This result is consistent with the maximum average particle velocity.
obtained in Figure 12. The erosion rate in the case of polydisperse particles is slightly higher than that in the case of mono-sized particles. This phenomenon can be interpreted as the fact that small particles can flow through the pores formed by large particles, which can reduce the tip part and improve the overall mobility of particles.

The total translational kinetic energy of the entire particle phase in different groups is calculated and shown in Figure 15. From Figure 15, we can conclude that for mono-sized particles, with an increase in the particle size, the kinetic energy of particles first increases and then decreases and reaches the maximum value in group D6. The kinetic energy in the polydisperse particles is lower than that in the mono-sized particles. The results agree with the regulation of average particle velocity.

Overall, the behaviours of fluid flow in different groups predicted by this model are similar. Therefore, herein, we take the case of D6 as an example to explain the fluid flow behaviours in the fluid–particle interaction system. The fluid velocity vector diagrams of the D6 case at 5.0 s are shown in Figure 16. We used ParaView 5.4.0 to generate this figure. Figure 16 shows that the fluid field presents an uneven distribution. In contrast to the average velocity of the particle phase, the average velocity of the fluid phase is relatively singular and close to the inlet velocity of 0.5 m/s. The fluid velocity
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**Figure 14.** Particle erosion rates.
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**Figure 15.** Translational kinetic energy of the entire particle phase.

### 3.2.4. Fluid Flow Behaviours

Overall, the behaviours of fluid flow in different groups predicted by this model are similar. Therefore, herein, we take the case of D6 as an example to explain the fluid flow behaviours in the fluid–particle interaction system. The fluid velocity vector diagrams of the D6 case at 5.0 s are shown in Figure 16. We used ParaView 5.4.0 to generate this figure. Figure 16 shows that the fluid field presents an uneven distribution. In contrast to the average velocity of the particle phase, the average velocity of the fluid phase is relatively singular and close to the inlet velocity of 0.5 m/s. The fluid velocity
vectors of the fluid cells without particles are oriented towards the outlet of the fluid field, and the corresponding velocities are high. The fluid velocity vectors of the fluid cells with particles must be partially deflected, and the corresponding velocities are smaller than those observed in the fluid cells without particles. The deflection mode adapts to the shape of the particle heap: on the left side of the particle heap, the fluid vector is deflected upward, whereas on the right side of the particle heap, the fluid vector is deflected downward. For mono-sized particles, the maximum fluid velocity decreases with an increase in the particle size. For polydisperse particles, the maximum fluid velocity is smaller than that in the case of mono-sized particles.

![Vector diagrams of fluid velocity.](image)

**Figure 16.** Vector diagrams of fluid velocity.

Figure 17 shows the flow velocity distribution along the centre line of the cross section at $y = 0.7$ m. In contrast to a pure pile flow, the overall velocity profile shifts upwards under the influence of the particle pile. In general, the velocity profiles of the six groups exhibit the same trend and can be divided into three parts. The first part is the slow acceleration stage. In this part, which intercepts the particle pile at the bottom, all of the groups have the same acceleration, except group D2, which is slightly slower than the others. The second part is the fast acceleration stage. In this part, groups D2, D4, D6 and DP6 have the same acceleration; moreover, groups D8 and D10 have the same acceleration, which is slightly slower than that in the other groups. The third part is the stabilization stage. In this part, the velocity first reaches its maximum, then slightly decreases, and finally remains relatively stable. The stable value is between 0.55 and 0.60 m/s.

![Fluid velocity along the cross section at $y = 0.7$ m.](image)

**Figure 17.** Fluid velocity along the cross section at $y = 0.7$ m.
3.2.5. Pipe Inclination Angle

Figure 18 shows the effects of different pipe inclination angles on particle flow characteristics from different coordinate directions. Particles in each pipe inclination angle case were mono-sized, and the particle size was 6 mm (i.e., the same as that in group D6). We simulated the particle flow characteristics at the same inlet velocity of 0.5 m/s and an actual physical time of 1.0 s. In general, the inclination of the pipe has a significant effect on the flow characteristics of particles. Figure 18 shows that with an increase in the inclination angle of the pipe from 0° to 90°, the particles exhibited a considerably different performance. At that point, particle flow is the result of a combination of fluid and gravity. When the inclination angle is 0°, the particles only move forward under the effect of the fluid, presenting the main part and the tip part described above. The maximum velocity particles are distributed in the tip part, and the fluid effect is dominant (as shown in Figure 18a,b (0°)).

When the inclination angle is 15°, the particles appear as a long strip, evenly arranged along the bottom of the pipe under the joint effects of fluid and gravity (as shown in Figure 18a,b (15°)). At this time, the gravitational effect gradually increases, and the maximum velocity is distributed in the front part of the long strip. When the inclination angle increases to 30° and 45°, the flow state of the particles changes significantly (as shown in Figure 18a,b (30°) and (45°)). Due to the friction of the inner wall of the pipe, the particles in the front part begin to gradually lag behind the particles in the middle part. Under the effect of the difference in velocity between the front part and the middle part, the particles on both sides of the front part move backwards, and at that time, the maximum velocity particles gradually distribute to the middle part of the particles. However, when the inclination angle increases to 60° and 75°, the particle velocity in the middle part is much higher than the particle velocity on both sides. Thus, the trailing part that appears in 30° and 45° gradually disappears, thereby forming an ellipsoidal particle group. Moreover, the particle flying phenomenon occurs in the case of 75°, at which time gravity takes the lead (as shown in Figure 18a,b (60°) and (75°)).

When the inclination angle increases to 90°, all of the particles leave the pipe during the simulation time (as shown in Figure 18a (90°)).
Figure 18. Particle flow velocities of different pipe inclination angles: (a) a view perpendicular to the YZ plane, and (b) a view parallel to the YZ plane and perpendicular to the pipe axis.
4. Discussion

4.1. Coupled CFD-DEM Model

The novel, coupled CFD-DEM model proposed in this paper employed two types of the most commonly-used software for coupling, which fully utilized the advantages of both approaches, and comprehensively considered the economy and functionality of the model. The realization of the model had practical significance for the development of the CFD-DEM method. The flow chart of the coupling calculation was illustrated, which clearly interpreted every coupling calculation procedure. Two classic geo-mechanics problems were used to verify the model, and the results showed that the precision of the model can meet the research requirements. Then, the model was used to study the flow characteristics of particles inside a pipe. The results of this study were consistent with the results of previous studies but provided higher accuracy and computational efficiency, which further showed that the model was reliable for solving problems related to fluid–particle interaction systems. Thus, the proposed model can provide references for solving similar problems.

This paper is a preliminary study on the flow characteristics of particles inside a pipe. Particle flow characteristics are influenced by many factors. Only three major influencing factors were chosen in our study. To control the computation time, we used sparse particle systems in the investigation. In future research, studies on dense particle systems, non-orthogonal fluid meshing, varying fluid inlet velocities and other factors should be added for more comprehensive simulations.

4.2. Analysis of the Flow Characteristics of Particles Inside a Pipe

The simulation results were analysed from three aspects: particle characteristics, fluid characteristics and pipe inclination angle effects. The detailed analysis is described hereafter.

1. Particle characteristics: (1) The particle position distribution and particle velocity distribution have symmetry, and the degree of symmetry is negatively correlated with the particle size. (2) The particle flow pattern has an obvious tip part and a main part, and the presence of the tip part is negatively correlated with the particle size. (3) The phenomenon of the particle outflow boundary and the volume fraction of outflow particles are negatively correlated with the particle size. (4) The maximum particle velocity and the particle velocity distribution range are negatively correlated with the particle size. (5) The percentage of the maximum velocity interval is positively correlated with the particle size. (6) The average particle velocity, particle erosion rate and kinetic energy all increased first and then decreased with an increase in the particle size.

2. Fluid characteristics: The fluid field exhibits an uneven distribution. The presence of particles can impede the water flow and deflect the fluid velocity vector. The deflection mode adapts to the shape of the particle heap. The maximum fluid velocity is negatively correlated with the particle size. The flow velocity distribution along the centre line of the cross section shows the same trend and can be divided into three parts: a slow acceleration stage, fast acceleration stage and stabilization stage.

3. The effects of the pipe inclination angles: There is a threshold for particle escape velocity inside a pipe. With an increase in the pipe inclination angle, the positive stress decreases, the friction force of the particles decreases, and the sliding force increases. Due to the combined action of the fluid drag force, the larger the inclination angle is, the smaller is the escape velocity threshold of the particle. As the inclination angle of the pipe gradually increases from 0° to 90°, the particles exhibit a significantly different performance. When the inclination angle is 0°, particles present the normal main and tip parts. When the inclination angle is 15°, particles appear as long strips that are evenly arranged along the bottom of the pipe. When the inclination angles are 30° and 45°, the particles present in the front part gradually lag behind the particles in the middle part and form the trailing part. When the inclination angles are 60° and 75°, the tailing part gradually
disappears, forms an ellipsoidal particle group and exhibits a particle flying phenomenon. When the inclination angle is 90°, all of the particles leave the pipe.

5. Conclusions

The novel, 3D, two-way coupled CFD-DEM model developed in this paper was implemented by coupling two software programs, OpenFOAM and PFC3D. This model can make accurate predictions for problems related to particles flowing in water. The model used in this study had higher accuracy and calculation efficiency than the models used in previous studies. Therefore, the proposed model can provide valuable references for solving soil erosion and bridge scour problems. The model was presented as follows: (1) the governing equations for both the fluid phase and the particle phase, and the fluid–particle interaction force were presented; (2) the coupling scheme was explained in detail, and the flow chart of coupling calculations was clearly presented; and (3) the model was benchmarked with two classic geo-mechanics problems, thereby verifying the accuracy of the model. Moreover, this model was applied to study the effects of particle size, polydisperse particles and pipe inclination angles on the flow characteristics of particles inside a pipe. The results showed that particle size and pipe inclination angle can considerably affect the particle flow morphology, kinetic energy and erosion rate, whereas polydisperse particles had a slight effect. These findings further demonstrated the reliability of the model.
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Nomenclature

\( \rho_f \) \quad fluid density, kg m\(^{-3}\)
\( \rho_p \) \quad particle density, kg m\(^{-3}\)
\( t \) \quad time, s
\( m \) \quad particle mass, kg
\( \mathbf{v} \) \quad fluid velocity, m/s
\( \mathbf{u} \) \quad particle translational velocity, m/s
\( \mathbf{w} \) \quad particle annular velocity, rad/s
\( \varepsilon \) \quad porosity, dimensionless
\( \mu \) \quad fluid dynamic viscosity, Pa·s
\( \nu \) \quad fluid kinematic viscosity, m\(^2\)/s
\( r \) \quad particle radius, m
\( d \) \quad particle diameter, m
\( C_d \) \quad drag force coefficient, dimensionless
\( Re_p \) \quad Reynolds number of the particle, dimensionless
\( f_{d0} \) \quad drag force of the single particle, N
\( f_d \) \quad drag force, N
\( \chi \) \quad empirical coefficient to account for the local porosity, dimensionless
\( f_{b_n} \) \quad buoyancy, N
\( f_c \) \quad contact force exerted by the neighbouring particles, N
\( f_a \) \quad externally applied force, N
\( \vec{f_{\text{mesh}}} \) the sum of additional forces applied on the particle, N
\( \vec{f_{\nabla p}} \) fluid pressure gradient force, N
\( \vec{f_{\text{fluid}}} \) the total fluid–particle interaction force applied on the particle by the fluid, N
\( p \) fluid pressure, Pa
\( \nabla p \) fluid pressure gradient, Pa/m
\( g \) gravitation, N
\( I_p \) moment of inertia for the particle, kg·m²
\( M \) moment of contact force acting on the particle, N·m
\( \vec{f_b} \) the body force per unit volume exerted on the fluid by the particle, N
\( \vec{g} \) gravitational acceleration, m/s²
\( V_p \) volume of the particle, m³
\( u_z \) vertical velocity of the settling particle, m/s
\( d_c \) minimum width of the flow domain, m
\( \Delta x_{\text{cfd}} \) fluid element length, m
\( t_c \) coupling interval, s
\( K \) permeability coefficient, m/s
\( I \) hydraulic gradient, dimensionless
\( P_{\text{inlet}} \) pressure at the inlet, Pa
\( P_{\text{outlet}} \) pressure at the outlet, Pa
\( L \) length of flow path, m
\( k \) intrinsic permeability coefficient, m²
\( v \) seepage velocity, m/s
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