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Abstract: The paper presents a new approach to identify the unknown characteristics (release history and location) of contaminant sources in groundwater, starting from a few concentration observations at monitoring points. An inverse method that combines the forward model and an optimization algorithm is presented. To speed up the computation, the transfer function theory is applied to create a surrogate transport forward model. The performance of the developed approach is evaluated on two case studies (literature and a new one) under different scenarios and measurement error conditions. The literature case study regards a heterogeneous confined aquifer, while the proposed case study was never investigated before, it involves an aquifer-river integrated flow and transport system. In this case, the groundwater contaminant originated from a damaged tank, migrates to a river through the aquifer. The approach, starting from few concentration observations monitored at a downstream river cross-section, accurately estimates the release history at a groundwater contaminant source, even in presence of noise on observations. Moreover, the results show that the methodology is very fast, and can solve the inverse problem in much less computation time in comparison with other existing approaches.
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1. Introduction

The problem of the identification of a contaminant source has attracted the attention of many researchers in recent decades. Although many approaches have been developed so far, no definite cure has yet been proposed. This is due to its ill-posed nature together with scarce, frequently also inaccurate data [1]. There are three main approaches to solve numerically the problem of contaminant source identification: mathematical, probabilistic, and simulation—optimization. In the mathematical method, the governing contaminant transport equation is first solved, and then, considering the superposition principle, the final solution, which includes all involved sources, is obtained. Since this approach leads to a linear, ill-posed algebraic system of equations, regularization methods are used for overcoming the ill-posed condition [2]. Skaggs and Kabala [3] were the pioneers in this approach; they recovered
the release history of a groundwater contaminant originating from a known, single source and applied Tikhonov regularization (TR) in numerical experiments for improving the ill-posed condition of the system. Skaggs and Kabala [3] showed that the method performance is significantly affected by the measurement errors of the input data. The method of quasi-reversibility (QR) [4] was applied to recover the release history of the groundwater contaminant plume. The results showed that the implementation of the QR method is easier but less accurate than the TR method. Liu and Ball [5] used a least-squares method modified by adding a Tikhonov regularization term to estimate the groundwater contaminant source release history. It is notable that the mathematics formulation takes much less consuming time, but it is more complex than other methods. Moreover, probabilistic and geostatistical methods have attracted researchers’ attention to identifying the characteristics of the contaminant sources. The most important feature of this approach is that including the problem in a stochastic framework, the parameters to estimate become random variables. In this method, unknowns are discovered without the use of iterative methods, or at least with fewer iterations than the optimization method. This approach was developed by Bagtzoglou et al. [6]. They solved the transport equation to estimate the groundwater contaminant source location and release history using the random walk particle method. Liu and Wilson [7] introduced the backward probabilities method to solve the contaminant transport equation in a two-dimensional heterogeneous aquifer. Woodbury and Ulrych [8] used the minimum relative entropy (MRE) approach to recover the release and evolution histories of a plume in a groundwater one-dimensional system with constant known dispersivity and uniform velocity. Cupola et al. [9] extended the MRE approach to 2-D domains. Neupauer and Wilson [10,11] developed a backward probability model based on the adjoint state method (BPM-ASM) to identify the source location of a conservative contaminant release in the one-dimensional domain [10], two-dimensional domain [11] and of a non-conservative pollutant (first-order decay) in the one-dimensional domain [12]. Neupauer et al. [13], compared the results of Tikhonov regularization (TR) to the one of minimum relative entropy (MRE) in the recovery of the release history of a conservative contaminant in a one-dimensional domain. The results showed the MRE method is more robust than TR in error-free data condition, but the TR method is better if there is an error in data. Snodgrass and Kitanidis [14] developed an efficient geostatistical method to estimate the contaminant source release, considering the source location known. Michalak and Kitanidis [15] applied a geostatistical approach combined with the adjoint state method for the recovery of historical groundwater contaminant distribution. By using this approach, the groundwater contaminant release history can be recovered, even in the heterogeneous domain. Boano et al. [16] applied a geostatistical method to identify the release history of contaminant source with a linear decay reaction using a finite number of concentration data located at a known location in a river. Butera et al. [17] employed a simultaneous release history and source location identification methodology (SRSI) to identify the groundwater pollution source location and the release history. Gzyl et al. [18] applied a multi-step approach to identify groundwater contaminant source and release history in a real field case study. Their approach consists of three steps: performing integral pumping tests, identifying sources, and recovering the release history using a geostatistical method. Cupola et al. [19] evaluated the relative effectiveness of two methods: SRSI and BPM-ASM using data collected through sandbox experiments. The results showed the effective performance of both methods. However, the SRSI method requires some weak hypotheses regarding the statistical structure of the unknown release function and a preliminary definition of the probable source location. In addition, BPM-ASM needs to assume some hypotheses about the contaminant release time in the backward probability model. Recently, the group of Gómez-Hernández developed a new approach based on Kalman filter to estimate the source release, its location, and aquifer properties [20–22]. The last category of inverse problem solution method is the simulation–optimization approach. The optimization method consists of the integration of both simulation and optimization models. The main purpose of simulation models is to solve the governing flow and transport equations for given initial and boundary conditions. However, these models are not capable of obtaining the inverse solution. In order to identify the input of the forward model that best fits the observed data,
these models have to be integrated with optimization procedures. This approach has a simplicity of formulation—it is one of the most widely used by researchers—but the computational cost is relatively high. Certainly, Gorelick [23] was among the first in identifying the characteristic of groundwater contaminant source (locations and intensity of pollutant sources) using linear programming and the least squares regression. Datta et al. [24] developed a new methodology, based on a pattern-recognition algorithm, to identify unknown groundwater pollution source locations and intensities by using Bayes’ optimal decision rule to achieve this purpose. Wagner [25] presented a methodology based on a non-linear maximum likelihood method for simultaneous estimation of aquifer parameters and source characteristics. Mahar and Datta [26,27] used an embedded nonlinear optimization model to identify the characteristics of unknown groundwater pollution sources. Mahar and Datta [26] obtained preliminary identification of source location in the first phase, the duration of the activity and intensity, using an embedded optimization technique. In the second step, an optimal monitoring network design was presented using the preliminary identification results; in the final step, unknown source characteristics were recovered with new data set at the designed monitoring well locations. They also presented the embedded nonlinear optimization model to determine simultaneously unknown groundwater pollution sources and aquifer parameters [27]. Aral et al. [28] formulated a modified version of the genetic algorithm namely, the progressive genetic algorithm to identify unknown contaminant source location and release histories. Sun et al. [29] introduced a new framework (constrained robust least squares, CRLS), which is a new version of RLS, for recovering the release history of contaminant sources. The performance of CRLS model is evaluated through one- and two-dimensional test cases, which showed the model performance is better than RLS, while the system is ill-posed and uncertain. Ayvaz [30] proposed a linked simulation–optimization model to recover the release histories and to determine the locations of the groundwater contaminant sources. He applied the heuristic harmony search algorithm in the optimization model.

The optimization procedure bases on an iterative procedure that requires many forward model runs. Several approaches, such as surrogate modeling, are available to improve the simulation model efficiency by reducing the forward model computation time. The most important surrogate model can be framed in the data-driven model category, see Table 1 for a summary.

<table>
<thead>
<tr>
<th>Method</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polynomials</td>
<td>[31,32]</td>
</tr>
<tr>
<td>Kriging process</td>
<td>[33,34]</td>
</tr>
<tr>
<td>Artificial neural networks</td>
<td>[35–37]</td>
</tr>
<tr>
<td>Self-organizing map</td>
<td>[38,39]</td>
</tr>
<tr>
<td>Radial basis functions</td>
<td>[40,41]</td>
</tr>
<tr>
<td>Support vector machines</td>
<td>[42]</td>
</tr>
<tr>
<td>Multivariate adaptive regression splines</td>
<td>[43,44]</td>
</tr>
<tr>
<td>High-dimensional model representation</td>
<td>[45,46]</td>
</tr>
<tr>
<td>Kernel extreme learning machines</td>
<td>[47]</td>
</tr>
<tr>
<td>Ensemble surrogate model</td>
<td>[48]</td>
</tr>
<tr>
<td>Transfer function theory</td>
<td>[1,17,49,50]</td>
</tr>
</tbody>
</table>

Groundwater (GW) and surface water (SW) are components of the hydrological cycle that mutually affect each other. So far, various models were created to investigate the hydrological behavior of GW-SW integrated systems [51–53]. However, with the progress of computers and the increase of their speed and computational power, models are now capable of coupling surface hydrodynamic systems to groundwater [54–58].

To evaluate the performance of the presented approach, two main case studies with some scenarios are considered. The first one is a literature case study [30,48] that consists of a two-dimensional heterogeneous aquifer with two contaminant sources and seven monitoring wells. The second one is a
complex hypothetical case study including an aquifer-river integrated system that presents polluted surface water originated by the groundwater contaminant migration of the leakage from a damaged underground tank. A detailed inspection of the studies conducted in the field of contaminant source identification indicates that all of them are applied only in groundwater or rivers, and no studies have been undertaken to consider, in the inverse modeling procedure, both river, and groundwater domains, with mutual interaction. In other words, in all coupled models of groundwater and surface water, flow and transport equations are solved in a forward way. Therefore, a methodology that can solve inverse problems in the integrated domains of the aquifer and river is of interest. In particular, the inverse problem analyzed in this paper consists of the estimate of the contaminant source location and release history in the groundwater and groundwater-river domains. A simulation–optimization approach based on a surrogate transport model has been applied. The transfer function theory is used to create surrogate transport model. It is convenient, very fast compared to other existing approaches and the output can be easily determined for any given input. Another advantage is that governing complex differential and integral equations are transformed into simple and easy algebraic equations. Therefore, it can be used for real scenarios of pollutant transport problems. The other important issue is that the problem of aquifer-river system is a novel one, and it has been investigated for the first time in this study by the transfer function approach.

For all cases and scenarios, the related statistical parameters are obtained and analyzed in terms of accuracy and effectiveness. The structure of the present paper is as follows: In Section 2, details of the applied methods and performance metrics are given. In Section 3, the test cases and results are shown. Finally, the conclusion is introduced in the fourth section.

2. Mathematical statements

2.1. Flow and Contaminant Transport Equations in Groundwater

For the sake of simplicity, let us consider two-dimensional flow in a confined aquifer with known hydraulic parameters. It has to be noted, that the developments presented hereafter can be generalizable to three-dimensional aquifers, in either confined or unconfined systems. To solve uncoupled contaminant transport problems known velocity field is required. Then, it is necessary to determine the groundwater flow field. Equation (1) shows the two-dimensional water balance, including the Darcy law, in a heterogeneous anisotropic confined aquifer [59].

\[
\frac{\partial}{\partial x} \left( T_{xx} \frac{\partial h_p}{\partial x} \right) + \frac{\partial}{\partial y} \left( T_{yy} \frac{\partial h_p}{\partial y} \right) + W = S_{stv} \frac{\partial h_p}{\partial t}
\]

where \( T_{xx} \) and \( T_{yy} \) are values of the principal components of the transmissivity tensor in \( x \) and \( y \) directions \([LT^{-1}]\), respectively; \( h_p \) is the piezometric head \([L]\); \( W \) is the volumetric flux per unit area sources or sinks of water \([LT^{-1}]\); \( S_{stv} \) is the storativity of the porous material \([-]\) and \( t \) is the time \([T]\). The symbols used in this paper are listed in the Supplementary Materials.

Equation (2) describes the transport process in an aquifer with the injection of a non-sorbing, non-reactive solute at a point source [59]:

\[
\frac{\partial (\phi C(x,t))}{\partial t} = \nabla [\phi D(x) \nabla C(x,t)] - \nabla [\phi u(x,t) C(x,t)] + s(t) \delta(x-x_0)
\]
2.2. Transfer Function Theory in Groundwater

The solution of the linear differential Equation (2) considering the initial and boundary conditions $C(x,0) = 0; C(\infty,t) = 0$, is given by the following convolution integral [60]:

$$C(x,t) = \int_0^t s(\tau) g(x,t-\tau) d\tau$$  \hspace{1cm} (3)

where $g(x,t-\tau) [L^{-3}]$ is the transfer (kernel) function that describes the effects at the location $x$ and time $t$ by an impulse injection occurring at location $x_0$ and time $\tau$. In complex flow conditions, such as non-uniform flow fields and non-isotropic and heterogeneous aquifers, there is no analytical solution of the transfer function, thus, the use of numerical approaches is unavoidable. The stepwise input function procedure methodology [17,49] is one of the best numerical strategies for the Kernel functions calculation. It is shortly described as follows:

Considering a simple variable transformation $\tau = t - \tau$, Equation (3) can be rewritten as:

$$C(x,t) = \int_0^t s(t-\tau) g(x,\tau) d\tau$$  \hspace{1cm} (4)

Assuming a stepwise input function as $s(t-\tau) = F_0 \cdot H(t-\tau)$ where $H(t-\tau)$ [-] is the Heaviside step function (for $t-\tau > 0$ it is equal to unity) and $F_0 [MT^{-1}]$ is the amount of pollutant per unit time injected into the aquifer, after taking the time derivative of Equation (4), results in [17]:

$$g(x,t) = \frac{1}{F_0} \frac{\partial C(x,t)}{\partial t} \hspace{1cm} t > 0$$  \hspace{1cm} (5)

The concept of Equation (5) is that the transfer function at a generic point $x$ can be calculated from the derivative of the breakthrough curve (concentration history) at the same location $x$, due to a stepwise contaminant injection at the location $x_0$. Under field conditions, it is rarely possible to determine the response of an aquifer due to an indefinite step injection, because it has a very long experimentation time. However, a calibrated numerical flow and transport model are often available, and can easily simulate the effect of a contaminant injection on an aquifer and calculate its response at each monitoring point. Accordingly, the breakthrough curves in different locations and their numerical derivative can be determined to solve the inverse problems. Figure 1 shows the schematic of a dimensionless breakthrough curve and its derivative named transfer function (TF).

![Figure 1](image_url)  \hspace{1cm} (a) Breakthrough curve; (b) derivative of the breakthrough curve (TF).

The relationship between the observed concentration $z$ at the monitoring time $T$, originated from unknown input injection function $s(t)$ may be expressed as a function of the release process by the Equation (6), see [14,61]:

$$z = h(s) + \nu$$  \hspace{1cm} (6)
where \( z \) is a vector \((m \times 1)\) of observed concentration data, \( h(s) \) represents the forward concentration and \( \nu \) is a vector of measurement errors. For a conservative contaminant source, the relation between \( z \) and \( s \) is linear, therefore Equation (6) can be rewritten as [14]:

\[
z = H \cdot s + \nu
\]  

(7)

Equation (7) represents the matrix form of Equation (3) where the components of the matrix \( H \) are computed transfer functions values at known times and locations. The transfer matrix \( H \) includes all the characteristics of the flow and transport process. In addition, due to the linearity of the governing differential equation, it is named the sensitivity matrix. The elements of the matrix \( H \) allow the computation of the observation data \( z \) by varying the release value \( s \). Assuming \( x_M \) monitoring locations, the sensitivity matrix \( H \), discretized with time intervals \( \Delta t \) results in [17]:

\[
H = \Delta t \cdot \begin{bmatrix}
g(x_1, T - \Delta t) & \ldots & g(x_1, T - n\Delta t) \\
g(x_2, T - \Delta t) & \ldots & g(x_2, T - n\Delta t) \\
\vdots & \ddots & \vdots \\
g(x_M, T - \Delta t) & \ldots & g(x_M, T - n\Delta t)
\end{bmatrix}
\]  

(8)

where \( g(x_i, t) \) is the kernel function obtained at the observation location \( x_i \) at time \( t \). The transfer matrix \( H \), calling \( T_j \) the sampling time, can be shown as the following block matrix:

\[
H = \begin{bmatrix}
H_{T_1} \\
H_{T_2} \\
\vdots \\
H_{T_j}
\end{bmatrix}
\]  

(9)

Considering \( N \) sources of contaminant located at \( x_{0,i} \) by the linearity of the advection-dispersion equation, the observed concentration at a generic position \( x \) can be computed using the superposition principle through the following [17]:

\[
C(x, t) = \sum_{i=1}^{N} \int_{0}^{t} s_i(\tau) g_i(x, t - \tau) d\tau
\]  

(10)

The vector \( s \) of the release function in Equation (7) is made up of the collection of \( i \) sub-vectors \( s_i(n_i \times 1) \), where \( n_i \) is the number of the time values used to discretize the release history of the \( i \)th source. The total dimension of \( s \) is \((n_1 + n_2 + \ldots + n_N) \times 1 \) [17]:

\[
s = \begin{bmatrix}
s_1 \\
s_2 \\
\vdots \\
s_N
\end{bmatrix}
\]  

(11)

In this research, the discretization time interval and \( n \) is equal for each source, thus, \( s \) becomes \( n \cdot N \times 1 \). The transfer matrix \( H \) becomes a block matrix [17]:

\[
H = [H_1 H_2 \ldots H_N]
\]  

(12)

whose dimensions are \( m \times (n_1 + n_2 + \ldots + n_N) \) and in the present case \( m \times n \cdot N \). The generic matrix \( H_i \) describes the effects of the contaminant release in the \( i \)th source on the measured concentration data at the \( m \)th monitoring point.
2.3. Flow and Pollutant Transport Equations in a River

The solution of the pollutant transport equation in a river requires the knowledge of the river mean velocity. One-dimensional equations of continuity and momentum conservation in river systems, named Saint Venant’ equations, are as follows [62]:

\[
\frac{\partial Q}{\partial x_l} + \frac{\partial A}{\partial t} = q
\]  

(13)

\[
\frac{\partial Q}{\partial t} + \frac{\partial (\alpha \frac{Q^2}{A})}{\partial x_l} + gA \frac{\partial h}{\partial x_l} + gAS_f = 0
\]  

(14)

where \(Q\) is the river discharge rate, \(A\) is the cross-sectional area, \(q\) is lateral inflow \([M^2T^{-1}]\), \(h [L]\) denotes water level, \(S_f [-]\) represents the flow resistance term, \(\alpha [-]\) is the momentum distribution coefficient; \(x_l\) and \(t\) are, respectively, the curvilinear and temporal coordinates. The following equation describes the one-dimensional conservative transport process in rivers:

\[
\frac{\partial AC}{\partial t} + \frac{\partial QC}{\partial x_l} - \frac{\partial}{\partial x_l} \left( AD \frac{\partial C}{\partial x_l} \right) = S(x_l, t)
\]  

(15)

\[
S(x_l, t) = \sum_{r=1}^{R} (M_{tot})_r g_r(x_l) f_r(t)
\]  

(16)

where \(C [ML^{-3}]\) is the concentration, \(D [L^2T^{-1}]\) is the dispersion coefficient, \(S(x_l, t) [ML^{-1}T^{-1}]\) is the source term presented in Equation (16) in a general form modified from Boano et al. (2005) [16] where \((M_{tot})_r [M]\) is the discharged contaminant total masses, \(f_r(t) [T^{-1}]\) is the release histories, and \(g_r(x_l) [L^{-1}]\) is the source spatial distribution in the \(r\)th source. These functions are normalized as \(\int_0^{\infty} f_r(t) dt = \int_0^{\infty} g_r(x_l) dx_l = 1\). Moreover, \(f_r(t)\) is assumed independent.

Equation (15) assumes that the considered substance is completely mixed over the cross-sections and reflects two transport mechanisms: (1) advective transport through the mean flow, and (2) dispersive transport due to concentration gradients [16].

2.4. Transfer Function Theory in a River

To solve the inverse problem in a river, an explicit relationship between the release history and the observed concentration is needed. The application of the dynamic systems theory [63,64] into river transport as an input-output system is one of the approaches to find such an explicit relationship.

Let us consider a point pollutant source located at \(x_l = 0\) with the Dirac delta spatial distribution function \(g(x_l) = \delta(x_l)\) [equivalently, \(R = 1\) within \(x_l = 0\) in Equation (16)] and a single measurement point \((p = 1)\) at \(x_{IM}\). The river can be considered as a linear system with a single input release history \(f(t)\) at \(x_l = 0\) and a single output observed concentration \(C(x_{IM}, t)\) at a location \(x_{IM}\) in the interval \(x_l \in [0, x_{IM}]\). As a result of the linearity of Equation (15), the relation between the input \(f(t)\) and the output \(C(x_{IM}, t)\) can be written as the convolution integral [16]:

\[
C(x_{IM}, t) = M_{tot} \int_0^t f(\tau) k(x_{IM}, t - \tau) d\tau
\]  

(17)

where \(k(x_{IM}, t)\) is the transfer function (kernel function) at \(x_l = x_{IM}\), which is defined as the response of the system to a unitary impulse i.e., \(M_{tot} f(t) = \delta(t)\). The transfer function is thus the solution of
the system of Equations (15), considering \( s(x_i, t) = M_{tot} \cdot \delta(x_i) \cdot \delta(t) \) together with the initial condition \( C(x_i, 0) = 0 \). Equation (17) can be easily extended as:

\[
C(x_{IM}, t) = \sum_{n_s=1}^{N} M_{(tot)n_s} \int_0^t f_{n_s}(\tau) k_{n_s} (x_{IM} - x_{lM}, t - \tau) d\tau \tag{18}
\]

If the time domain is discretized into \( n \) times \( t_j \), the observation can be related to the source by the general expression:

\[
z_s = h(f_s) + v \tag{19}
\]

where \( z_s = [C(x_{IM}, t_1') \ldots C(x_{IM}, t_m')]^T \) is a \([m \times 1]\) random vector of the observations at times \( t_j' \), \( f_s = M_{tot}.[f(t_1) \ldots f(t_n)]^T \) is a \([n \times 1]\) vector of the discretized release history, \( h \) is the model function and \( v = [v_1 \ldots v_m]^T \) is a \([m \times 1]\) random vector that represents the measurement errors. For a conservative contaminant source, the relation between \( z \) and \( f_s \) is linear and thus Equation (19) can be rewritten as [14]:

\[
z_s = H \times f_s + v \tag{20}
\]

where \( H \) is a \([m \times n]\) matrix, whose generic element is:

\[
H(i, j) = \left\{ \begin{array}{ll}
    k(x_{IM}, t_j'^{-} - t_j) & t_j' > t_j \\
    0 & t_j' \leq t_j
\end{array} \right.
\]

For \( n_s \) pollutant sources and \( n_p \) measurement points the sensitivity matrix \( H, z \) and \( f_s \) will be a block matrix, in which every component is a matrix and every element of the matrix is a vector:

\[
\begin{bmatrix}
H_{11} & H_{12} & \cdots & H_{1n_s} \\
H_{21} & H_{22} & \cdots & H_{2n_s} \\
\vdots & \vdots & \ddots & \vdots \\
H_{n_p1} & H_{n_p2} & \cdots & H_{n_p,n_s}
\end{bmatrix}
\begin{bmatrix}
f_{s1} \\
f_{s2} \\
\vdots \\
f_{sn_s}
\end{bmatrix}
= \begin{bmatrix}
z_{s1} \\
z_{s2} \\
\vdots \\
z_{sn_p}
\end{bmatrix}
\tag{22}
\]

The concept of the unit hydrograph in hydrology can be used for calculating the transfer functions \( k(x, t) \) in river systems. Accordingly, the responses of unit loadings, that are shifted as much as unit loading time, are computed separately in measurement points. Based on the principle of superposition, which is employed due to the linearity of the governing contaminant transport equation, these responses will be shifted as much as unit pulse loading time. A unit-pulse loading is a step loading with unit intensity and specified duration. The response curve is the concentration-time curve at a specified location, which is resulted due to this unit-pulse loading as Figure 2.

![Figure 2. Schematic representation of unit-pulse loading and response curve [30].](image)

2.5. Optimization Inverse Problem in Integrated Aquifer-River Domain

Equations (7) and (20) should be solved simultaneously in an integrated aquifer-river domain, to compute the groundwater contaminant source release histories with the use of known measured
concentrations in the river. This is an inverse problem and since the number of equations and the number of unknowns are not equal, the system is over-determined that requires a special technique to be solved. The optimization technique is a widespread tool in solving these problems. Fmincon solver, available in the optimization toolbox of MATLAB R2017b software [65], is one of the classic optimization methods to solve the constrained minimization problems that can be employed in the present research. It uses different search algorithms to find the optimal point of a constrained linear/nonlinear multivariable function. In this work, the Interior point algorithm of the Fmincon solver is used; it solves linear and nonlinear convex optimization problems.

The optimization solution starts with an initial guess \((w_0)\) as an unknown input vector value (source release histories) and the convergence of Karush-Kuhn-Tucker () conditions is checked. The approach minimizes the objective function \(objF\) in Equation (23) considering upper and lower constraints on pollutant release history \((w)\):

\[
objF = \sqrt{\sum_{i=1}^{m} \left( C_i - \hat{C}_i \right)^2} ; \ 0 \leq w \leq w_{max}
\]

where \(m\) is the number of concentration observations, \(C_i\) represents the measured concentration in the river downstream, \(\hat{C}_i\) the estimated concentration in the river downstream using the forward model and \(w_{max}\) are upper values of injected source fluxes in groundwater model. If the constraints are satisfied, the optimal solution has been reached, otherwise, the algorithm moves to a new point changing the search direction utilizing the Newton-Raphson method, and changing the step size (applying the merit function or the filter methods) to obtain an updated estimation. These steps will continue until the convergence criterion is achieved. For more details, see [66].

2.6. Error on Observations

In real field cases, due to the limited precision of the measurement devices and the influence of sampling conditions, errors may be developed in the measured data. So, in the synthetic scenarios, to evaluate the performance of simulation–optimization methodology in the presence of measurement errors, we resort to corrupt the sampled true concentration data by adding random relative errors according to the following relationship [67]:

\[
C_{\text{new, sampled}}(x_n, t) = C_{\text{sampled}}(x_n, t) + \alpha \delta_n C_{\text{sampled}}(x_n, t)
\]

where \(\delta_n\) is a random number from a Gaussian standard population, \(\alpha\) stands for the error amplitude and the product \(\alpha \delta_n\) is equal to the relative measurement error in the generic location \(x_n\). Normal random errors equal to 5% and 10% of the standard deviation have been applied in the present study. It should be noted that one set of concentration data perturbed by Equation (24) corresponds to one sample realization. By generating corrupted observations, it is possible to evaluate the performance of the proposed model for different sample realizations and to obtain an average result together with an estimate of the outcome uncertainty [30]. In this work, 10 different realizations \(\delta_n\) have been considered.

2.7. Evaluation of Performance

Since the problems in hand are synthetic cases, the outcomes are compared with the actual contaminant release histories and the estimated data. The results are evaluated according to the metrics used by Ayvaz [30]: normalized error (NE), percent average estimation error (PAEE), standard deviation (SD), Equation (25) and with the known metrics proposed by Anderson and Woessner [68],
Equation (26): mean error (ME), mean absolute error (MAE), root mean squared error (RMSE) and normalized root mean squared error (NRMSE).

\[
NE(\%) = \frac{\sum_{t=1}^{N_t} \sum_{i=1}^{N_i} |W_{t,i}^{\text{est}} - W_{t,i}^{\text{act}}|}{\sum_{t=1}^{N_t} \sum_{i=1}^{N_i} W_{t,i}^{\text{act}}} \times 100
\]

\[
PAEE(\%) = \frac{|W_{t,i}^{\text{est}} - W_{t,i}^{\text{act}}|}{W_{t,i}^{\text{act}}} \times 100
\]  

\[
SD = \sqrt{\frac{\sum_{i=1}^{N_R} (W_{t,i}^{\text{est}} - \overline{W_{t,i}^{\text{est}}})^2}{N_R - 1}}
\]

\[
ME = \frac{\sum_{t=1}^{N_t} \sum_{i=1}^{N_i} (W_{t,i}^{\text{est}} - W_{t,i}^{\text{act}})}{N_t}
\]

\[
MAE = \frac{\sum_{t=1}^{N_t} \sum_{i=1}^{N_i} |W_{t,i}^{\text{est}} - W_{t,i}^{\text{act}}|}{N_t}
\]

\[
RMSE = \sqrt{\frac{\sum_{t=1}^{N_t} \sum_{i=1}^{N_i} (W_{t,i}^{\text{est}} - W_{t,i}^{\text{act}})^2}{N_t}}
\]

\[
NRMSE(\%) = \frac{RMSE}{(W_{\text{max}} - W_{\text{min}})} \times 100
\]

where \( \overline{W_{t,i}^{\text{est}}} \) is the average (on \( N_R \) realizations) computed flux for the stress period \( t \) and source \( i \) and \( W_{t,i}^{\text{act}} \) is the actual source fluxes for the same period and source.

3. Results and Discussion

Two case studies with different scenarios have been considered to verify the methodology. The first is a literature test case \([30,48]\) dealing with groundwater pollution, and the second is a new case, never introduced before, which considers groundwater–river integrated system and analyzes the groundwater contamination, originating from leakage from an underground damaged tank, as moving to the river and then traveling downstream along the watercourse.

3.1. First Case Study—Literature Case Study

To evaluate the applicability of the proposed methodology, we considered a literature case introduced by Ayvaz \([30]\) and later adopted in Xing et al. \([48]\). Figure 3 shows the discretization grid of the numerical model of the studied aquifer. Table 2 summarizes the hydraulic and geometry characteristics. For this aquifer, the specified head boundary conditions on the upper-left (AB) and lower right (CD) side, and no-flow boundary at the other sides are considered. The head values on the AB and CD sides are 100.0 m and 80.0 m, respectively above a horizontal plane. The aquifer system consists of five different hydraulic conductivity zones, whose isotropic conductivity values are: \( K_1 = 0.0004 \text{ m/s}, K_2 = 0.0002 \text{ m/s}, K_3 = 0.0001 \text{ m/s}, K_4 = 0.0003 \text{ m/s} \) and \( K_5 = 0.0007 \text{ m/s} \). The conductivity values are taken as uniform inside each zone. Therefore, the aquifer case dealt with a steady-state and non-uniform flow conditions one. There are two active contaminant sources (S1 and S2) and seven monitoring locations (O1–O7) in the aquifer domain. The total simulation time is 10 years divided into 20 stress periods (SP) of 6 months each. It is assumed that both sources release conservative compounds during the first 24 months. Therefore, the contaminant transport process in the aquifer is transient.
3.1.1. Procedure to Estimate the Contaminant Release History in the Aquifer

Since it is a hypothetical case study, observed data generation is required. To achieve this goal, a forward model including flow and contaminant transport models is employed. The following main steps are needed to be followed:

1. Setting up a groundwater flow and transport numerical model of the case study. The MODFLOW [69] and MT3DMS [70] codes are used for this purpose. In this process, the domain of the solution is a network with block-centered grids where the values of the piezometric heads, the velocities and contaminant concentrations in the center of cells are computed;
2. Injecting the true release contaminant $s$ at the source and recording the concentration data in the monitoring points as $C_{\text{observed}}$;
3. Applying the unit loadings in each source separately and calculating the breakthrough curves at the monitoring locations;
4. Computing the transfer functions ($TF$s) by processing the observed breakthrough curves;
5. Solving the optimization problem [Equation (23)] to identify the unknown release history that best fits the estimated data to the observed ones.

3.1.2. Results

MODFLOW and MT3DMS codes are applied to simulate the groundwater flow and transport processes, respectively; the concentration data in monitoring wells are extracted from the results and adopted as observations. Few concentration curves in sampling wells $O_1$, $O_4$ and $O_7$ are shown in

### Table 2. Case 1: hydraulic and geometry characteristics.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective porosity, $\phi$</td>
<td>0.3</td>
</tr>
<tr>
<td>Longitudinal dispersivity, $\alpha_L$ (m)</td>
<td>40</td>
</tr>
<tr>
<td>Transverse dispersivity, $\alpha_T$ (m)</td>
<td>4</td>
</tr>
<tr>
<td>Saturated thickness, $b$ (m)</td>
<td>30</td>
</tr>
<tr>
<td>Grid spacing in the $x$-direction, $\Delta x$ (m)</td>
<td>100</td>
</tr>
<tr>
<td>Grid spacing in the $y$-direction, $\Delta y$ (m)</td>
<td>100</td>
</tr>
<tr>
<td>Length of the stress periods, $\Delta t$ (months)</td>
<td>6</td>
</tr>
<tr>
<td>Initial concentration (ppm)</td>
<td>0</td>
</tr>
</tbody>
</table>
Ayvaz [30] in two cases, error-free and perturbed data. The estimated versus observed concentrations are presented in Figure 5 for both sources and seven specified sampling wells. For the present case, several scenarios to identify sources release histories are considered; in all of them, the observed concentration-time series at monitoring wells are considered as input data for the inverse problem. Some analyzed scenarios have been introduced by Ayvaz [30].

![Figure 4. Concentration curves in the sampling locations $O_1$, $O_4$ and $O_7$.](image)

Figure 4. Concentration curves in the sampling locations $O_1$, $O_4$ and $O_7$.
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Figure 5. Transfer function curves in sampling wells due to source 1 (a) and source 2 (b); they represent $g(x,t)$ of Equation (5).

- **First scenario**

In this scenario, the purpose is the identification of sources release histories ($S_1$ and $S_2$) using the transfer function theory, assuming that the source locations are known. It is also assumed that the concentration data are available only at the end of each stress period with a length of 180 days. Therefore, taking into account 20 stress periods and seven monitoring wells, 140 concentration data are recorded as observations. Finally, the release histories of the two sources were recovered. Figure 6 shows the results of the identification of the release histories. The results are compared with those of Ayvaz [30] in two cases, error-free and perturbed data. The estimated versus observed concentrations are presented in Figure 7; it is clear that the approach estimated well the concentration observations. Ayvaz [30] applied his model for simultaneous identification of unknown locations and release histories of the groundwater contaminant sources. For more details, see reference [30], where the total number of iterations of the identification process was 32,659, using the genetic algorithm (GA). The present approach, which is based on the transfer function theory, has the advantage of identifying release histories of sources with only one run of the simulation model. The resulting transfer matrixes are integrated with an optimization algorithm (Interior point algorithm of Matlab Fmincon solver) that converges to the specified tolerance in less than 600 iterations. The present methodology can identify source release fluxes, mostly with the same accuracy of the literature studies, employing only one run of the complete simulation model and in much less computation time: in fact, each application of the transfer function to surrogate the transport process requires only 1/100 of the computation time of the complete simulation model.
Figure 6. Recovered release histories of sources 1 and 2 in error-free data condition (α = 0) and in error-perturbed data condition (α = 0.1).

Figure 7. Estimated vs. observed concentration in error-free data condition (α = 0) and in error-perturbed data condition (α = 0.10).

The present approach outcomes are compared with the ones obtained by [30] in Table 3. Although applying of 10% error to concentration data the results show some differences when compared to [30] considering PAEE, it can be noted that the present methodology produces even better results than [30] in identifying source fluxes in some stress periods. Furthermore, the results of the inverse solution have been achieved only with one simulation model run in much less computation time. This significant advantage justifies the application of the present approach in real and complex cases, when large inverse problem dimensions are involved.

Table 3. Comparison of the estimated and actual source release histories with Ayvaz (2010) in α = 0.1.

<table>
<thead>
<tr>
<th>Source</th>
<th>Stress Period</th>
<th>Actual Source Fluxes (g/s)</th>
<th>Average Estimated Source Fluxes (g/s)</th>
<th>NE (%)</th>
<th>PAEE (%)</th>
<th>SD (g/s)</th>
<th>Average Estimated Source Fluxes (g/s)</th>
<th>NE (%)</th>
<th>PAEE (%)</th>
<th>SD (g/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>1</td>
<td>35</td>
<td>35.43</td>
<td>1.23</td>
<td>3.10</td>
<td>41.61</td>
<td>18.06</td>
<td>18.87</td>
<td>8.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>90</td>
<td>87.48</td>
<td>2.80</td>
<td>6.56</td>
<td>63.33</td>
<td>13.39</td>
<td>29.63</td>
<td>29.94</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>65</td>
<td>62.87</td>
<td>3.27</td>
<td>15.51</td>
<td>77.68</td>
<td>3.10</td>
<td>19.51</td>
<td>42.07</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>47</td>
<td>53.43</td>
<td>13.68</td>
<td>9.60</td>
<td>43.64</td>
<td>13.4</td>
<td>4.15</td>
<td>23.46</td>
<td></td>
</tr>
<tr>
<td>S2</td>
<td>1</td>
<td>24</td>
<td>31.47</td>
<td>8.06</td>
<td>31.14</td>
<td>22.18</td>
<td>31.14</td>
<td>7.6</td>
<td>11.79</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>56</td>
<td>48.50</td>
<td>13.39</td>
<td>10.9</td>
<td>48.51</td>
<td>13.9</td>
<td>13.4</td>
<td>35.18</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>43</td>
<td>46.93</td>
<td>9.14</td>
<td>13.45</td>
<td>47.73</td>
<td>9.14</td>
<td>10.99</td>
<td>41.99</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>35</td>
<td>33.55</td>
<td>4.13</td>
<td>6.07</td>
<td>27.01</td>
<td>4.13</td>
<td>22.81</td>
<td>16.88</td>
<td></td>
</tr>
</tbody>
</table>
Table 4 reports, according to Equation (26), the computed $ME$, $MAE$, $RMSE$ and $NRMSE$ for the source fluxes for all the studied scenarios in the present work. Regarding the first scenario, the present approach can well reproduce the source fluxes even if Ayvaz performs better. This is due to the approximation of using the transfer function instead of the full model and to the minimization algorithm.

### Table 4. Mean error (ME), mean absolute error (MAE), root mean square error (RMSE) and normalized root mean squared error (NRMSE), computed for case study 1 on source fluxes (g/s).

<table>
<thead>
<tr>
<th>Scenario 1</th>
<th>Scenario 2</th>
<th>Scenario 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha = 0$</td>
<td>$\alpha = 0.10$</td>
<td>$\alpha = 0$</td>
</tr>
<tr>
<td>N 8</td>
<td>N 8</td>
<td>N 40</td>
</tr>
<tr>
<td>$ME$ (g/s) 0.00</td>
<td>$-2.92$</td>
<td>0.58</td>
</tr>
<tr>
<td>$MAE$ (g/s) 0.85</td>
<td>5.65</td>
<td>3.98</td>
</tr>
<tr>
<td>$RMSE$ (g/s) 1.06</td>
<td>7.34</td>
<td>4.77</td>
</tr>
<tr>
<td>$NRMSE$ 1.6%</td>
<td>11.1%</td>
<td>7.2%</td>
</tr>
</tbody>
</table>

Several case studies, not reported here for brevity, to identify contaminant source release histories have been performed; increasing the number of contaminant sources, changing the monitoring locations and scenarios to determine the minimum number of sampling locations. In the end, the most important result is that, if the number of contaminant sources increases, the number and location of the monitoring wells and their distance from the contaminant sources become crucial in the identification of contaminant source release histories. Increasing the number of contaminant sources, the number of unknown variables in the optimization problem increase and for recovering the characteristics of the sources, more information about the contaminant sources is needed. This information can be obtained from the sampling points which contain information on the distribution of contamination concentrations at different times. The position of sampling points is another important issue that needed to be considered. The closer points to the source are important in retrieving the contaminant source values in the initial times, where for the far ones are effective in retrieving the contaminant source values in the succedent time of a mass loading pattern. Additionally, recovering two or more sources using only one measurement point is impossible, due to the non-uniqueness difficulty. In this case, the effect of the sources is convoluted, and an infinite number of solutions can be found. On the other hand, placing a large number of monitoring points would also result in redundancy in the information collected. Therefore, an appropriate monitoring network design, which can provide sufficient information related to the distribution of contamination, is strongly recommended in real field cases.

It is interesting to know what the results will be if the new goal is to identify the source fluxes for all simulation periods, and not only for the first 2 years. In other words, is the present methodology, based on transfer function theory, capable to identify source fluxes accurately if there is no information about the time starting of the release? The second scenario was developed to investigate this question.

### Second scenario

In this scenario, a set up to identify the source release histories for 10-years simulation periods (3600 days) with a stress period of 180 days is prepared. Considering two sources $S_1$ and $S_2$ with the same number of observations used in the first scenario, 40 unknown release fluxes will be detected. An error level of 5 % is applied to the observation and 10 realizations are generated. Figure 8 shows the results of source fluxes identification in error-free and error-perturbed data conditions. Estimated versus observed concentrations are also presented in Figure 9. Additionally, in this scenario, the method estimates very well the concentration observations.
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An error level of 5% is applied to the observation and 10 realizations are generated. Figure 8 shows the results of source fluxes identification in error-free and error-perturbed data conditions. Estimated versus observed concentrations are also presented in Figure 9. Additionally, in this scenario, the method estimates very well the concentration observations.

For this case, see Table 4, the calculated NRMSE was 4.3% and 7.1% in error-free and error-perturbed data conditions, respectively. These results show that the presented methodology can identify source release history properly, considering the same number of observations of the first scenario and no information about the starting or ending time of the source activity.

- Third scenario

For a more accurate comparison with [30], the locations of sources are assumed to be unknown. In this regard, the approach proposed by [17] is used, which assumes the existence of several potential sources in the domain. The locations of the sources should be introduced to the model. If the location of a source is not known, a candidate location or locations can be introduced to the model as potential sources. The model will obtain the release history of all introduced sources. The location with a remarkable release history represents a true source and the location with release history close to zero is a false one. According to that, four contaminant possible sources (sources 1 and 2 are real source locations; sources 3 and 4 are potential sources) are hypothesized in the aquifer, see Figure 3. The transfer function curves of the seven monitoring wells resulting from sources 1 and 2 are the same (see Figure 5a,b), and the ones from the sources 3 and 4 are depicted in Figure 10a,b, respectively.

Considering the same observation used in the two previous scenarios, the reconstructed release histories are obtained and presented, for error-free and error-perturbed data conditions, in Figure 11. The method estimated the source release history at all four potential sources. It is clear, from Figure 11,
that, although some negligible concentration values were estimated for the release histories at the
sources 3 and 4, the present model correctly identifies the real sources 1 and 2. Sources 3 and 4 are
false, due to the close to zero release history. This demonstrates the capability of the model, not only
in the source release estimation, but also in its location identification. Calculated NRMSE is equal to
7.8% and 15.7% in free-error and error-perturbed data conditions, respectively. It can be concluded
here that the present methodology can efficiently identify the release histories, even when the source
locations are unknown and the observed concentration data are not accurate with only one run of the
complete simulation model. Each application of the transfer function to surrogate the transport process
requires only 1/100 of the computation time of the complete simulation model. The estimated versus
observed concentration data curve in the free-error scenario and for 10 realizations of error-perturbed
data conditions are shown in Figure 12. The method estimates well the concentration observations.

**Figure 10.** General transfer function curves in seven sampling wells due to source 3 (a) and source
4 (b); they represent \( g(x,t) \) of Equation (5).

**Figure 11.** Recovered release histories of sources 1, 2, 3 and 4 in error-free data condition \((\alpha = 0)\) and in
error-perturbed data condition \((\alpha = 0.05)\).

**Figure 12.** Estimated vs. observed concentration in error-free data condition \((\alpha = 0)\) and in
error-perturbed data condition \((\alpha = 0.1)\).
3.2. Second Case Study—A Groundwater-River Integrated System

The second test case deals with a hypothetical transport of a conservative pollutant that is released in a confined aquifer and reaches a river, then moves along the stream to a monitoring cross-section where it is detected. The pollution origin is spilling from an underground tank that reaches the confined aquifer below through a discontinuity in the top confinement (see Figure 13a for a sketch view). The contaminant then moves into the groundwater body reaching the downstream river.

![Sketch view of the case study](image)

**Figure 13.** (a) Sketch view of the case study; (b) the plan view of the study area and the distribution of contaminant source after 182 days; (c) water surface profile in the river and cross-section at the chainage 10 km.

The confined 2-D aquifer has dimensions 2000 m × 2000 m (Figure 13b). The saturated thickness of the aquifer varies from 58.75 m to 10 m from west to east side. This thickness decreases due to the rising of the aquifer bottom (1.5%) and a lowering of the top boundary (1%). The north and south sides (AC and BD) have no-flow boundary conditions and the west one (AB) has a specified head. The east boundary is contiguous to the river. The boundary condition on the east side (CD) is coherent with the river water levels that have been extracted from the results of the flow simulation model. The head value on the boundary AB is 1022.0 m above a horizontal reference plane; the hydraulic conductivities are anisotropic with values in x and y directions \( K_x = 0.0007 \) m/s and \( K_y = 6.95 \times 10^{-5} \) m/s, respectively. Steady-state and uniform flow conditions in the aquifer are assumed. One active contaminant source in the aquifer and one measuring location in the river downstream are considered. The total simulation time is 1 year divided into four stress periods (SP) of 3 months equal duration. It is assumed that the source releases a conservative compound with unit discharge during each stress period. Thus, the contaminant transport process in the integrated aquifer-river system is transient. The values of the hydrogeological parameters are given in Table 5 (x and y coordinates are oriented to east and north directions, respectively). It has to be noticed that, for a source with unit volumetric discharge, the source mass loading \( W \) is equal to the concentration \( C \), because of the equation \( W = Q \cdot C \).

The synthetic river is 10 km long with 11 irregular cross-sections 1 km apart. Flow depth and discharge results are distributed along the stream in 101 and 100 intervals, respectively. Constant discharge of 300 m\(^3\)/s with a contaminant concentration equals to zero is considered as a boundary condition on \((a - a')\). A constant water level of 996 m and zero concentration gradient are regarded on
(\(b - b'\)) as boundary conditions. Figure 13c shows the water level profile and the cross-section \(b - b'\) at the chainage 10 km. The concentration-time data, resulting from the simulation at the chainage 10,000 m, are considered as observations in the virtual experiment. These observations have been used to estimate the release history in the point source located in the aquifer by the developed method.

### Table 5. Case 2: hydraulic and geometry characteristics.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective porosity, (\theta)</td>
<td>0.3</td>
</tr>
<tr>
<td>Longitudinal dispersivity, (\alpha_l(m))</td>
<td>40</td>
</tr>
<tr>
<td>Transverse dispersivity, (\alpha_T(m))</td>
<td>4</td>
</tr>
<tr>
<td>Grid spacing in the (x)-direction, (\Delta x(m))</td>
<td>50</td>
</tr>
<tr>
<td>Grid spacing in the (y)-direction, (\Delta y(m))</td>
<td>50</td>
</tr>
<tr>
<td>Length of the stress periods, (\Delta t(months))</td>
<td>3</td>
</tr>
<tr>
<td>Initial concentration (ppm)</td>
<td>0</td>
</tr>
</tbody>
</table>

It is considered, for sake of simplicity, a conservative contaminant; but it is important to note that the transfer function approach can be applied also for sorbing reactive solute [18].

#### 3.2.1. Procedure to Estimate Contaminant Release in Aquifer-River Domain

In the integrated aquifer-river system inverse problem, the purpose is the identification of the groundwater contaminant source release histories using the known measured concentrations in the river. Therefore, Equations (7) and (20) should be solved simultaneously. The following are the main steps in solving the inverse problem:

1. Setting up the river forward hydrodynamic model using MIKE11;
2. Identification of the specified extension of the river connected to the aquifer, extraction of the water levels in the river model and inserting them as the hydraulic boundary conditions of the aquifer model;
3. Setting up a groundwater flow and transport model considering known release history \((s)\) in the contaminant source by the MODFLOW and MT3DMS codes;
4. Computing the concentrations in the cells at the intersection with the river and simulation of the contaminant transport process in the river by MIKE11 to obtain \(C_{\text{observed}}\) in the control section of the river downstream;
5. Computing the \(\text{TF}_{\text{aquifer}}\) in the intersection cells and the \(\text{TF}_{\text{river}}\) in the control section of the river downstream using the unit loading method;
6. Computing the vector \(z\) in Equation (7) considering the known vector \(s\) and the matrix \(\text{TF}_{\text{aquifer}}\);
7. Converting \(z\) to the mass loading vector by the relation \(f_s = Q \cdot z\), where \(Q\) is the groundwater discharge from the aquifer to the river in each cell, then applying \(f_s\) as transport boundary conditions in the river model;
8. Computing \(z_s\) (equal to \(C_{\text{estimated}}\) in the control section of the river downstream) in Equation (20), considering the known vector \(f_s\) and the matrix \(\text{TF}_{\text{river}}\);
9. Solving the optimization problem (Equation (23) to identify the unknown contaminant source release history, which results in best fits the observed data compared to the estimated ones.

#### 3.2.2. Considerations at the Intersection of the Integrated Aquifer-River System

- **The flow direction**

  Groundwater flows naturally in the gradient direction. In areas where groundwater levels are below the river water surface system, the direction of groundwater flow will be from the river to the
groundwater system. Streams that receive water from the groundwater system are called ‘gaining’ streams and those that lose water to the groundwater system are called ‘losing’ streams. The gaining or losing character of streamflow may be consistent throughout a stream or it may be highly variable based on the stream reach location. The flow direction at the aquifer-river intersection is regarded from the groundwater into the river (gaining stream).

- **Source type**

  Let us consider \( A_g \) the rectangular area of the cells of the aquifer discretized domain located on the integrated border with dimension \( l_x \) and \( l_y \) in \( x \) and \( y \) directions, respectively. The boundary condition at the aquifer-river intersection is considered as a distributed source. Butera and Tanda [66] showed that the influence of \( l_x \) and \( l_y \) is remarkable only if the source dimensions are comparable to the plume extension. Therefore, considering the definition of point source “point source is a source with negligible area compared to where it drains” [71], and the insignificant dimensions of distributed sources applied in the present research, Equation (17), which is valid for the point sources, can be used to compute \( C(x,t) \) in the river downstream cross-section.

- **Time scale**

  Generally, since the movement of groundwater is much slower than the one of the rivers, the time scale of the transport process in the groundwater and river is month/year and hour/day, respectively. On the other hand, in an integrated aquifer-river system, the time scale of the groundwater simulation model affects the time scale of the river transport process. It means that if the total simulation time in the groundwater model is, for example, one year, the simulation time in the river model needs to be also one year. This makes the task difficult to handle in terms of calculating the transfer function in the river model. In fact, the yearly computation of the transfer function in the river requires storing the concentration data with a small-time discretization that would lengthen the computation time. Considering large time discretization reduces the computation time and on the other hand, leads to a loss of concentration information to form the transfer matrix. Accordingly, the river transfer function is computed for one day considering a small-time discretization to keep the concentration information. Then, assuming the system characteristics are constant over time, the transfer function is extended for the entire simulation period. It is important to remark that the river flow is assumed in steady state.

3.2.3. Results

The contaminant is released in the aquifer at the known source of Figure 13b; then, the groundwater flow moves the contaminant to the river and the river, in turn, transports the contaminant downstream. Concentrations at chainage 10,000 m are recorded during the model simulation and used as observations to recover the release history in the aquifer. Various scenarios of source release histories identification are considered which includes different cases of data availability (8, 12, and 18 observations), applying error to the data with different noise levels (error-free, \( \alpha = 0.05 \), \( \alpha = 0.10 \)), and unavailability of information about the length of the stress periods. For all scenarios, the release histories are estimated for each month. In the first scenario, the observed concentration data are available every 20 days. Therefore, for the total simulation time equal to 1 year, 18 data, as observed concentration data, are considered. To get closer to realistic conditions, the second and third scenarios are also carried out assuming observed concentration data available only at the end of each month (12 observations) and every 45 days (eight observations), respectively. Release histories recovery resulted in an error-free and error-perturbed data conditions for a considered point source in the homogeneous aquifer are presented in Figures 14–16. The estimated versus observed concentration data and statistical parameters showing the capability of the model accuracy to estimate source release histories are provided in Figure 17 and Table 6, respectively. It is clear, from Figure 17, that the approach can reproduce the observed concentrations for all nine studied cases.
Figure 14. Source release histories in error-free data condition (\(\alpha = 0\)) with 18, 12 and 8 observed concentrations data.

Figure 15. Source release histories in error-perturbed data condition (\(\alpha = 0.05\)) concentration with 18, 12 and 8 observed concentrations data.

Figure 16. Source release histories in error-perturbed data condition (\(\alpha = 0.1\)) with 18, 12 and 8 observed concentrations data.
Figure 15. Source release histories in error-perturbed data condition ($\alpha = 0.05$) concentration with 18, 12 and 8 observed concentrations data.

Figure 16. Source release histories in error-perturbed data condition ($\alpha = 0.1$) with 18, 12 and 8 observed concentrations data.

Table 6. Statistical parameters to test the accuracy in estimation of the source release histories.

<table>
<thead>
<tr>
<th>Error-Free Noise Level</th>
<th>5% Noise Level</th>
<th>10% Noise Level</th>
<th>18</th>
<th>12</th>
<th>8</th>
<th>18</th>
<th>12</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of observed concentration data</td>
<td>18</td>
<td>12</td>
<td>8</td>
<td>18</td>
<td>12</td>
<td>8</td>
<td>18</td>
<td>12</td>
</tr>
<tr>
<td>ME (g/L)</td>
<td>0.09</td>
<td>0.12</td>
<td>0.36</td>
<td>0.96</td>
<td>0.21</td>
<td>0.58</td>
<td>1.17</td>
<td>0.36</td>
</tr>
<tr>
<td>MAE (g/L)</td>
<td>0.149</td>
<td>0.004</td>
<td>1.146</td>
<td>1.53</td>
<td>0.99</td>
<td>2.29</td>
<td>2.45</td>
<td>2.07</td>
</tr>
<tr>
<td>RMSE (g/L)</td>
<td>0.33</td>
<td>0.38</td>
<td>1.56</td>
<td>3.04</td>
<td>1.41</td>
<td>2.98</td>
<td>3.89</td>
<td>3.16</td>
</tr>
<tr>
<td>NRMSE (%)</td>
<td>1.33</td>
<td>1.51</td>
<td>6.24</td>
<td>12.16</td>
<td>5.64</td>
<td>11.92</td>
<td>15.57</td>
<td>12.64</td>
</tr>
</tbody>
</table>

It should be noted, from Table 6 that, in error-free data condition, due to the existence of more contaminant plume information, increasing the numbers of observed concentration data caused the normalized root mean squared error to decrease. It can also be seen that by applying error perturbed data, the $NRMSE$ of the source identification model shows higher magnitudes than the error-free data scenario ones. By comparing the results in the two noise levels of 5% and 10%, as expected, the results obtained with a greater error show higher $NRMSE$ value. Considering the statistical parameters reported in Table 6, the scenario with 12 observations is the best one to identify sources release histories. In this study case, one can observe that it is unexpected because, with the increasing number of observations to 18, the model should perform more efficiently in the source identification process. This can be explained considering that not only the number of observed data but also the time at which concentration data are observed are significant. Thus, considering that the process of applying error is completely random, increasing the number of data to 18 may not lead to better results in terms of identifying source release histories.

Figure 17. Estimated vs. observed concentration in the various scenarios.
Table 6. Statistical parameters to test the accuracy in estimation of the source release histories.

<table>
<thead>
<tr>
<th>Number of observed concentration data</th>
<th>Error-Free</th>
<th>Noise Level 5%</th>
<th>Noise Level 10%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>18</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>ME (g/L)</td>
<td>0.09</td>
<td>0.12</td>
<td>0.36</td>
</tr>
<tr>
<td>MAE (g/L)</td>
<td>0.149</td>
<td>0.004</td>
<td>1.146</td>
</tr>
<tr>
<td>RMSE (g/L)</td>
<td>0.33</td>
<td>0.38</td>
<td>1.56</td>
</tr>
<tr>
<td>NRMSE (%)</td>
<td>1.33</td>
<td>1.51</td>
<td>6.24</td>
</tr>
</tbody>
</table>

It should be noted, from Table 6 that, in error-free data condition, due to the existence of more contaminant plume information, increasing the numbers of observed concentration data caused the normalized root mean squared error to decrease. It can also be seen that by applying error perturbed data, the NRMSE of the source identification model shows higher magnitudes than the error-free data scenario ones. By comparing the results in the two noise levels of 5% and 10%, as expected, the results obtained with a greater error show higher NRMSE value.

Considering the statistical parameters reported in Table 6, the scenario with 12 observations is the best one to identify sources release histories. In this study case, one can observe that it is unexpected because, with the increasing number of observations to 18, the model should perform more efficiently in the source identification process. This can be explained considering that not only the number of observed data but also the times at which concentration data are observed are significant. Thus, considering that the process of applying error is completely random, increasing the number of data to 18 may not lead to better results in terms of identifying source release histories. The analysis of Figures 14–16 show that the present simulation–optimization approach can efficiently identify source release histories in the aquifer–river integrated systems, even when inaccurate observed concentrations data are provided. Finally, comparing Figures 14–16, it is possible to see the influence of the error on observations on the recovery of the release history.

4. Conclusions

A simulation–optimization approach dealing with the identification of the contaminant source characteristics in groundwater and groundwater-river integrated systems has been presented in this study. To reduce the forward model computation time and makes it practical, the transfer function theory is applied as a surrogate model and integrated with an optimization algorithm (interior point algorithm of Matlab Fmincon solver) to estimate the contaminant source characteristics within the process of groundwater and river mass transfer simulation.

Two main case studies and scenarios are considered for the performance evaluation of the proposed model. The first one is a heterogeneous aquifer, which was well-known and chosen in many studies in the literature. Some scenarios reproduce sources release histories already tested in the literature. The results show the surrogate model based on the transfer function theory remarkably reduces computational time, and can well recover the characteristics of contaminant sources (source release histories and locations). The second case is a hypothetical aquifer-river system never investigated before. The main objective of this application is the identification of the release history, originated from a groundwater contaminant source, using observations recorded downstream in the river. The results, analyzed with well-known metrics, show the simulation–optimization approach used in this study can also satisfactorily identify the source release history, even with inaccurate observed concentrations data.

The transfer function theory is shown as an efficient approach to create a surrogate transport model for reducing the computational time of the simulation model. It should be noted that the crucial phase of the developed method is the definition of an accurate transfer function, which, in turn, can lead to a robust and effective solution process. In fact, in some cases, it is not possible to compute an excellent transfer function due to the complex boundary conditions and parameters that govern the system. Moreover, it has to be pointed out that the transfer function can be defined for linear
problems only. For this reason, there still a remarkable area to conduct further research to provide comprehensive instructions for using the transfer function theory in groundwater and surface water problems including multiple sources.
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