Using the General Regression Neural Network Method to Calibrate the Parameters of a Sub-Catchment
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Abstract: Computer software is an effective tool for simulating urban rainfall–runoff. In hydrological analyses, the storm water management model (SWMM) is widely used throughout the world. However, this model is ineffective for parameter calibration and verification owing to the complexity associated with monitoring data onsite. In the present study, the general regression neural network (GRNN) is used to predict the parameters of the catchment directly, which cannot be achieved using SWMM. Then, the runoff curve is simulated using SWMM, employing predicted parameters based on actual rainfall events. Finally, the simulated and observed runoff curves are compared. The results demonstrate that using GRNN to predict parameters is helpful for achieving simulation results with high accuracy. Thus, combining GRNN and SWMM creates an effective tool for rainfall–runoff simulation.
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1. Introduction

Urbanization has resulted in land use changes that include increased amounts of impervious pavement in cities. This has affected the original water cycle in such cities by increasing urban surface runoff volume, the confluence time of urban flooding, and water pollution [1–3], which have led to significant human and economic casualties. In the past few years, many scholars have focused on restoring the urban water cycle, which consists of rain and floodwater in cities [4–7]. Numerical hydrologic modeling is a primary tool for designing site drainage plans and assessing their potential improvement over the original conditions. Many numerical hydrologic models are available, including the storm water management model (SWMM), soil and water assessment tool (SWAT), the Hydrologic Engineering Center’s river analysis system (HEC-RAS), variable infiltration capacity model, identification of unit hydrographs and component flows from rainfall (IHACRES), and satellite-based hydrological model (SHM) [8–14]. Among them, SWMM is the most widely used worldwide for urban watershed hydrology and water quality modeling [15]. Additionally, SWMM contains a flexible set of hydraulic modeling capabilities that enables it to account for hydrologic processes, estimate the production of pollutant loads, and evaluate the performance of green infrastructure under single-event or long-term precipitation. In particular, SWMM is widely adopted in Taiwan for hydrological research owing to its high potentiality [16–19].

Under the concept of a sponge city, the effect of runoff regulation has recently become an important indicator in Taiwan. Rainfall is considered to be the primary source of surface runoff, which can be controlled to meet human requirements. To better understand the relationship between rainfall and runoff, SWMM is often used in the analysis of urban runoff [16–20]. However, simulation with SWMM requires the determination of numerous field parameters to match the actual conditions of the experiment site. Moreover,
it is difficult to obtain a sufficient amount of detailed information on some parameters to determine their actual value. As a consequence, model calibration is required before investigating the relationship between rainfall and runoff to make the corresponding model-computed predictions (e.g., runoff) as close as possible to the field-measured observations for the same rain event [20–22].

Alternatively, a traditional parameter calibration method needs to adjust the parameters in SWMM many times until the output and observation results are similar. However, this procedure relies on the rich experience of a practitioner to evaluate the most suitable parameter values. This matter warrants serious consideration. The phenomenon of “different parameters but same result” occurs easily in practical applications, as reported in the literature [23–25]. For example, Beven and Freer suggested that an optimal model is needed [23]; that is, research on the workable model structure should be conducted to avoid this phenomenon and to pursue higher calibration efficiency and accuracy. For this purpose, some scholars have attempted to calibrate the parameters from an external programming environment by selecting logical algorithms based on the characteristics of the software and its calibration parameters. This method has proved to be effective, particularly when using neural network algorithms to calibrate the parameters in the hydrology field [26–30].

Many neural network algorithms have been developed for various applications. Artificial neural network (ANN)-based rainfall–runoff models have been widely recommended. In 1943, McCulloch and Pitts proposed the first ANN, and Rosenblatt and several other researchers developed a class of neural networks in the late 1950s known as a perceptron network. However, the perceptron network was inherently limited until the 1980s. Although many limitations have been reported in neural network applications in the past few decades, the development of computers in the past two decades has improved their performance. Recently, an ANN known as the general regression neural network (GRNN) has shown promise owing to its rapid calculation speed and good nonlinear approximation performance [28,29]. Therefore, it is widely used in many academic fields, including hydrology [31–34]. Apaydin et al. [31] simulated the daily streamflow to the Ermenek hydroelectric dam reservoir using deep recurrent neural network architectures and reported highly accurate results. Turan and Yurdusev [32] used GRNN to estimate unmeasured data using the data of the four runoff gauge stations on the Birs river in Switzerland. They indicated that GRNN is capable of yielding satisfactory outputs. Other scholars have reported similar results [33,34]. However, the previous studies focus mostly on the application of runoff forecasting by GRNN without considering its combination with hydrological modeling software such as SWMM. Although SWMM has limitations when it comes to parameter calibration, GRNN is expected to compensate for this deficiency. Hence, the present study focuses on parameter optimization combining GRNN and SWMM.

In particular, we establish an effective parameter calibration method for hydrological simulation in SWMM. To this end, the GRNN method is used to train the data, from which the required predicted parameters are obtained. Moreover, we compare the observation result with the simulation results of SWMM based on the predicted parameters obtained by GRNN. By using this method, we investigate the appropriate field parameter values required.

2. Materials and Methods
2.1. General Regression Neural Network

GRNN is a type of radial basis network that employs non-parametric regression and uses sample data as the posterior condition. It does not require backpropagation to find model parameters; therefore, GRNN is also a forward propagation network. The network performs non-parametric estimation and calculates the network output according to the principle of maximum probability. As shown in Figure 1, GRNN has a four-layer network structure [35,36] including input, pattern, summation, and output layers. In the
figure, $Y = [y_1, y_2, \ldots, y_k]^T$ represents the output results, which can be obtained from $X = [x_1, x_2, \ldots, x_n]^T$ by GRNN.

![Figure 1. Schematic diagram of the architecture of the general regression neural network (GRNN).](image)

The input layer is used to input the parameters ($X = [x_1, x_2, \ldots, x_n]^T$) of the learning sample, which are then passed to the pattern layer. The node's number is equal to the number of input parameters.

The pattern layer receives input parameters from the input layer, and the number of nodes in the pattern layer is equal to the number of learning samples received. Each neuron node corresponds to an independent sample. The transfer function of neural node $i$ is expressed by $p_i$:

$$p_i = \exp\left[-\frac{(X - X_i)^T (X - X_i)}{2\sigma^2}\right] \text{ where } i = 1, 2, \ldots, m$$ (1)

where $X$ is the input variable, $X_i$ is the learning sample corresponding to the $i$-th neuron, and $\sigma$ is the standard deviation of the input parameter, which is also known as the smoothing factor.

Two types of summation methods are used for the summation layer, as shown by Equations (2) and (3). Although one output value is used, which is expressed by $S_d$ for type 1 in Equation (2), multiple output values are expressed by $S_{N_k}$ for type 2 in Equation (3), the number of which is the same as the number of output parameters:

$$S_d = \sum_{i=1}^{m} p_i \text{ where } i = 1, 2, \ldots, m,$$ (2)

$$S_k = \sum_{i=1}^{m} w_{ij} p_i \text{ where } j = 1, 2, \ldots, k,$$ (3)

where $w_{ij}$ is the weight connecting the $i$-th neuron in the pattern layer to the summation layer [25,36,37], $m$ is the number of neurons in the pattern layer, and $k$ is the number of output values.

The number of nodes in the output layer is the same as the number of output parameters, and the value of neural node $k$ can be expressed by $y_k$ as

$$y_k = \frac{S_k}{S_d} \text{ where } k = 1, 2, \ldots, n,$$ (4)

2.2. Case Study

Released by the United States Environmental Protection Agency (U.S. EPA), SWMM is an open-source public software program offered for free use worldwide. It is widely used in hydrological analysis with many successful applications. SWMM 5.1.015, released
on 20 July 2020, was used for the simulation. This version can be downloaded from the agency’s website at https://www.epa.gov/water-research/storm-water-management-model-swmm (accessed on 28 January 2021).

A large catchment can often be divided into multiple sub-catchments, such as that formed by permeable pavement found in great abundance in association with the sponge city proposal. The study area is Daan Road near the National Taipei University of Technology in Taiwan, as shown in Figure 2. Figure 3 presents a schematic diagram of the study area. As shown in Figure 3a, flowmeters were placed at the inflow and outflow points of the Daan research area to monitor the runoff changes in this area. To ensure the reliability of the observation values of the runoff flow rates, groundwater level loggers were set. The catchment area is 687.54 m², and comprises porous asphalt, a vegetation retention tank, permeable high-pressure concrete bricks, and impervious bricks with areas of 181.04 m², 100.6 m², 245.7 m², and 160.2 m², respectively. It should be noted that, as shown in Figure 3b, the vegetation retention tank is designed to be an independent sub-catchment. Therefore, the catchment in the study area was divided into two sub-catchments. Sub-catchment 1 includes the permeable pavement and impervious bricks, and sub-catchment 2 contains only the vegetation retention tank. The porous asphalt and permeable high-pressure concrete bricks contained in sub-catchment 1 are considered to be permeable pavement; thus, the permeable pavement area is 426.74 m².

Figure 2. Location of the study site in Taipei city. The left-hand image shows the location of the city, and that on the right shows the study area.

Sensitivity analysis is a regular step in hydrological analysis and is used to assess the relationship between the input parameters and the output targets. Changing the value of an input parameter and ensuring that the other parameters remain unchanged is the most widely used method in such analysis. Many parameters are used to represent the sub-catchment characteristics in SWMM; nine of these parameters are most frequently reported in previous sensitivity analysis studies using this method [38]. The basic values for the catchment in this study are given in Table 1. For sub-catchment 1, several parameter values were easily obtained, while others were not. For example, the Destore–Perv parameter was difficult to obtain; however, its value in previous research is considered to be very small. Here, its value was set to 5 mm. During SWMM analysis, Horton was set as the infiltration model because its parameters are easily obtained by performing the penetration test onsite. For N-Imprev and N-perv, the recommended value in the SWMM manual, which is 0.012, was taken. The width (W) and slope (S) of sub-catchment 1 were not easily determined because a definitive overland flow path could not be identified. However, these parameters are important for predicting the runoff volume. According to the Manning formula, the
runoff is closely related to S and W in Equations (5) and (6), respectively. Therefore, these parameters were selected as the variable parameters in SWMM:

\[ v = \frac{1}{n} R^{2/3} \sqrt{S}, \tag{5} \]

\[ Q = vA = vWd, \tag{6} \]

where \( Q \) is the flow rate, \( v \) is the runoff velocity, \( n \) is the Manning factor, \( R \) is the hydraulic radius, \( S \) is the slope of sub-catchment, \( A \) is the cross-section area, \( W \) is the characteristic width of the overland flow path, and \( d \) is the runoff depth.

![Diagram of the study area](image)

**Figure 3.** Schematic diagram of the study area: (a) onsite monitoring locations; (b) photograph of the vegetation retention tank onsite.

**Table 1.** Storm water management model (SWMM) parameters used in the case study.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Sub-Catchment 1</th>
<th>Sub-Catchment 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area (ha)</td>
<td>0.058694</td>
<td>0.01006</td>
</tr>
<tr>
<td>Width (m)</td>
<td>1–10, Basic value: 5</td>
<td>8</td>
</tr>
<tr>
<td>Slope (%)</td>
<td>0.1–0.3, Basic value: 0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>Imperv (%)</td>
<td>27.23</td>
<td>0.04</td>
</tr>
<tr>
<td>N-Imperv</td>
<td>0.012</td>
<td>—</td>
</tr>
<tr>
<td>N-perv</td>
<td>0.012</td>
<td>0.04</td>
</tr>
<tr>
<td>Destore Imperv (mm)</td>
<td>5</td>
<td>—</td>
</tr>
<tr>
<td>Destore–Perv (mm)</td>
<td>5</td>
<td>0.2</td>
</tr>
<tr>
<td>Infil. Model</td>
<td>Horton</td>
<td>Horton</td>
</tr>
<tr>
<td>Zero Imperv (%)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

In the sensitivity analysis of rainfall and runoff, the peak flow \( (Q_p) \) and total flow volume \( (V) \) of runoff are computed as the output target. In addition to these parameters, the time to peak \( (T_p) \) is also an important target. However, in this case, because the monitoring data are updated every 10 min, \( T_p \) is not easily confirmed and was thus ignored in this study. Onsite monitoring revealed that runoff data can be obtained even in the absence of rainfall; thus, a particular amount of external water affects the monitoring results in such cases. Therefore, to lower the impact of water from an unknown source on the runoff as much as possible, \( V \) is calculated by the total flow volume during rainfall events only.

In summary, because the values of \( Q_p \) and \( V \) can be obtained by observation, they were selected as representative characteristics in the hydrological simulation. The \( W \) and \( S \) of sub-catchment 1 were chosen to be predicted by GRNN under rainfall events. The rainfall data were collected from a rain gauge installed near the venue.
2.3. Method

The research steps are shown in Figure 4. In Step 1, a training data set generated by SWMM was built for GRNN. As shown in Table 1, for sub-catchment 1, W and S are variables, and the values of the remaining parameters are constants. The basic value of W (S) in this case was 5 m (0.2%) and varied from 1 m to 10 m (0.1% to 0.3%). Ten values of W and eleven values of S were evenly distributed among their ranges for the SWMM simulation. The results of the runoff parameters ($Q_p$, $V$) were recorded when SWMM simulated the hydrological response of the study area under a specific rainfall event.

![Figure 4. Schematic diagram of the three proposed research steps. Note: SWMM—storm water management model; GRNN—general regression neural network; $Q_p$—peak flow; $V$—total flow volume; W—width; S—slope.](image)

In Step 2, the training data were divided randomly into two parts for training and verification, respectively. For training the data used in GRNN, the input parameters were $X = [Q_p, V]^T$, and the output parameters were $Y = [W, S]^T$. Because the amount of training data is limited, a cross-validation method was adopted to train the GRNN, and a loop was used to find the best smoothing factor. In this way, GRNN does not require abundant training data to obtain better training results. After the training was completed by GRNN, inputs $Q_p$ and $V$ were obtained from the observed runoff curve to predict W and S by GRNN.

In Step 3, after the values of W and S were obtained from GRNN, they were input into SWMM for simulation to obtain the runoff parameters ($Q_p$, $V$). Then, the simulation and observed runoff curves were compared.

2.4. Performance Criteria

The following three indicators were used to evaluate the performance of the model [39–41]:
1. Root-Mean-Square Error
Root-mean-square error (RMSE) is used to measure the deviation between the observed value and the true value and is defined as

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n}(Actual(i) - Predicted(i))^2}{n}},
\]

where \(Actual(i)\) is the input parameter, \(Predicted(i)\) is the output or simulated parameter, and \(n\) is the total number of input parameters. The RMSE range is between 0 and +\(\infty\).

2. Mean Absolute Percentage Error
The mean absolute percentage error (MAPE) is used to measure the relative error between the average test value and the real value of the test set and is defined as

\[
MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{Predicted(i) - Actual(i)}{Actual(i)} \right| \times 100\%,
\]

where the MAPE is between 0 and +\(\infty\). A calculated value close to zero reflects good fit in the prediction. However, it is worth noting that the formula cannot be used when the actual value is equal to zero because the denominator cannot be divided by zero.

3. Nash–Sutcliffe Efficiency Coefficient
The Nash–Sutcliffe efficiency coefficient (NSE) is defined as

\[
NSE = 1 - \frac{\sum_{i=1}^{n}(Actual(i) - Predicted(i))^2}{\sum_{i=1}^{n}(Actual(i) - Average(i))^2},
\]

where \(Average(i)\) is the average value of input parameters. The NSE range is between 1 and \(-\infty\), with calculated values close to 1 reflecting better fit for the prediction.

3. Results and Discussion
During the training phase, the values of \(W\) and \(S\) predicted by GRNN were compared with their actual values used in SWMM. The GRNN was implemented in Matlab. Because the performance of GRNN depends strongly on the value of the smoothing factor, the determination of this factor is of great importance. Therefore, the training data sets were experimentally simulated with different smoothing factors. The estimated results of the statistical error analysis are shown in Figure 5. A smoothing factor constant of 0.13 predicted satisfactory results because it had the lowest MSE. Alternatively, the predicted values can have a smaller error than the actual values. The hyperparameters for GRNN are illustrated in Table 2. As shown in Figure 6, for each \(W\) and \(S\) couple, most of the predicted values were close to the actual values, which demonstrates that, with the exception of a few points, the GRNN performance was satisfactory in this study. However, as shown in Figure 7, the actual \(S\) equalled 0.2; therefore, the predicted values deviated greatly from the actual values. This phenomenon also appears in Figure 8 when the actual \(W\) equalled 5. This occurred because the basic values of \(W\) and \(S\) had more training data in GRNN relative to other values. To further verify whether this method is feasible, Table 3 shows the performance of the predicted parameters. These values indicate acceptable performance; therefore, the method of using GRNN to train the data set and then predicting the values of the parameters needed in SWMM has good accuracy.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>The number of neurons in input layer</td>
<td>2</td>
</tr>
<tr>
<td>The number of neurons in pattern layer</td>
<td>18</td>
</tr>
<tr>
<td>The number of neurons in summation layer</td>
<td>2</td>
</tr>
<tr>
<td>The number of neurons in output layer</td>
<td>2</td>
</tr>
<tr>
<td>Smoothing factor</td>
<td>0.13</td>
</tr>
</tbody>
</table>
Figure 5. Effect of smoothing factor on GRNN performance under different cross-validations (CV(1)–CV(7)).

Figure 6. Relationship between actual values used in storm water management model (SWMM) and predicted values obtained by GRNN.

Figure 7. Relationship between actual width (W) and predicted W values.
Figure 8. Relationship between actual slope (S) and predicted S values.

Table 3. Comparison of simulation results for evaluating the method performance.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>RMSE</th>
<th>MAPE</th>
<th>NSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>0.3946</td>
<td>5.04%</td>
<td>0.9950</td>
</tr>
<tr>
<td>S</td>
<td>0.0219</td>
<td>8.78%</td>
<td>0.9878</td>
</tr>
</tbody>
</table>

Note: RMSE—root-mean-square error; MAPE—mean absolute percentage error; NSE—Nash–Sutcliffe efficiency coefficient.

Although the predicted values of W and S appear to be satisfactory, the predicted values were still not perfectly equal to the actual values. For engineering practices, however, the actual effect is more important than the true value of the internal parameters. Therefore, the runoff curve was simulated in both the calibration (events of 24 July 2018) and validation (events of 30 August 2018) steps using the predicted W and S.

Figure 9 shows the relationship between the simulated and observed runoff curves. When rainfall occurred at 13:40 local time, the observed values were very close to the simulated values, particularly for \(Q_p\), where the simulated value was approximately equal to the observed value. Although the predicted W and S were effective in the peak flow simulation by SWMM, the total flow volume (V) was underestimated. In addition, runoff data onsite were recorded before the rainfall occurred (Figure 8) because the monitoring data onsite were affected by external water from unknown sources. The study area is a public space; thus, it is difficult to obtain undisturbed monitoring data. The \(R^2\) values were 0.9517 and 0.7722 for the calibration and validation, respectively, which indicate acceptable performance. In summary, the GRNN method can effectively predict the parameters needed in SWMM simulation. By using this method, reasonable parameters can easily be found for simulating runoff, which will be helpful for parameter calibration and verification using SWMM.
4. Conclusions

A method is proposed to study the potentiality of realizing the inversion of hydrological parameters for SWMM simulation. To reflect the feasibility of the predicted parameters in GRNN, three indicators were used to evaluate the performance of the model. For input parameters \( Q_p, V \), predicted parameters \( W, S \) were determined by GRNN and were then used to simulate the runoff flow rates by SWMM. A comparison of the simulated runoff curve and observed runoff curves revealed that the proposed method is suitable for predicting the hydrological parameters with acceptable accuracy.

Nevertheless, many situations in different study areas require the prediction of more than two parameters. The present research represents one case study, but many difficulties remain for applying neural network-like methods to other engineering cases. This aspect of using an ANN method for integrating research software, such as that combined with SWMM, is to be considered in future research.
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