Adaptive Degradation Prognostic Reasoning by Particle Filter with a Neural Network Degradation Model for Turbofan Jet Engine
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Abstract: In the aerospace industry, every minute of downtime because of equipment failure impacts operations significantly. Therefore, efficient maintenance, repair and overhaul processes to aid maximum equipment availability are essential. However, scheduled maintenance is costly and does not track the degradation of the equipment which could result in unexpected failure of the equipment. Prognostic Health Management (PHM) provides techniques to monitor the precise degradation of the equipment along with cost-effective reliability. This article presents an adaptive data-driven prognostics reasoning approach. An engineering case study of Turbofan Jet Engine has been used to demonstrate the prognostic reasoning approach. The emphasis of this article is on an adaptive data-driven degradation model and how to improve the remaining useful life (RUL) prediction performance in condition monitoring of a Turbofan Jet Engine. The RUL prediction results show low prediction errors regardless of operating conditions, which contrasts with a conventional data-driven model (a non-parameterised Neural Network model) where prediction errors increase as operating conditions deviate from the nominal condition. In this article, the Neural Network has been used to build the Nominal model and Particle Filter has been used to track the present degradation along with degradation parameter.
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1. Introduction

Integrated Vehicle Health Management (IVHM) is a relatively new comprehensive maintenance technology, enabling many disciplines with an integrated framework. Maintenance strategies such as Condition Based Maintenance (CBM) or Reliability-Centered Maintenance (RCM) are offered within the IVHM framework. The prognostics and diagnostics are both integrated in CBM and Predictive Maintenance. Such strategies involve monitoring of sensory information and studying the possible future health level of the system based on the monitored data [1]. The scope of diagnostics and prognostics in IVHM is shown in the Figure 1.
IVHM technology has potential applications in many fields, such as aerospace, military systems, electronics, machinery, energy and manufacturing. IVHM is a major component in a new future asset management, where a conscious effort is made to shift asset maintenance from a scheduled-based approach to a more proactive and predictive approach [3]. Its goal is to maximize asset operational availability while minimizing downtime and the logistics footprint through monitoring deterioration of component conditions. IVHM involves data processing which comprehensively consists of capturing data related to assets, monitoring parameters, assessing current or future health conditions through prognostics and providing recommended maintenance actions.

Prognostics is challenging and the fundamental technology within IVHM, where it requires identification of the current health level and extrapolating it to a predefined failure threshold, concluded with the estimation of remaining useful life (RUL). The output of prognostics (i.e., RUL) is the duration between the current time and the time at which the forecast health level reaches a predefined threshold, i.e., the amount of time the equipment will continue to perform its function according to design specifications [4]. Benefits of the prognostics motivate researchers and the industry to achieve reduced costs, increased safety and availability via better maintenance planning.

An engine is the most critical system in any aircraft, the safety of the aircraft engine has to be considered as the most important in aircraft life cycle. The failure of an engine could lead to an aircraft returning to ground if not a catastrophic accident. In an economic terms, this means a significant cost to an aircraft operator. Therefore, this article focuses on prognostics prediction of the turbofan jet engine.

2. Background

The prognostics prediction of the jet engine is a very daunting task as there are many different sensors involved and physical degradation of the engines is very complex. A number of sensors of varying types may be mounted in the engine, to sense several physical parameters (for example, combustion temperature, vibration, pressure at different levels, etc.) and monitoring the aircraft engine system’s functional and environmental conditions associated with engine operation. Therefore, there is demand to develop methods that utilise the aircraft system’s health conditions to detect aircraft engine performance degradation, faults, and the remaining useful life (RUL) prediction.

In prognostics, commonly used approaches are ‘Data-Driven’ and ‘Model-Based’ (some use the term ‘Physics-Based’). Many engineering applications of the data-driven approach are reported in literature. Neural Network (NN) (including its variants) is one of the most popular data-driven techniques and has been used in remaining useful life (RUL) predictions for a manufacturing machine tool [5,6], bearing of a rotating machine [7] and electro-mechanical actuator of F/A-18 aircraft’s
stabilizer [8,9] compares the difference between Neural Network and linear regression (or trending) in the context of prognostics. In addition to Neural Network, Support Vector Regression (SVR) is another nonlinear regression technique which has been applied in bearing life prediction of a manufacturing machine [10,11]. A Hidden Markov Model (HMM) is a data-driven approach where a degradation profile is discretized into states evolved based on either non- or time dependent transition probability. Its application in bearing life prognostics is reported in [12,13]. In contrast to NN, SVR and HMM where models are trained offline, Gaussian Process (GP) is an online data-driven technique where a degradation model is learned from the data being rendered. In GP, a future remaining profile is assumed to follow the same degradation dynamics as the model which is trained up to the specified data point. GP has been applied to predict state-of-charge and state-of-health of a lithium-ion battery [14] and crack length propagation of a composite material [15]. The other data-driven prognostic approach that is worth mentioning is to base it on a statistical (or stochastic) process model. Its comprehensive review can be found in [16,17].

In the model-based approach, model parameters have explicit physical meanings, in which an online parameter estimation algorithm can be used to estimate or learn those parameters that are contributing to the degradation. Kalman Filter (KF) and Particle Filter (PF) are such estimation algorithms that are commonly used in model-based prognostics. KF is restricted to a linear and higher-order Taylor series-based model. KF has been applied on a Paris’s model to predict bearing life of a rotating machine [18] and on state-of-charging model to predict RUL of a lithium-ion battery [19]. PF is a more generalized version of KF which is applicable to a nonlinear degradation model with non- or Gaussian uncertainties. Examples of PF used in prognostics are in prediction of crack length propagation of a material [4], degradation of a centrifugal pump [20] and response time of a pneumatic valve [21]. Physics of failure (PoF) is another model-based approach where operating cycles available of a component is estimated based on parameters related to operating condition [22]. PoF has its route from reliability engineering. Examples of the PoF model are corrosion-fatigue mechanism of a material [23] and a gas turbine blade integrated with predictive maintenance scheme [24].

However, the data-driven and model-based prognostic approaches are by no means without their own limitations. The data-driven approach is restricted to a known narrow range of operating conditions. The model-based approach on the other hand has its limitations in terms of derivation of a physical degradation model which can be infeasible for the case of complex degradation mechanisms. Until now, there have been very few prognostic examples addressing both shortcomings reported in the literature. Therefore, a prognostic approach that allows a complex degradation profile to be accurately modelled and is able to be adaptive to a wide range of operating profiles, which is likely to be the case in practice, would be of particular interest. In this paper, we explore how a complex degradation profile, where a traceable physical model might not be feasible, is modelled and adapted to a variation of operating profiles. This and how the developed model is used with an online parameter estimator in prognostics will be the contribution of this paper. In this study, a turbofan jet engine data is used as an engineering application to demonstrate proof-of-concept of the proposed approach.

Diagnostics and Prognostics for Turbine Engine

Gas turbine performance and degradation calculation is a daunting task. The system-level performance deterioration is a main cause of concern for system reliability, availability, and operating costs. To identify the current and future health state of a deteriorating engine is a key factor for ensuring reliable operation and optimal usage.

Deterioration of gas turbine engines while in service results from a number of complex physical mechanisms, and the methods of predicting deterioration of an engine have been discussed in different ways [25–29].

The gas turbine deterioration phenomenon is so complicated that no single prognostic approach can cover all scenarios. To make the approach proposed in this study applicable, we assume that the regular on-line maintenance actions do not change the engine degradation pattern and that the engine
operates under a regular usage profile, which is common practice in modern commercial aviation [25]. The overall performance deterioration patterns of gas turbine engines under such a common usage profile have been studied in the literature. One of the typical deterioration patterns is the combined pattern. In this case, the engine degrades linearly with a constant degradation rate during the first period of operation, which is then followed by an increasing degradation rate during the second period of operation [25]. Saxena and Goebel have proposed an exponential model for modelling damage propagation for engine degradation simulation [26]. Another typical engine performance deterioration model is described in [27,28], where a deterioration formula of \( y = a\sqrt{t} + b \) is proposed. Here \( a \) and \( b \) are the parameters to be determined. No consensus has been reached on this topic, and engine performance may degrade depending on the actual operating conditions.

A more flexible degradation modelling technique is needed for practical applications. In practice, faults or abnormal operation may cause an irreversible sudden drop in performance, introducing change points or structural breaks into the degradation model.

In 2007, Wang et al. presented a conceptual system for remote monitoring and fault diagnosis of gas turbine-based power generation systems, where gas turbines are similar to turbofan jet engines in some aspects [30]. In this research, Wang et al. focus on normalising the data in a way that the operating conditions have no influence on the RUL estimates, which is the major drawback of the data-driven techniques. This article addresses this issue and presents the technique which take operating condition into account and then predicts the RUL rather than using normalised model.

In 2008, Donat et al. discussed the issues of data visualization, data reduction, and ensemble learning for intelligent fault diagnosis in gas turbine engines [31].

In 2009, Li and Nilkitsaranont described a prognostic approach to estimating the remaining useful life of gas turbine engines before their next major overhaul based on a combined regression technique with both linear and quadratic models [25]. In the same year, Bassily et al. proposed a technique, which assessed whether or not the multivariate auto covariance functions of two independently sampled signals coincide, to detect faults in a gas turbine [32].

In 2010, Young et al. presented an offline fault diagnosis method for industrial gas turbines in a steady-state using Bayesian data analysis. The authors employed multiple Bayesian models via model averaging for improving the performance of the resulted system [33].

In 2011, Yu et al. designed a sensor fault diagnosis technique for Micro-Gas Turbine Engine based on wavelet entropy, where wavelet decomposition was utilized to decompose the signal in different scales, and then the instantaneous wavelet energy entropy and instantaneous wavelet singular entropy are computed based on the previous wavelet entropy theory [34].

In 2012, Wu et al. studied the issue of bearing fault diagnosis based on multi-scale permutation entropy and support vector machine [35]. In 2013, Wu et al. designed a technique for defecting diagnostics based on multi-scale analysis and support vector machines [36]. However, the degradation of turbofans like jet engines depends on the operating conditions as the operating condition changes, the degradation pattern changes. In the literature, most of the techniques used to calculate RUL are presented on a similar pattern of degradation. Therefore, if the condition changes the calculation of RUL does not provide very accurate results. The physical based models are more appropriate in such cases. Nevertheless, to create a physical model for complex systems such as a turbofan would be very difficult. To solve this problem, this article presents an adaptive data-driven technique, the details of the technique are discussed later in this article.

3. Proposed Approach

The framework of prognostics needs to be developed which could be adaptable to the present conditions of the system. This prognostics framework could identify causal links between precursors and their associated system health indices in the form that will be relevant to the alert/alarm generation, operation and further predictive trend analysis. A framework which could make sensor data into meaningful information would be a quantitative value like probability, certainty or likelihood of
an event or combination events will compromise the safety margin or cause a particular impact on operation.

The requirement of the dataset was that it had to be real or accurate, therefore, the NASA turbofan data set has been used to for this reasoning system.

**NASA Turbofan Dataset**

The dataset given in [29] consists of multivariate time series signals that are collected from the turbofan engine dynamic simulation process. The engine run-to-failure simulations were carried out using C-MAPSS, a well-known simulation program for transient operation of modern commercial turbofan engines. A hundred engine’s run-to-failure time series trajectories are considered in this study (dataset FD001) which can be considered to form a fleet of engines of the same type. The aircraft gas turbine engine’s RUL is closely bound up with its conditions. To monitor the aircraft gas turbine engine’s health conditions, several kinds of signals could be used such as temperature, pressure speed and air ratio. In this simulation a total of 21 sensors were installed in the aircraft engine’s different components (Fan, LPC, HPC, LPT, HPT, Combustor and Nozzle) to monitor the aircraft engine’s health conditions. The 21 sensory signals, as detailed in the Table 1 below, where obtained from the above-mentioned sensors. Among the 21 sensory signals, some signals contain little or no degradation information whereas the other signalises a degradations trend. Most of the sensors data were contaminated with measurement noise.

**Table 1.** Description of the Sensor Signals for the Aircraft Gas Turbine Engine Dataset [29].

<table>
<thead>
<tr>
<th>Index</th>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>T2</td>
<td>Total Temperature at fan inlet</td>
<td>°R</td>
</tr>
<tr>
<td>2</td>
<td>T24</td>
<td>Total temperature at LPC outlet</td>
<td>°R</td>
</tr>
<tr>
<td>3</td>
<td>T30</td>
<td>Total temperature at HPC outlet</td>
<td>°R</td>
</tr>
<tr>
<td>4</td>
<td>T50</td>
<td>Total temperature LPT outlet</td>
<td>°R</td>
</tr>
<tr>
<td>5</td>
<td>P2</td>
<td>Pressure at fan inlet</td>
<td>psia</td>
</tr>
<tr>
<td>6</td>
<td>P15</td>
<td>Total pressure in bypass-duct</td>
<td>psia</td>
</tr>
<tr>
<td>7</td>
<td>P30</td>
<td>Total pressure at HPC outlet</td>
<td>psia</td>
</tr>
<tr>
<td>8</td>
<td>Nf</td>
<td>Physical fan speed</td>
<td>rpm</td>
</tr>
<tr>
<td>9</td>
<td>Nc</td>
<td>Physical core speed</td>
<td>rpm</td>
</tr>
<tr>
<td>10</td>
<td>Epr</td>
<td>Engine pressure ratio</td>
<td>–</td>
</tr>
<tr>
<td>11</td>
<td>Ps30</td>
<td>Static pressure at HPC outlet</td>
<td>psia</td>
</tr>
<tr>
<td>12</td>
<td>Phi</td>
<td>Ratio of fuel flow to Ps30</td>
<td>psi</td>
</tr>
<tr>
<td>13</td>
<td>NRf</td>
<td>Corrected fan speed</td>
<td>rpm</td>
</tr>
<tr>
<td>14</td>
<td>NRc</td>
<td>Corrected core speed</td>
<td>rpm</td>
</tr>
<tr>
<td>15</td>
<td>BPR</td>
<td>Bypass ratio</td>
<td>–</td>
</tr>
<tr>
<td>16</td>
<td>farB</td>
<td>Burner fuel-air ratio</td>
<td>–</td>
</tr>
<tr>
<td>17</td>
<td>htBleed</td>
<td>Bleed enthalpy</td>
<td>–</td>
</tr>
<tr>
<td>18</td>
<td>Nf_dmd</td>
<td>Demanded fan speed</td>
<td>rpm</td>
</tr>
<tr>
<td>19</td>
<td>PCNfR_dmd</td>
<td>Demanded corrected fan speed</td>
<td>rpm</td>
</tr>
<tr>
<td>20</td>
<td>W31</td>
<td>HPT coolant bleed</td>
<td>lbm/s</td>
</tr>
<tr>
<td>21</td>
<td>W32</td>
<td>LPT coolant bleed</td>
<td>lbm/s</td>
</tr>
</tbody>
</table>

°R: The Rankine temperature scale; psia: Pounds per square inch absolute; rpm: Revolution per minute; pps: Pulse per second; psi: Pounds per square inch; lbm/s: Pound mass per second.
To improve the RUL prediction accuracy and efficiency, important sensory signals must be carefully selected to characterize degradation behaviour for the aircraft gas turbine engine health prognostics. The sensors which were selected must be better in prognosibility and trendability. By observing the degradation behaviour of the 21 sensory signals, seven of them (2, 4, 7, 8, 11, 12, and 15) were selected in this study by the guide of naked eye examination of the degradation trends.

The engine run-to-failure simulations were carried out using C-MAPSS, are presentative simulation model of a modern commercial turbofan engine [37].

C-MAPSS have 14 inputs and 13 health parameters which enable the user to simulate the effects of faults and deterioration in any of the five rotating components of the engine (fan, LPC, HPC, HPT, and LPT). C-MAPSS can produce 58 different outputs, e.g., the various performance measurements typically available from aircraft gas turbine engines as well as operability margins.

The time series of sensor measurements is recorded to characterize the evolution of the concealed health state of the engine simulated. Figure 2 shows the basic jet engine design of the C-MAPSS simulation. Each record, a 24-element vector, consists of three values for the operational settings and 21 values for engine performance measurements, which are contaminated with noise to simulate the real engine more precisely.

The operability margins, such as stall and temperature margins, define the safe operation region for the engine. Six different flight conditions were simulated, comprising arrange of values for three operational settings: altitude (Alt: 0–42 Kft), Mach number (M: 0–0.84), and throttle solver angle (TRA: 20–100). Each engine degradation simulation starts with a different initial degradation state due to different degrees of initial wear and manufacturing variation in practice. In this study, snapshots of engine performance parameters at sea level for each flight were used, i.e., Alt = 0, M = 0, and TRA = 100. For more details on the engine run-to-failure simulation, the reader is referred to [29]. Readers are suggested to find the detailed information regarding the sensory signal screening from [29].

4. Reasoning and Prediction through Health Index Calculation

4.1. Health Index

The Health Index (HI) term is defined by a discrete number representing the actual health of the system. For instance, 1 indicates the best health condition and 0 signifies the worst health condition. A mid-range value such as 0.5 represents half-life. The virtual health index of the system can be calculated in this system by using of the following formula:

$$HI = \frac{Current\ RUL}{EoL}$$  \hspace{1cm} (1)

![Figure 2. Gas turbine Engine dataset architecture [29]. (a) Simplified diagram for the aircraft gas turbine engine, (b) A layout of modules and connections in the simulation.](image-url)
In this article, we formulated the health index at a specific time point as the rate of current RUL (Remaining Useful Life) to the End-of-Life (EoL) of the system.

The Figure 3 above shows the linear HI index calculated from the initial state of the system as the HI is calculated from the Equation (1). However, when the sensor readings are received the HI calculation will be dynamic according to the sensor data received.

The above Figure 4 shows the HI on the Y-axis and the sensor reading on the X-axis. This Figure shows the degradation of a sub-system; as the subsystem health degrades with time the health index will decrease. The red outbound also provides the uncertainty of the calculation. In real life the health of the system degrades in similar way, in otherward the Figure 4 shows the health degradation as a linear line, is not real behaviour of health degradation. The details of HI calculation have been discussed later in this article along with the presented technique.

![Figure 3. Initial HI (Health Index) for Component.](image1)

![Figure 4. Degradation of the of health index of component/sub-system.](image2)

4.2. Motivation

Particle filters (PF) are commonly used Bayesian estimators for tracking the state of a degrading system. The common usage involves tracking the parameters of the state transition equation as well as tracking the main degradation indicator (i.e., health index). In many systems the degradation health index is measured via a sensor which means the sensor provides direct condition monitoring data.
However, the sensory data brings the noise as well as accuracy problems with it. Therefore, PF are used to estimate the actual state of the system behaviour which is the actual response supposed to be measured.

On the other hand, for the cases where the actual health index of the system is not directly measured (i.e., indirect CM), the health index is approximated via transforming the sensory information. The sensory information does not directly exhibit the health of the component/system however, it shows a degradation profile to be used in the transformation process.

The engine degradation simulation data has health index information, however, the dataset suppliers (NASA) did not provide HI degradation information. The information NASA provide is the operational profiles and the sensory data corresponding to some components. Therefore, one has to establish a mechanism which transforms the sensory data into the health index to be used with particle filters.

It is a known phenomenon that constructing a physics-based degradation model for complex systems like a jet engine is extremely complex and difficult. However, the dynamic system state transition model can be approximated using regression or machine learning algorithms. The complexity of modelling the degradation behaviour is achieved by the learning algorithm which maps the sensory data into HI. However, the approximated data-driven nominal state transition model is not adaptable for different profiles of data.

The data-driven techniques are not adaptable; basically, NASA provide a dynamic model with fixed parameters. For example, consider a spring system whose physical equation is \( x = \dot{k}(x^2) \). However, in a data-driven model like neural network \( x = \dot{k}(x^2) \) is embedded in the neurons and weights. These weights and neurons are fixed and cannot be changed, where in the physical spring model if you change ‘k’ the behaviour of the model will be changed. Therefore, for machine learning and data-driven models you simply cannot change the behaviour of the model so their models are not adaptable.

The primary novelty of this research is that it provides the adaptable data-driven technique which mainly captures different operational profiles. The secondary novelty of this work is to transform the RUL information into HI as well as mapping the sensory data to HI values using a machine learning algorithm (i.e., NN) to be used as a measurement function within the particle filter tracking mechanism. In this way, the nominal mapping algorithm results are becoming adaptable by taking into account the particle filters which leads to more accurate prognostic results. The details of the methodology are elaborated in next section.

4.3. Health Index Modelling Using Neural Network

Radial basis functions (RBF) are kind of neural networks used for function approximations. RBFs are usually used in time series predictions, forecasting problems, regression, classification, non-linear system control etc. RBFs are three-layer feed-forward neural networks, where the hidden nodes implement a set of radial basis functions (e.g., Gaussian functions) as shown in Figure 5. On the other hand, the output nodes implement linear summation functions as in Multi-Layer Perceptron (MLP). The approximation function can be described in the following form in Equation (2):

\[
y(x) = \sum_{i=1}^{N} w_i \phi(||x - x_i||)
\]

where, \( y(x) \in \mathbb{R}^n \) represents the actual approximation function with \( N \) numbers of radial basis. Each basis function is associated with different centres. Centre mean and standard deviation is symbolised as ‘\( x_i \)’ along with the associated weights ‘\( w_i \)’. ‘\( x \)’ in the equation stands for the measurement inputted in the system. The norm and the basis function (i.e., ‘\( \phi \)’) are typically taken to be the Euclidean distance
respectively. In this research the Gaussian basis function is selected. Gaussian basis function can be formulised as given in Equation (3):

$$\varphi(x) = e^{-\frac{||x - \mu_i||^2}{2\sigma_i^2}}$$  \hspace{1cm} (3)$$

RBF networks are universal approximators. This means that a RBF network with enough hidden neurons can approximate any continuous function with arbitrary precision. The weights ‘$w_i$’ and ‘$x_i$’ are determined in a manner that optimizes the fit between the output and input.

![Radial Network Measurement Function](image)

**Figure 5. Radial Network Measurement Function.**

The Neural Network has been fed with the sensor data and been mapped to the HI index along with the bound confidence (standard deviation) of 30%. The RBF also calculates and maps the data to the probability level because, normal NN does not provide the probability/confidence levels. The outputs of the RBF of the entire sensors are shown in Figure 5. The Figure shows the basic architecture of the Neural Network with the RBF function used. There are two inputs and two outputs to the NN, one output is the nominal model and the other is the standard deviation of the nominal model. This model has been fed the data from the NASA trouble fan which has been mentioned in the previous section. Furthermore, 70% of the data has been used to train the NN model and 30% of the data has been used to test the presented technique.

**Cost Function**

In the previous section, Neural Network modelling is explained. However, for the model to closely approximate the degradation process, the model parameter values need to be tuned (or system identified) from the collected data samples. The aim is to minimize/optimize the prediction errors between the experimental degradation data and simulated data from the NN model.

The centres and associated weights are determined using a constrained nonlinear optimisation algorithm (i.e., ‘fmincon’) provided within MatLab. To do that, an object function script is written to calculate the error regarding the optimisation output.

In this paper, Maximum likelihood Estimation (MLE) is used as a performance measure for system identification of the Neural Network degradation model defined in (Equation (2)). For a given data sample, MLE is obtained by maximising the log-likelihood metric, which is given in Equation (4):

$$L = -\frac{1}{2} \ln(2\pi) - \sum \ln(\sigma_i) - \sum \frac{(\mu_i - x)^2}{2\sigma_i^2}$$  \hspace{1cm} (4)$$

where ‘$\mu_i$’ and ‘$\sigma_i$’ are the basis function centre mean and standard deviation, whereas ‘$x$’ is the input measurement from the training data.
5. Particle Filter

5.1. Probabilistic Model

In order to predict EOL of a system, the system’s current state of degradation has to be continuously estimated from the measurement updates. The basic system state transition equation is given in Equation (5):

\[ H_k = H_{k-1} - a \]  (5)

In this case, the fault precursor ‘HI’ and the parameter ‘a’ are required to be estimated. Kalman and Particle Filters are commonly used for estimating the degradation state. In this paper, PF is used as it is more applicable to general non-linear systems. The estimation process of PF is based on the discrete stochastic state transition and measurement equations (Equations (6) and (7)):

\[ HI_k = f(H_{k-1}, a_{k-1}) + \mathcal{N}(0, \sigma^2_{HI}) \]  (6)

\[ \tilde{H}I_k = H_k + \mathcal{N}(0, \sigma^2_{\tilde{H}I}) \]  (7)

where \( \tilde{HI}, \mathcal{N}(\cdot, \cdot), \sigma^2_{HI} \) and \( \sigma^2_{\tilde{HI}} \) are noisy health index obtained from the NN using the sensory data, Gaussian random function, process uncertainty variance and measurement noise variance, respectively.

5.2. State and Parameter Estimation

PF uses a statistical method called Bayesian inference, in which measurements are used to estimate and update the HI (state) variable and model parameter \( a \) in a form of probability density function (pdf). In this paper the measurement function is the RBF network methodology itself. Hence, to simplify we use a simplest form of the particle filter, named Sequential Importance Resampling (SIR) \[38,39\], to demonstrate the concept in this paper.

The pseudo code of a generic SIR particle filter algorithm is listed in Algorithm 1 and graphically illustrated in Figure 6. In PF, pdf is not explicitly defined, but instead \( N_P \) number of samples \( \{(HI_i, a_i)\}_{i=1}^{N_P} \), so called particles, are used as an approximation of the pdf. A prior probability information of \( (HI_{k-1}, a_{k-1}) \) and a measurement update \( \tilde{HI}_k \) are the algorithm inputs. To initialize the algorithm, the particles \( (HI_0, a_0) \) are often sampled uniformly from the possible (or arbitrary) intervals of HI and a. If \( N_P \) is sufficiently large, then \( \{(HI_i, a_i)\}_{i=1}^{N_P} \) can be regarded as the representative draws of \( (HI, a) \), which effectively ensures consistent results between runs.

PF consists of two main steps: update and resampling. In the update step, the prior pdf \( \{(HI_{k-1}, a_{k-1})\}_{i=1}^{N_P} \) is propagated forward to time \( k \) by some random processes. \( HI_k \) is evolved using Equation (8), which is obtained using the RBF network. However, some type of evolution needs to be defined for the parameter \( a_k \). The typical solutions are to use either a random walk \[20,21\] or kernel smoothing function \[38,40,41\]. The random walk can be defined by Equation (8):

\[ a_k = a_{k-1} + \mathcal{N}(0, \sigma^2_a) \]  (8)

where \( \sigma_a \) defines a random walk step size. \( \sigma_a \) determines the rate and estimation performance of the parameter \( a_k \). A large \( \sigma_a \) will give fast convergence but high fluctuations, whereas a small value of \( \sigma_a \) will produce a smoother (but slower) convergence of \( a_k \).

In the resampling step, the likelihood of the particles \( \{(HI_{k-1}, a_{k-1})\}_{i=1}^{N_P} \) are evaluated using:

\[ L(\tilde{HI}_k | HI_{k-1}, a_k) = \frac{1}{\sqrt{2\pi\sigma^2_{\tilde{HI}}}} \exp \left( -\frac{(\tilde{HI}_k - HI_{k-1})^2}{2\sigma^2_{\tilde{HI}}} \right) \]  (9)
5.3. End of Life Prediction

At a given time $k$, the future state of $HI$ of a particle ($HI_k, a_k^i$) can be predicted by propagating forward using Equation (5) where $HI_k$ and $a_k^i$ are an initial condition and fixed model parameter, respectively. To compute RUL, we then propagate each particle until $HI$ reaches the $HI_{EOL}$ threshold to obtain the probability distribution of predicted EOL'. The distribution of predicted RUL' can then be obtained by simply subtracting the pdf of EOL' with the time index $k$. The estimated (RUL) can be calculated by either taking the mean or median of the distribution. The EOL' is a predicted end of life and RUL' is a predicted remaining useful life.

Algorithm 1: SIR Particle Filter [38].

Inputs: $\{ (HI_{k-1}, a_{k-1}^i) \}_{i=1}^{N_p}$ and $HI_k$

Outputs: $\{ (HI_k, a_k^i) \}_{i=1}^{N_p}$

Step 1 (Update)
for $i = 1$ to $N_p$ do
   $a_k^i \sim N(\mu_k, \sigma_k)$ or $N(m(a_k^i), h^2V_k)$
   $HI_k^i \sim p(HI_k | HI_{k-1}, a_k^i)$
end for

Step 2 (Resampling)
for $i = 1$ to $N_p$ do
   $w_k^i \sim L(HI_k | HI_k^i, a_k^i)$
end for
$W \leftarrow \sum_{i=1}^{N_p} w_k^i$
for $i = 1$ to $N_p$ do
   $w_k^i \leftarrow w_k^i / W$
end for
$\{ (HI_k, a_k^i) \}_{i=1}^{N_p} \leftarrow \text{Resample}(\{ (HI_k, a_k^i) \}_{i=1}^{N_p})$

Figure 6. Illustration of Particle Filtering Process [39,42].
6. Results

To demonstrate the approach, we tested the developed algorithm based on CMAPS data samples. In this paper, we have implemented our algorithms in MatLab. The measurement data is rendered point by point to simulate online estimation and prediction.

The resulting state estimation, parameter estimation and remaining useful life prediction are shown in Figures 7–10, respectively.

![Figure 7. RUL Calculation of 4 Selection Sensors for Engine 73.](image1)

![Figure 8. RUL Calculation of 4 Selection Sensors for Engine 39.](image2)
The results were generated using two different algorithms: (1) nominal RBF NN model + PF online parameter estimation, (2) similarity-based prognostics for the benchmarking the results. The results highlight the differences in prediction performance of the non-scalable and adaptable data-driven NN models. In overall, both non-scalable and scalable models are able to track the degradation profiles generated from different operating conditions, see Figures 7–10.
which is needed to form a Gaussian distribution. The particle filter evaluates the likelihood of each particle and randomly resamples according to its likelihood by using a roulette wheel genetic algorithm.

The measurement model has been created by using RBF NN and used as a measurement equation, which takes sensor observed values and provides HI mean with standard deviation which is needed to form a Gaussian distribution. The particle filter evaluates the likelihood of each particle and randomly resamples according to its likelihood by using a roulette wheel genetic algorithm.
and reiterate the process. This way the particle with more likelihood will stay and the one which have the lowest likelihood will be eliminated. The presented technique has been tested very rigorously to test the adaptability and robustness of the technique. Therefore, tests were made on the sparsely selected specimens to represent the whole specimen distribution. All 14 sensor which could show any degradation have been plotted however, only those sensors have been selected for further results which shows were more accurate in terms of EoL of turbofan engine.

Figures 12–15 show the way parameter ‘a’ learned in different engines and how the particle filter is attempting to learn and how it is evaluating over time. Once the value of ‘a’ provides the state estimation which coincides with what has been observed, then it does not have enough errors to be updated dramatically to adapt.

Figure 12. Parameter ‘a’ learning for Engine 6 sensor Total Pressure at HPC Outlet.

Figure 13. Parameter ‘a’ learning for Engine 39 sensor Total Pressure at HPC Outlet.
estimation which coincides with what has been observed, then it does not have enough errors to be updated dramatically to adapt.

Figure 12. Parameter ‘a’ learning for Engine 6 sensor Total Pressure at HPC Outlet.

Figure 13. Parameter ‘a’ learning for Engine 39 sensor Total Pressure at HPC Outlet.

Figure 14. Parameter ‘a’ learning for Engine 69 sensor Total Pressure at HPC Outlet.

Benchmarking

The Similarity-based Prognostics (SBP) technique has been used to benchmark results. The results have been compared and their adaptability/scalability of the presented technique. The results show that the presented technique has achieved better results in almost all presented cases, results comparison have been demonstrated in the RUL Figures 7–10. The presented technique is proven to be an adaptable data-driven technique in comparison the other data-driven methods. The details on the SBP are provided in the next section.

Similarity-Based Prognostics

Similarity-based Prognostics (SBP) is a generic type of prognostic approach where the test specimen signal segments, consisting of sequential raw measurements or processed data are correlated to the previously collected data (i.e., historical data) segments by using a similarity concept. Unlike
traditional data-driven models, in SBP, RUL is calculated by aggregating the weighted average of the training sample RUL values rather than extrapolating the test sample’s current health level to a predefined threshold.

Similarity-based Prognostic approach is a simple and powerful algorithm for RUL estimations, notably when the historical training sample size is relatively abundant. In addition, this approach is suitable for the cases where the degradation path is not necessarily exhibiting a monotonic propagation pattern which is difficult to model using parametric approaches [44]. Wang et al. [45] won the Prognostic and Health Management Society’s data challenge competition in 2008 where Wang et al. employed a similarity-based prognostic approach to predict the RUL of turbofan engines created by C-MAPSS simulation.

In similarity-based prognostics, the estimations of RUL involves calculating the similarity between the test sample (i.e., ‘\( q \)’) and the training samples (i.e., ‘\( r = 1 : R \)’) as shown in Equation (13). The similarity index is based on the calculated point wise Euclidean distances in between ‘\( n - long \)’ sequences of observations. Distance score calculation in between training samples and the test sample at the ‘\( i \)th’ time point formulated in Equation (12). Final RUL estimation of a test sample at a time instance (i.e., ‘\( I \)’) is achieved by aggregating the weighted average of training samples’ corresponding remaining useful life values as formulated in Equation (14). To be more precise, ‘\( \text{rul}_i^q \)’ symbolizes the remaining useful life of the ‘\( r \)th’ training sample at ‘\( i \)th’ time point which is obtained by calculating the difference between the training sample’s end-of-life time and the ‘\( i \)th’ time point. The most similar segment to the test segment is specified for each training sample whereas the RUL of the test sample is obtained by taking the weighted average of these training RUL values. In fact, the weights are obtained using the bell-shaped similarity functions.

\[
d^r_i = \sqrt{\sum_{j=1}^{n} ||z^q_{i-n+j} - z^r_{i-n+j}||^2}
\]

\[
s^r_i = e^{-\frac{(d^r_i)^2}{\lambda}}
\]

\[
\text{RUL}_i^q = \frac{\sum_{r=1}^{R} s^r_i \text{rul}_i^q}{\sum_{r=1}^{R} s^r_i}
\]

‘\( \lambda \)’ is an arbitrary parameter which can be set to shape the desired interpretation of similarity, whereas ‘\( n \)’ defines the number of latest consecutive observations involved in similarity calculations. The smaller the ‘\( \lambda \)’ is, the stronger the definition of similarity. For instance, a small value for ‘\( \lambda \)’ signifies that the training segment should be very similar to the test segment so that it will be appointed with a similarity value reasonably higher than zero. However, when working with higher decimal point precision systems, this concept becomes trivial as the similarity ratio in between training samples remain the same. Similarity definition parameter ‘\( \lambda \)’ is optimised to enhance the similarity-based prognostic performance. Genetic Algorithm (GA) is employed for optimisation of the parameter [46]. The GA is used rather than trial and error of many lambda values, this reduces the human effort and time for processing. Since prognostic calculation requires extensive amount of data manipulation and it takes time to generate prognostics results. Therefore, it was decided to use GA to optimise the lambda values. The data training sample were 70% and 30% for the testing for SBP and for the presented technique, to provide fair comparison. The 70% and 30% of the data has been selected randomly, to result the algorithm fairly.

The compassion between the presented adaptable data-driven technique to SBP is shown in the Figures 7–10 and the error values also has been presented in the Tables 2–5.

The RMSE ratio between the nominal and the adaptable model is more significant if the operating condition “\( a \)” of a test sample is more different from the nominal model. Hence this explains the better RMSE results as observed in this experiment. Furthermore, SBP technique only provide the results without any lower and upper bounds where the presented technique provides the certainty bounds (lower and upper bounds) and these certainty bounds also be adjusted within the algorithm. Presently
these certainty bounds were set on 30% confidence level. The usual censuses in the industry is to keep the certainty bounds to 30%, as the results are precise within those certainty.

Table 2. Remaining Useful Life (RUL) Prediction Error for Sensor Static Pressure at HPC Outlet.

<table>
<thead>
<tr>
<th>Data-Driven Techniques and Models</th>
<th>Root-Mean-Square-Error (RMSE) and Mean Absolute Percent Error (MAPE)</th>
<th>Engine 6</th>
<th>Engine 39</th>
<th>Engine 69</th>
<th>Engine 73</th>
<th>Error Calculation Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBF NN + PF</td>
<td>RMSE</td>
<td>12.12</td>
<td>9.30</td>
<td>68.91</td>
<td>24.80</td>
<td>RMSE</td>
</tr>
<tr>
<td></td>
<td>MAPE (%)</td>
<td>19.53</td>
<td>19.65</td>
<td>86.32</td>
<td>25.87</td>
<td>MAPE (%)</td>
</tr>
<tr>
<td>SBP</td>
<td>RMSE</td>
<td>31.04</td>
<td>24.21</td>
<td>88.04</td>
<td>49.95</td>
<td>RMSE</td>
</tr>
<tr>
<td></td>
<td>MAPE (%)</td>
<td>36.15</td>
<td>50.81</td>
<td>38.78</td>
<td>45.15</td>
<td>MAPE (%)</td>
</tr>
</tbody>
</table>

Table 3. Remaining Useful Life (RUL) Prediction Error for Sensor Total Pressure HPC Outlet.

<table>
<thead>
<tr>
<th>Data-Driven Techniques and Models</th>
<th>Root-Mean-Square-Error (RMSE) and Mean Absolute Percent Error (MAPE)</th>
<th>Engine 6</th>
<th>Engine 39</th>
<th>Engine 69</th>
<th>Engine 73</th>
<th>Error Calculation Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBF NN + PF</td>
<td>RMSE</td>
<td>10.78</td>
<td>5.17</td>
<td>72.78</td>
<td>19.04</td>
<td>RMSE</td>
</tr>
<tr>
<td></td>
<td>MAPE (%)</td>
<td>18.43</td>
<td>15.78</td>
<td>104.89</td>
<td>18.85</td>
<td>MAPE (%)</td>
</tr>
<tr>
<td>SBP</td>
<td>RMSE</td>
<td>36.86</td>
<td>31.86</td>
<td>86.25</td>
<td>53.07</td>
<td>RMSE</td>
</tr>
<tr>
<td></td>
<td>MAPE (%)</td>
<td>36.62</td>
<td>69.46</td>
<td>37.22</td>
<td>46.22</td>
<td>MAPE (%)</td>
</tr>
</tbody>
</table>

Table 4. Remaining Useful Life (RUL) Prediction Error for Sensor Ratio of fuel flow to P<sub>s</sub>30.

<table>
<thead>
<tr>
<th>Data-Driven Techniques and Models</th>
<th>Root-Mean-Square-Error (RMSE) and Mean Absolute Percent Error (MAPE)</th>
<th>Engine 6</th>
<th>Engine 39</th>
<th>Engine 69</th>
<th>Engine 73</th>
<th>Error Calculation Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBF NN + PF</td>
<td>RMSE</td>
<td>11.57</td>
<td>8.43</td>
<td>63.35</td>
<td>19.04</td>
<td>RMSE</td>
</tr>
<tr>
<td></td>
<td>MAPE (%)</td>
<td>16.32</td>
<td>25.69</td>
<td>81.42</td>
<td>23.59</td>
<td>MAPE (%)</td>
</tr>
<tr>
<td>SBP</td>
<td>RMSE</td>
<td>31.86</td>
<td>22.49</td>
<td>84.08</td>
<td>55.76</td>
<td>RMSE</td>
</tr>
<tr>
<td></td>
<td>MAPE (%)</td>
<td>36.48</td>
<td>49.71</td>
<td>40.67</td>
<td>49.73</td>
<td>MAPE (%)</td>
</tr>
</tbody>
</table>

Table 5. Remaining Useful Life (RUL) Prediction Error for Sensor LPT coolant bleed.

<table>
<thead>
<tr>
<th>Data-Driven Techniques and Models</th>
<th>Root-Mean-Square-Error (RMSE) and Mean Absolute Percent Error (MAPE)</th>
<th>Engine 6</th>
<th>Engine 39</th>
<th>Engine 69</th>
<th>Engine 73</th>
<th>Error Calculation Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBF NN + PF</td>
<td>RMSE</td>
<td>12.91</td>
<td>3.59</td>
<td>95.75</td>
<td>14.76</td>
<td>RMSE</td>
</tr>
<tr>
<td></td>
<td>MAPE (%)</td>
<td>35.44</td>
<td>13.39</td>
<td>124.24</td>
<td>30.03</td>
<td>MAPE (%)</td>
</tr>
<tr>
<td>SBP</td>
<td>RMSE</td>
<td>30.81</td>
<td>44.17</td>
<td>81.10</td>
<td>40.9</td>
<td>RMSE</td>
</tr>
<tr>
<td></td>
<td>MAPE (%)</td>
<td>40.82</td>
<td>104.76</td>
<td>39.30</td>
<td>41.00</td>
<td>MAPE (%)</td>
</tr>
</tbody>
</table>

7. Concluding Remarks

Vital parts of the integrated health management technology are diagnostics and prognostics. In today’s aircraft the diagnostic and prognostic systems play a crucial part in aircraft safety while reducing the operating and maintenance costs. Prognostics allow anticipation of system failures well ahead of time so that maintenance can be planned, scheduled and performed in the most optimal way.

The expectation of health also enables to minimize the risk of system failure which could lead to catastrophic accidents. Prognostics will be most useful when the component’s operating condition varies from its nominal value and cannot be pre-determined in advance. In most cases, the actual end-of-life of a component can be expected to be significantly different from its manufacturer-defined mean time before failure.

The two most common approaches reported in the literature are data-driven and model-based. The data-driven approach allows complex degradation patterns to be easily captured in the model but has a severe limitation in the operating conditions in which the model is valid. In the model-based approach, a degradation model is explicitly described using mathematical equations with physical
meaning. Explicit mathematical representation (often not possible to be derived) allows the relevant model parameters to be scaled online to match a current operating condition. Therefore, a combination of data-driven model and online parameter estimation can be used to address a prognostics problem which has a complex degradation model and large variation in operation conditions, and this is what is proposed in this article.

How fast a system degrades is proportional to its degradation rate which will essentially depend on the operating conditions. If the rate is multiplied by some factors, then this also means we are scaling the time by a proportion of that factor. In order for a data-driven model to be scalable, a scaling parameter will have to be explicitly part of the model. Instead of overall fitting the data, the model (the model presented in this paper) must learn a nominal degradation pattern where different degradation profiles can be fitted by using some appropriate model parameters. This way the data-driven model can be updated to match the current operating conditions, and hence a better RUL prediction because of a more accurate model.

In this case study, it can be seen that the proposed prognostic approach has potential to be applicable in a real-world environment where operating conditions can vary significantly and cannot be accurately defined in advance. The approach can potentially be used in applications where only accelerated testing data are available for the algorithm development. However, its claim as a generic adaptable approach must be further researched in comparison with other engineering examples and with other data-driven techniques, such as Time Delayed Neural Network (TDNN) or similarity-based prognostics (SBP).
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