The GDPR beyond Privacy: Data-Driven Challenges for Social Scientists, Legislators and Policy-Makers
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Abstract: While securing personal data from privacy violations, the new General Data Protection Regulation (GDPR) explicitly challenges policymakers to exploit evidence from social data-mining in order to build better policies. Against this backdrop, two issues become relevant: the impact of Big Data on social research, and the potential intersection between social data mining, rulemaking and policy modelling. The work aims at contributing to the reflection on some of the implications of the ‘knowledge-based’ policy recommended by the GDPR. The paper is thus split into two parts: the first describes the data-driven evolution of social sciences, raising methodological and epistemological issues; the second focuses on the interplay between data-driven social research, rule-making and policy modelling, in the light of the policy model fostered by GDPR. Some theoretical reflections about the role of evidence in rule-making will be considered to introduce a discussion on the intersection between data-driven social research and policy modelling and to sketch hypotheses on its future evolutions.
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Big Data is in the spotlight as the new General Data Protection Regulation (GDPR) [1] entered into force. The fast rise of the data in so many different contexts has been bringing about significant changes in science and society, paving the way to issues and opportunities which still need to be clearly identified [2]. However, the discussion on risks, benefits and application fields of Big Data is often biased by an ambiguous use of the expression, which fosters an overlap between aspects related to the collection, storing and processing of data [3]. Social research reflections on the topic, for example, are mostly focused on the benefits of data analysis, questioning the knowledge arising from the application of data-mining methods. From the legal perspective, instead, more attention is paid to the risks related to data gathering, with questions “about how we protect our privacy and other values in a world where data collection is increasingly ubiquitous” [4].

This misalignment makes a cross-fertilization between law and data-driven social sciences difficult, causing disorientation and limiting the opportunities to benefit from data, especially in the management of global social challenges [5]. Against this backdrop, the new GDPR seems to foster a reversal of course. While securing personal data from privacy violations, the regulation, in fact, challenges policymakers to exploit data-driven social research to provide knowledge-based policies. Actually, the opportunity to draw benefits from Big Data has been already taken into account by several international agendas, which suggest governments to rely on data analysis in order to improve economic growth and public well-being [6,7]. With the GDPR entering into effect, however,
the opportunity to exploit knowledge arising from Big Data turns into a rule for member states, with an explicit push to consider data as a resource for the design of public policies. A feature as interesting as it is little considered so far in regulation analyses, which are often focused on the protection of personal data.

Without a doubt, data protection remains the main goal of GDPR, which innovates the previous regulatory framework with a set of rigorous constraints aimed at protecting citizens from any kind of abusive storage and processing of personal data, including automated decision-making and profiling practices. In this vein, it can be read the Recital 71 which says: “The data subject should have the right not to be subject to a decision, which may include a measure, evaluating personal aspects relating to him or her which is based solely on automated processing and which produces legal effects concerning him or her or similarly significantly affects him or her”. The regulation aims at defining, to some extent, an ontology of the legal risks related to Big Data, which include not only privacy violations deriving from unauthorized collection of data, but also threats to civil liberties caused by arbitrary and discriminatory uses of data analysis tools—e.g., cases of data “secondary use” [8] or control creep [9].

On the other hand, the GDPR seems to enhance the opportunities arising from data-driven social sciences, calling for an interaction between open data, social research and policy decisions. Recital 157, in fact, underlines how massive data—specifically health-related data—can represent an ally in social research, providing information about long-term correlations in social conditions, such as unemployment and education with other life conditions. As it claims, “Research results obtained through registries provide solid, high-quality knowledge which can provide the basis for the formulation and implementation of knowledge-based policy, improve the quality of life for a number of people and improve the efficiency of social services” [1]. The claim should be coupled with Article 89 of the GDPR: on the one hand, the norm extends regulation safeguards to the scientific exploitation of data; on the other, it requires the member states to set out specific derogations to those rules, specifically with regard to the restriction of processing [10], when data is used for scientific purposes or in the public interest.

Without claiming to be complete, the work aims at contributing to the reflection on the implications of GDPR statements on evidence-based policy modelling, starting from a consideration on the tricky interaction between Big Data and social sciences. The regulation requires policymakers, indeed, not simply to exploit data, but to use data-driven social research as support for better policies. The paper is thus split into two parts: the first, Section 2, discusses the impact of Big Data on the social sciences, exploring methodological and epistemological issues; the second, Section 3, focuses on the impact of data-driven social research on evidence-based policy design, in the light of the ‘knowledge-based’ model fostered by GDPR. In particular, starting from some theoretical reflections on the role of empirical evidence in rule-making, the section analyses how data-driven research today challenges policy modelling. Thus, the concluding section will account for some possible evolutions the integration between data, social research, and policy-making which could contribute to better deal with the GDPR call for knowledge-based policy.

2. Social Science, Data and Their Tricky Interaction

The “Datafication”, which refers to the possibility to convert real-life information in computer data, has fostered in recent years a relevant shift in computer processing of social reality events, transforming almost any phenomenon “in a quantified format so it can be tabulated and analyzed” [11]. The continuous growth in computational power and the exploration of new markup languages, able to encode human-generated data in computer data, not only have heightened the range of available information but allowed new kinds of analysis to be performed. This has extended the research fields interested in using data mining and machine-learning techniques [12], with a significant impact on the methods and times of evolution of science. As pointed out by Jim Gray, one of the main Microsoft researchers [13,14], data science and computing are radically challenging the scientific method setting-up a “fourth paradigm” [14] in science, even beyond simulations.
Although the change involves all research areas, social sciences seem to be the most affected. Some of the reasons have been expressed in an influential paper [15] which has emphasized how the increasing availability of social data and analytical tools is steering social sciences toward a new computational dimension and to a different way of building the scientific knowledge. By shaping individual and social behaviours and keeping track of them, Big Data and related technologies significantly challenge traditional social research, fostering a more scientific approach to the study of behavioural patterns. As argued in [16], “the advent of the Big Data movement and the increasing convergence between data platforms in various domains of social life (e.g., the public, private, and social sectors) could allow sociologists to have fine-grained, large-scale data not only on individual choices but also on social network connections that were impossible even to contemplate before”.

We can find already in Bourdieu the idea of exploring correlations between some aspects of individuals’ lives, such as cultural conditions, and their social structures. His theory of ‘habitus’, indeed, endows individuals with “an active residue or sediment of past experiences which functions within their present, shaping perception, thought and action and thereby shaping social practice in a regular way” [17]. Even more interesting is Bourdieu’s idea to express such regularities in mathematical terms [18], with correspondence analysis (CA) and multiple correspondence analysis (MCA) used to obtain a geometric modelling of data [19]. The quantitative method adopted by Bourdieu not only is a criticism of most of the statistical methods used in social sciences but also provides a new frame-model for social reality representation, paving the way to many of the recent Big Data analysis methods.

As the development of new computer capacities has made social sciences closer to the scientific perspective above described, fostering a convergence between the computational paradigm and the social research [20], Big Data analysis has also led social scientists to undertake epistemological reflections, rethinking both purposes and methods of their research [21,22]. The discussion is laid out by the Big Data analysis effect calling into question the deductive method, changing the traditional testing role of the data and so the way in which social theories are typically produced. This emerges from conclusions expressed by Chris Anderson in his work “The End of Theory” [23], which describes the advent of Big Data as a turning point for science leading to the demolition of the traditional theory-making process. As he argues, “Correlation supersedes causation, and science can advance even without coherent models, unified theories, or really any mechanistic explanation at all”. A claim in line with the scenario imagined by Google’s research director, Peter Norvig, which considers all of science as usurped by exploratory, unsupervised clustering and data analysis [24].

According to these perspectives, advances in data analytics techniques suggest the need to review empirical research from the basis, with data no longer used to validate previously formulated hypotheses, but provided with a generative power in the theories’ formulation process. As highlighted by Steadman, indeed, “algorithms will spot patterns and generate theories, so there’s a decreasing need to worry about inventing a hypothesis first and then testing it with a sample of data” [25]. The result is that the causal analysis of social phenomena, driven by research questions embedded in an explanatory hypothesis, is converted into a pure data-mining activity capable of both identifying insightful patterns between behavioural data and forecasting how those behaviours could evolve in the future [9].

However, this idea is not free from criticisms, with researchers suggesting that explorations only based on data could not provide a scientific understanding of society [26]. Some critical considerations on this topic have been expressed, for example, by the data expert Rob Kitchin, Professor at Maynooth University Social Sciences Institute (MUSSI). In a work titled Data Revolution [9], he outlines four relevant statements about Big Data to be worth considering and questioning: (i) the possibility for Big Data to take into account all the features of a domain and to return in complete resolution; (ii) the idea that Big Data analytics can make useless the a priori activity of theorising, modelling and hypothesis; (iii) the belief that data can speak for itself without human bias and that any correlation identified is always relevant and useful; and (iv) the idea that data meaning could be apart from contextual knowledge.
According to Kitchin, the problem is to consider data as if they could speak for themselves [9]. This is an effect of the “deification of data” [27], namely the idea that correlations in the datasets could be inherently meaningful, without the need to embed them in a model or a theory that could explain their causal attitude [9], an assumption that can threaten the scientific result of research. Indeed, as underlined in [28], data is “always, inherently, speaking from a particular position”, so unexpected patterns could be the effect of random associations without any causal attitude [28]. In order to cope with the risk of overestimating knowledge arising from data analysis, Kitchin suggests including correlations into a wider validation process. In particular, he points out that “relationships should form the basis for hypotheses that are more widely tested, which in turn are used to build and refine theory that explains them” [9].

The need for coupling data with explanatory models reflects the research perspective fostered by scientists in the area of computational social science (hereafter CSS) [21,29]. Supported by a wide literature (see e.g., [15,20,21,29–34]), this scientific paradigm considers the interplay between social sciences and other research areas, like complexity sciences, physics, and computer science, as an opportunity for social research to grow in a quantitative dimension and to build theoretical and methodological solutions aiming to better understand the dynamics of global social phenomena. Considering these challenges, CSS researchers suggest combining different computational methods in order to increase the explanatory power and the scientific basis of social theories [35]. On the other hand, as highlighted by Conte et al. [36], the quantitative variant of CSS rooted in data statistical analysis is unable to explain mechanisms underlying social complexity and, thus, should not be considered as independent from a modelling need.

In this view, massive data can be seen as the basis for building theory-driven computational models, designed to have an explanatory role with regard to social life dynamics [24]. A recent work on the topic [29] in fact stresses how, “Computational social science can benefit from more broadly mining in the rich depths of social science’s methodological, theoretical, and conceptual imagination”, and thus “[ . . . ] from connecting reflectively to the diverse goals, metaphysics, theories, and topics that have enriched conventional social science to date”. A rational use of Big Data in social research thus requires combining it with other methods in a framework matching quantitative and qualitative approaches [37]. Some examples of integration presented in [38–42] allow in fact an understanding of how data’s possibility to enable sophisticated, finer-grained analyses of individual and collective behaviours is often strengthened by the link with theoretical models designed for enlightening the dynamics that lead the emergence of the social patterns.

The discussion so far sketched has implications also for the legal and policy fields, where Big Data has already started to play a role. If the benefits of data mining highlight the importance of drawing insights from evidence-based social research, the risks related to a ‘deification of data’ suggest reflecting on how to use data in support of policy design. In particular, it leads to think about the consequences of a naïve use of Big Data analysis in designing rules and public policies, especially when dealing with complex social challenges.

3. Data-Driven Challenges for Rule-Making and Policy Modelling

By displaying new ways for investigating individual and collective behaviours, data-driven evolution of social research is challenging not only social sciences, but also rule-making and policy design [22]. A number of organizations have suggested in recent years to exploit advanced Big Data related methods, such as deep learning, neural networks or sentiment analysis, to improve policy modelling, stressing the importance to endow public policies with a stronger evidence basis [43]. Governments (local, state, and national) have been incited both to rely on Big Data in policy decisions [6] and to increase the amount of open data to be processed for scientific purposes or in the public interest [44]. The GDPR, for its part, has contributed to make such a goal an official task for European policymakers, fostering in particular the integration between the knowledge arising from data-driven social research and the design of public policies and services.
The idea to formalize the use of social research in policy modelling is not new. Already in 1984, Ruttan [45] underlined that the institutionalization of research in the social sciences would have made it possible for policymakers to use social science knowledge and analytical skills in place of the expensive process of learning by trial and error. His statement is grounded on a long tradition of theoretical reflections suggesting the need to bridge law and rule-making to empirically ground social investigations. A brief overview of these reflections will be presented in the next subsection, sketching a link with the insights from the recent research area of computational social sciences. This can be seen as an introduction to Section 3.2, which discusses, in a more targeted way, how empirical evidence from data-driven social research can support policy-making, in the light of GDPR request for knowledge-based decisions.

3.1. The Role of Evidence in Rule-Making

The discussion on the relationship between empirical social research and rulemaking relies on historical and philosophical considerations that have been going on for centuries [46]. Already Hume, by sharing Vico’s idea that “individual actions are shaped by their social environment which, in turn, they help alter” [47], outlined the need to explore the interplay between social behaviours and the evolution of legal systems with an approach inspired to the natural sciences [47]. A perspective that emerges also in Montesquieu’s work [48] and in his conception of legal rules as “necessary relationships that derive from the nature of things” [48], namely from the social facts, that he considered able to affect legislator’s decisions. This is what he describes as the ‘Spirit of law’, the idea that the effectiveness of norms depends on rule-maker’s capability to make them suitable for the spirit of the country, the religious sentiment as well as the commercial practices in use, considering the habits and culture of the people that will have to comply with those norms [49,50].

One of the firsts attempts in this vein was made by Alexis de Tocqueville, who used the comparison between historical facts to empirically explore the social factors related to choice for a given constitutional model. The results of the study were reported in De la démocratie en Amérique [51], where information gathered on-the-field about the social, economic, and political conditions of American society were used in support of a discussion on the possible evolution of the American democratic model. It is thanks to Eugen Ehrlich, however, if the need for empirical analysis of social phenomena has received an explicit recognition by the legal science. Considered as one of the fathers of the sociology of law [52], along with Emile Durkheim and Max Weber, Ehrlich suggests indeed the development of a very sociological-juridical science [53] that frames society as the real reference point of law. In this vein, he defines the scientific study of law as an activity that necessarily requires the analysis of social relations and so is linked to social science empirical methods [53].

The idea of a necessary interaction between law, rulemaking, and empirical social research has flowed into the current projects connected to the law-and-society movement [54]. An empiricist ferment in fact is still underway, as witnessed by two relatively recent movements: the empirical legal studies (ELS) and the new legal realism (NLR) [55]. A canonical definition of their activity does not exist, but the two movements seem to share the idea of using the empirical social sciences to improve legal thinking and rule-making, while contributing to explaining to policymakers, and society as a whole how the legal system works [56]. In the area of ELS, this goes through applying rigorous empirical methods to law-related questions, while researchers in the NLR field stress the importance of relying on the methodological eclecticism, taking care of translations problems that derive from connecting theory and observation, as well as law and the social sciences.

Reflections so far considered suggest seeing the scientific investigation of social dynamics as a strategic knowledge in assessing rules and policies’ effectiveness, encouraging legal science to move from a traditional dogmatic perspective to an empirical one [57] that includes an evidence-based analysis of society and its complex phenomena. The discussion is ongoing: the number of empirical studies on legal rules, institutions, and behavioural systems is growing, as suggested by the Annual Review of Law and Social Science, along with researchers from social, legal and political sciences.
that stress the need for deepening the non-linear mechanisms of social systems in order to tackle the complex challenges of society [58–60].

On the other hand, as highlighted by a recent work [61], the design of suitable and effective regulatory solutions depends on a preliminary assessment of the dynamics shaping individuals’ and groups’ behaviour and preferences, as it allows formal institutions to identify the way for realizing collectively desirable outcomes. The use of data analysis and of other computational methods, such as agent-based simulations or social network analysis, can play a relevant role against this backdrop, providing a new slant to the empirical exploration of society. This allows, indeed, the identification of social problems otherwise impossible to catch while extending the chances for understanding collective and individual dynamics involved in the emergence and evolution of social phenomena. This can improve, in turn, the search for more effective policy solutions, able to shape social expectations according to the general well-being [22,31,59].

This perspective seems in line with GDPR’s call for integrating data-driven social research into policy modelling. In order to verify how this can lead to a knowledge-based policy solutions, however, it seems interesting to link the methodological and theoretical considerations so far sketched with current experiences of integration between data and policy modelling, taking into account benefits and risks of such an integration. Understanding how data can enhance the empirical basis of rule-making and policy modelling processes requires, in fact, to consider the following question: to what extent data-driven social research can support the development of “knowledge-based” policies?

3.2. Data-Driven ‘Knowledge-Based’ Policies

A great deal has been written about the opportunity for data mining to support government decisions (see e.g., [6,11,62–64]). The idea often stressed is that Big Data could provide a sort of lens allowing phenomena otherwise impossible to detect or forecast by a human observer to surface [65]. The application of machine-learning techniques to large amounts of data, arising from car traffic, crime reports, school assessments, medical records and many other kinds of digital tracks, allow policy-makers to identify unexpected correlations, which can be useful in forecasting future scenarios. However, along with an interest in Big Data opportunities, a trend has also spread of enhancing the self-explanatory capacity of the data [27]. Policy-makers have been encouraged to rely on empirical evidence that turned out to be vague, as they overestimated the meaning of data as well as their ability to provide high-quality knowledge [66]. Forms of opaque data mining contributed, therefore, to discriminatory practices and put democratic principles at risk [66].

The discussion does not put into question the use of Big Data overall. It is likely to become unavoidable in the evolution of policy making to relying on data-driven models to design rules and public policies [64]. However, some of the issues reported above suggest not losing sight of the goals that lead to the use of Big Data in the public context, according to the collective outcomes to be achieved [5]. Relying on incorrect empirical premises can in fact foster the adoption of ineffective or even counterproductive policies. For instance, consider a real data study published in the American Economic Review in 2006 [67]. The work reports the effects of a policy that had increased taxes for smokers in order to lower cigarette consumption and to incentivize a healthier lifestyle. The researchers found out that the policy had produced, along with a minimal reduction in sales, a smokers’ propensity to make their experience with cigarettes even more intense and dangerous, spurring them to opt for higher-tar brands or to use cigarettes without the filter [67].

Understanding how Big Data analysis can support policymakers thus requires a reflection on the kind of knowledge arising from it. The development of effective rules and policies entail exploring the dynamics of the phenomenon to be assessed and identifying the elements that can foster a collective behavioural change, by deciding whether a policy will work or not [61]. The analysis of massive social data represents an opportunity against this backdrop, but seems unable to provide such knowledge by itself. Policymakers should take into account this issue, considering whether evidence used to support
the policy modelling is able to provide a right knowledge with regard to the problem at hand, namely if it sheds light on the main factors involved in the phenomenon, and on how to interplay of them [68].

In a number of experiences, data-mining tools have been used with a naive approach to support policy decisions, without real understanding of the ways in which they process reality [66]. As pointed out by O’Neil [66], one of the problems with using Big Data in policy decisions is that code errors are not borne by those that design the algorithms, but by everyone else. On the other hand, even when data are available in large amounts and can be processed by means of innovative techniques, predictions led by data correlations risk missing the chance of explaining the causal dynamics of a phenomenon, increasing the possibility of making rough errors [69]. As argued by Conte and Paolucci [36], “[... ] when the nature of behavior matters, accurate statistical analyses of social dynamics can maybe reach predictive power but cannot fully explain what is going on”.

These issues underline the need to rethink the current approach to Big Data in rule-making and policy modelling. There is little doubt about the ability of high-quality data mining to set out patterns in social behaviour which can steer policymakers toward new, real, existing problems. The exploration of real-time large data sets can provide a measure of the impact of a phenomenon [70], as well as allow drawing insights on its causal factors, or to make predictions on its evolution [71]. This can, in turn, be useful in assessing whether a policy should be introduced to achieve a collective outcome. However, the development of an effective policy depends not only on the definition of the expected outcome but also on understanding how the outcome could be achieved. This calls for exploring the reasons leading the emergence of behavioural trends, namely the causal factors that the policy decision has to focus on. This should be the inherent content of a public policy and, thus, the undeniable underpinning of a ‘knowledge-based’ policy model.

It is worthwhile remarking that the “high-quality knowledge” the GDPR suggests as a basis to develop better policies is represented not by Big Data, but rather by social studies grounded on data. In this sense, Big Data can represent a useful resource, especially if coupled with a theoretical framework and integrated with other computational approaches allowing for a better assessment of the complexity of social dynamics.

4. Conclusions

This work aimed to contribute to the reflection on some of the implications of the ‘knowledge-based’ policy model recommended by the GDPR, discussing the benefits and risks of using data in support of rule-making and policy-modelling. The main goal of the analysis was to shed light on the kind of knowledge provided by new Big Data analysis opportunities, specifically with regard to the possibility of understanding social dynamics. As suggested by the Recital 157 of the GDPR, indeed, data can provide useful, high-quality knowledge to improve policies. By means of it, both social scientists and governments are now able to gain information unattainable before and extend their ability to understand the world and fix its problems. In this vein, it is important for rule-makers to combine the protection of citizens’ privacy and their right to no discrimination with the need to make data open for scientific purposes. In particular, member states’ legislators should define as soon as possible the kind of derogations that Article 89 allows for data collected for research and historical purposes, as well as in the public interest.

On the other hand, the methodological issues discussed above, along with reflections on some current approaches to data-driven policy-modelling, lead one to believe that there is a risk of abusive appeals to data-mining techniques that occur by using “the practice of social mining (a) in a fragmentary, rather than integrated, way; (b) in a commercial/speculative-oriented rather than governance-oriented context; and (c) with a focus on short-term forecasting rather than on policy modeling” [31]. Several researchers in the CSS area suggest coping with this risk by combining data with different methods, deepening the range of possibilities offered by computational development. Results produced by sophisticated data analytics tools, for example, can be embedded in large-scale simulation models, which aim to explain from the bottom-up the complex dynamics of a social
phenomenon and, eventually, to assess how such dynamics could react to a change, like the introduction of a new policy [72,73]. Similar integrated approaches can make new sense of data, allowing more robust knowledge to be drawn from it and also for it to be involved in a frame of long-term policy decisions [31,74,75].

Big Data can act as a glue between social research and the design of more informed policy decisions, but this depends on the choice of seeing data-mining as part of both a wider methodological framework and a theoretically-grounded research perspective. Some reliable predictions achieved through sophisticated data analysis techniques have been shown to be useful for some regulatory purposes, but they miss the chance to provide a resolution when complex social phenomena are involved. In such cases, they are unlikely to build by themselves scientific knowledge [31], while providing an inadequate response to regulation’s call for a knowledge-based policy.

If “Science can now effectively be brought to bear on public policy-making” [76], as the political scientist Margaret Levi pointed out, a reflection is needed on how data can lead to scientific knowledge. Considerations sketched out so far suggest deepening the goals of the GDPR from this point of view. The need for knowledge-based decisions should encourage policy-makers to look also beyond Big Data, avoiding the option for a specific method prevailing over the need to understand the phenomenon to be regulated. Policy-makers should, therefore, strengthen the dialogue with social researchers, both to discuss problems with them and to make a more informed assessment of the evidence on which to base their decisions [43]. This is a challenge that seems to be fostered by the notion of ‘knowledge-based policy’ reported in the GDPR and that looks at Big Data as one phase of the more complex path leading to an improved quality and efficiency of public policies and social services.
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