Detection of Red-Meat Adulteration by Deep Spectral–Spatial Features in Hyperspectral Images
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Abstract: This paper provides a comprehensive analysis of the performance of hyperspectral imaging for detecting adulteration in red-meat products. A dataset of line-scanning images of lamb, beef, or pork muscles was collected taking into account the state of the meat (fresh, frozen, thawed, and packing and unpacking the sample with a transparent bag). For simulating the adulteration problem, meat muscles were defined as either a class of lamb or a class of beef or pork. We investigated handcrafted spectral and spatial features by using the support vector machines (SVM) model and self-extraction spectral and spatial features by using a deep convolution neural networks (CNN) model. Results showed that the CNN model achieves the best performance with a 94.4% overall classification accuracy independent of the state of the products. The CNN model provides a high and balanced F-score for all classes at all stages. The resulting CNN model is considered as being simple and fairly invariant to the condition of the meat. This paper shows that hyperspectral imaging systems can be used as powerful tools for rapid, reliable, and non-destructive detection of adulteration in red-meat products. Also, this study confirms that deep-learning approaches such as CNN networks provide robust features for classifying the hyperspectral data of meat products; this opens the door for more research in the area of practical applications (i.e., in meat processing).
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1. Introduction

Recently, hyperspectral imaging (HSI) systems have gained attention in a plethora of research areas such as medical applications, remote sensing imagery [1–3], food and meat processing [4–9], etc. The key advantage of HSI systems is that they provide a combination of spectroscopy technologies [10] (i.e., availability of spectral information) and conventional imaging systems (i.e., availability of spatial information). Thus, this combination covers information about the objects shown in an image across the electromagnetic spectrum; this means it provides a unique signature for each visualized material. Figure 1c shows examples of the spectral signatures of four types of materials: lamb, beef, pork, and fat.

HSI systems facilitate the visualization of materials inside the image and the distribution of their chemical components. Thus, an HSI image is structured as a 3D cube (called a hyper-cube) with the following coordinates: the spectral coordinates (wavelength λ) provide the intensity of the reflected light on the material surface over a range of contiguous wavelengths; and the spatial pixel locations x,y represent the shape of the objects in the image. Thus, λ tells us the type of material, and x,y convey where these materials are located inside the field of view of a hyperspectral camera. Both of these format the hyper-cube in x,y,λ space. Figure 1b shows an example of a hyper-cube (HSI image of red-meat species).
Meat processing is generally evaluated in terms of quality and safety attributes. HSI systems are used to assess both attributes and lead to good results in terms of accuracy and applicability, compared with traditional methods (i.e., lab-based and spectroscopy methods) [11]. A meat-quality evaluation approach provides a scaling factor indicating the quality of meat at the time of taking the HSI image (i.e., quantitative indicator). A safety-evaluation approach aims at detecting unusual artifacts that may be added or accrued in the meat sample. One of the critical safety-based evaluation methods of meat products is the detection of adulteration of meat products, for example, the addition of another type of meat which may have a lower price compared to the original material. From an industry point-of-view, this type of adulteration requires greater attention, e.g., detecting any adulteration in pre-packed rolled meat products (Figure 1a shows an example of these products). HSI offers the possibility of detecting the unique characteristics of meat both spectrally or structurally (i.e., based on texture) but there are still no approaches that are able to extract these two types of characteristics within a single modeling framework. Thus, the aim of this study is to develop a novel approach that combines both spectral and textural information into a single model.

The rest of this paper is organized as follows. Section 2 reviews the state-of-the-art techniques in HSI classification and analysis. Section 3 describes the used dataset, HSI imaging system, and the developed models and methods. Section 4 provides the experiments setup and experimental results of the proposed frameworks for classifying red-meat species. Result analysis and discussions are given in Section 5. Section 6 concludes this article.

2. Literature Review

Traditionally, quality and safety attributes of food are evaluated either by spectroscopic tools [10,12] or traditional color images. The studies described in [13–15] show applications of color images for the assessment of food quality. Recently, HSI systems have been considered as robust tools for processing and evaluating food products, for example, classifying or predicting attributes related to meat quality and safety. In [4], a principal component analysis (PCA) model was used to select the wavelengths of an HSI system, that play the most important role in discriminating between three types of lamb muscles: semitendinosus (ST), longissimus dorsi (LD), and psoas major (PM). Then, the selected wavelengths were used as input for linear discrimination analysis (LDA) for classifying lamb muscles as one of the three predefined classes of muscles; in both the PCA and LDA models, the average spectra of the samples were used for constructing the models. In addition,
the HSI system was compared with two other optical systems: traditional RGB images and Minolta measurements. The results showed that the HSI system outperforms the other optical systems with 100% overall accuracy.

In [5], LD muscles of lamb, beef, and pork were used to evaluate the robustness of an HSI system for discriminating between red-meat species. The extracted spectrum of each sample was pretreated with spectral second derivatives; this was used to independently obtain optimal wavelengths of additive or multiplicative noise. Then, partial least-square discriminant analysis (PLS-DA) was employed for the optimal wavelengths for conducting the classification. The resulting model showed good results in the case of sample-based evaluation; but it misclassified the pixels in the case of pixel-based evaluation. Thus, the authors utilized a majority-voting technique to obtain final classification maps. In [6], two algorithms, PLS-DA and soft independent modelling of class analogy (SIMCA), were tested for discriminating the lamb muscle from other red meat (i.e., beef or pork). The results show that the PLS model outperforms the SIMCA model, but the performance of the PLS model was unstable and it is dependent on the way samples were presented (i.e., vacuum packed or without packaging).

Also, the results in [7–9] showed that an HSI system is able to provide significant information for performing classification in a plurality of applications for meat, such as detection of adulteration of minced meat [7], detection of chicken adulteration in minced beef [8], and lamb muscle discrimination [9]. In all of these studies, the models produced misclassification of pixels in pixel-based prediction, although they performed well in the case of sample-based prediction. Reasons for the misclassified pixels include the construction of models by using the average spectrum over the whole sample and ignorance of the spatial variation in the pixel space. In fact, the source light strongly affects the pixels in the acquired HSI image (light scattering or illumination effects).

In the case of heterogeneous samples, classifying HSI data is a real challenge; that is, covering the variation of spectral and spatial information in the sample and pixel space, respectively. As an example, the detection of any adulteration is seen in the case of pre-packed rolled meat products (an example is shown in Figure 1a). In this case, it is more practical and reliable to perform a pixel-wise classification (i.e., local) than a sample-wise classification [16]. For dealing with spectral variations, several methods were established and used such as spectral derivatives [5], unit-vector normalization [16], standard normal variates (SNV) [8], and multiplicative scatter correction (MSC) [8]. In [16], SNV and unit-vector normalization were evaluated with regard to the problem of classifying red-meat; SNV performed better than unit-vector normalization in this classification.

The basic strategy for classifying hyperspectral data is to treat the contribution of each pixel (i.e., the spectrum signature) as a sample. This strategy is usually applied to HSI for remote sensing applications [1] due to the limitation in images. Thus, it provides a powerful model which takes the local variation in the image into account. In HSI for meat processing [4–9], the used strategy is averaging all pixels in the region of interest (ROI) as a spectral signature of the ROI. In this case, the resulting models consider only the spectral features to be used, while the spatial features were ignored. So, the results were useful but not fully satisfactory, especially in the case of heterogeneous samples. As a solution, converting the image data into an object-oriented structure (i.e., image segmentation) enhances the performance of any HSI classification model with the advantages of the joint features (i.e., spectral and spatial) [16].

In [2], a method for joint feature extraction was proposed by using superpixel segmentation. Simple linear iterative clustering (SLIC) was employed to produce superpixels of HSI images. Then, the mean of each super-pixel was calculated and used as input for an SVM model. Then, the resulting SVM decision values were post-processed by using a linear conditional random-field model to give a class label for each superpixel. In general, the use of superpixels in HSI classification tasks adds the following advantages: (1) stability of the extracted signatures by averaging the superpixel at each wavelength [2]; and (2) the possibility of exploring the neighbourhood relationship between highly correlated pixels [3].
In [3], three types of features were evaluated through a multi-kernel composition of an SVM-RBF: raw spectrum, the average of each superpixel, and the weighted average of neighbours for each superpixel. In both [2,3], the results show that superpixels enhance the fitted models. However, this consideration may badly affect the fitted model if the extracted superpixels are inaccurate. So, the application of ensemble-based classification methods is recommended [3].

Recently, deep learning-based approaches have successfully provided highly accurate models in many research areas. Convolutional neural networks (CNN) are commonly successful in the case of vision-based tasks: image classification [17,18], object detection [19], semantic segmentation [19], and face recognition [20]. Moreover, CNNs achieve good performance in the field of signal analysis and speech recognition [21,22]. For HSI applications, numerous deep learning models have been proposed as classification and self-feature extraction models for analyzing HSI data, such as CNN [23–27], stacked autoencoder (SAE) [28–30], or recurrent neural network (RNN) [31,32].

In [23], a CNN model was introduced for the first time for HSI remote sensing data. Five layers of deep learning architecture were proposed and structured as follows: spectrum signature (i.e., pixel vector) as an input layer, two 1D CNN layers with a max pooling operation, and one fully connected layer followed by an output layer. The model has parameters (to be optimized), such as the number and length of hidden layers, the size of filters of the convolution operations. However, the results show that the 1D CNN model is able to understand and extract a nonlinear relationship of the samples of each class and outperforms the traditional models for classifying HSI data such as SVM or multilayer perceptron (MLP) networks. For the achieved results, the model was only considered for the spectral features; the spatial features have been ignored.

Practically, standard 2D CNNs, such as in [17], are not applicable for HSI due to their nature (i.e., high-dimensionality problems) [24]. In [24], deeper and more complex CNN models were evaluated on HSI for remote sensing. Besides a 1D CNN model, a 2D CNN was proposed and extended to be applicable for HSI application. The PCA was applied to reduce the dimensionality of the input (i.e., the depth of the hyper-cube) for three channels (i.e., the highest three components); a window around each pixel was used as input to the model. Then, the input was passed through two convolution layers, a pooling layer, and a fully connected layer. Also, the 2D CNN model was extended into a 3D CNN model. In the case of the 3D CNN, 3D convolution filters were used to extract features across the whole dimensions of the input; which means that there is no need for the PCA to preprocess the input. The evaluation results show that the 3D CNN achieved optimal performance, but has more parameters (like the size of the 3D window around the target pixel) to be optimized; more samples are required to train the model, where the window size was the most effective parameter.

Models as proposed in [24] considered a large window (like $27 \times 27$) as input. In fact, the use of a large window affects the performance of CNN models, especially in the case of heterogeneous images; the window borders contribute badly to pixel-based classification [25]. In [25], a 3D-CNN model was proposed considering the input as a small window (like $5 \times 5$) size around the target pixel. Also, small kernels were used to perform the convolution operation. Extracted features are inspired by 3D texture measures in the spectral and spatial domain. Moreover, the features are invariant to the effects of local edges in the case of pixel-based classification [25]. The comparison between [24,25] shows that the architecture in [25] performed better with the following advantages: it is a light-weight model (there is no need for a huge number of samples), it is not affected by local edges, and it is suitable for pixel-wise classification.

In general, this research work investigates the robustness of line-scanning hyper-spectral imaging systems to discriminate between the types of red-meat muscles. The main objectives of this paper are as follows:

- Investigate the influence of practical conditions on the spectral response of red meat. Considered conditions are (1) packing meat into a transparent bag; (2) freezing meat for 3 days; and (3) thawing meat after being frozen.
- Develop a classification model to discriminate one type of meat muscle from the others (e.g., in the case of adulteration), for example, identify lamb meat that is different to beef or pork with the conditions mentioned above.
- Develop a methodology to extract joint features (i.e., spectral and textural features) for HSI images applied to this type of application.
- Investigate the applicability of deep learning approaches and their robustness on this type of application (i.e., meat-processing applications).
- Develop and evaluate a deep-learning model for self-feature extraction of HSI images of red-meat products (i.e., by handling the raw input instead of handcrafted feature extraction).

3. Materials and Methods

3.1. Hyperspectral Imaging Systems

HSI images were acquired in reflectance mode using a pushbroom hyperspectral imaging system as shown in Figure 2. The used HSI system consists of a line-scanning hyperspectral camera (Xenics XEVA 1.7-320: Xenics nv, Leuven, Belgium), an illumination unit of two halogen lambs (150 W), a controlled movable stage, and a computer running an image acquisition software (Hyperspec III software: Headwall Photonics, Inc., Fitchburg, MA, USA).

![Schematic demonstration of the main components of the used hyperspectral imaging system.](image-url)

Figure 2. Schematic demonstration of the main components of the used hyperspectral imaging system.

The camera detector has 320 × 235 (spatial × spectral) pixels with a spectral resolution of 5 nm. The speed of the movable stage was set to a constant speed of 11.1 mm/s and synchronized with the camera to obtain HSI images with spatial resolution of 0.44 × 0.44 mm/pixel. The used camera covers a spectral range of 548–1701 nm (this range covers the visible light and NIR reigns in the electromagnetic spectrum) with 235 spectral bands. By adjusting the lighting conditions and the integration time of the camera, the speed of scanning can be increased for faster data collection, if required.
Practically, the HSI system was set up and configured as in [5]. Thus, the reflectance is computed as follows:

$$ R = \frac{R_0 - D}{W - D} $$

where $R$ is the reflectance value, $R_0$ is the raw value in irradiance, $D$ and $W$ are the dark and white reference images. After this calibration process, the first and the last five bands were removed due to a low SNR ratio.

### 3.2. Dataset and Sample Preparation

Meat and fat samples were procured from three local butcher shops and two different local supermarkets. A total number of 75 samples, including lamb (18), beef (13), pork (13), and fat (31), were prepared (i.e., cutting and then drying with normal tissue). Then, the samples were labeled and kept at $2^\circ C$ for 16 h. The next day, the samples were taken from the fridge and put into well-designed containers (frames shaped as a matrix of meat and fat species; Figure 3a shows examples of these frames).

Then, each frame was scanned with the HSI camera (meat and fat were in a fresh). Then, all frames were vacuum packed into a transparent bag, and re-scanned with the HSI system (in a fresh state with packing). After that, all frames were frozen ($-4^\circ C$ for 3 days).

After 3 days, the same frames were re-scanned by using the hyperspectral camera (frozen state with packing). Then, the packing was removed and HSI images were collected for the frames (frozen state without packing). Finally, the frames were left at room temperature for 3 h for thawing; then, the frames were re-scanned in the HSI system.

As shown in Figure 3, the total number of prepared frames is 6 frames: 4 frames [including 57 samples of lamb (12), beef (9), pork (9), and fat (27)] were used for training purposes and one special frame for testing purposes (18 samples of lamb (6), beef (4), pork (4), and fat (4)). In the frames, the meat and fat samples preserved their original meat textual characteristics, similar to retail-ready products commonly found at supermarkets.

**Figure 3.** (a) The calibration samples in frames: Ground-truth and false-color images for frames 1–4 (top to bottom), where FSUP is short for fresh red-meat unpacked, FSP for fresh packed, FRUP for frozen unpacked, FRP for frozen packed, and THUP for frozen-thawed unpacked. In the cells of ground truth, F is for fat, L for lamb, B for beef, and P for pork; (b) Evaluation-sample frame in case of FSUP.
3.3. Spectral Data Analysis and Visualization

The adulteration in red-meat products is simulated by defining the following classes of labels: lamb meat is labelled as one class (called LAMB), another class for both beef and pork (called OTHER), and a class FAT for visualization purposes. By defining this structure, the model predicts the probability of lamb meat against the others. This situation is more practical and reliable from an industry point-of-view. Moreover, we evaluate the power of HSI images to discriminate one material from any other predefined material.

When dealing with HSI data, multivariate analysis methods are needed in high-dimensional space. This high dimensionality prevents the visualization and pattern investigation steps during the analysis of the data. However, PCA is considered as an appropriate model for HSI image data in terms of data distribution visualization and reducing the dimensions of the data (i.e., extracting the most important information) [5,9,15].

In this work, the dataset that is described in Section 3.2 was used for estimating a PCA model. The calibration set of images was manually segmented (according to the ground truth) into small regions (like 100 pixels); then, the mean spectrum of each segment was extracted. A PCA model was fitted for these spectra. In fact, we used the estimated PCA model for the following purposes: (1) for visualizing the patterns between the pre-defined classes (LAMB and OTHER); and (2) as a preprocessing step for extracting the spatial features. Figure 4a shows the mean spectrum of the extracted spectra for each class; it clearly shows that there are significant differences in the mean spectrum for each class. Figure 4b visualizes the class separation in the PCA space; the class distribution shows that the classes are separated into regions with minor overlapping regions (this overlapping is due to the frozen status of the meat).

![Figure 4](image_url)

**Figure 4.** PCA analysis. (a) Mean spectrum of each of the three classes for each of the five statuses; (b) Scatter plot for the LAMB and OTHER classes, showing 97.67% of the total variances of the original data.

3.4. Model-Based Classification Framework

In general, the selection of each pixel in an image as a sample is impractical in terms of computation resources and time due to the large number of those pixels. Also, hand-segmentation for sampling each class is inefficient because the local features of the segments are not accurate in this case. For these reasons, we proposed superpixel segmentation as a sampling method to collect representative samples for each class from the dataset. In fact, the pixels in each superpixel share the same local spectral and spatial features that reflect on the performance and stability of any fitting model.
In this study, the SLIC superpixel algorithm [33] is adapted to generate the superpixels of HSI images. SLIC was originally proposed for three-channel images (RGB or LAB space). However, in this study, we used SLIC in the PCA space to adapt the algorithms with HSI images; the Euclidian distance in the PCA space is used as the similarity measure. The estimated PCA, described in Section 3.3, is used to extract five-score images; these score images are obtained by projecting the loading PCA model on the HSI image, where these scores have the highest information from the original HSI image. Then, the scores of images were used as input to SLIC algorithm; Figure 5b shows an example of these images, Figure 5c shows the resultant superpixels of an HSI image by using the proposed method.

![Figure 5.](image)

**Figure 5.** A representation of ROI extraction from an HSI image for extracting the texture features. (a) A heterogeneous hyperspectral image of meat muscles; (b) the first five score images of the HSI image; (c) Superpixel segments of the HSI image.

### 3.4.1. Extraction of Spectral Features

The resultant SLIC-segmented labels are utilized to extract the spectra of each class. In fact, due to the computation costs and class balancing, representative pixels from each superpixel need to be extracted. So, we use the Kennard-Stone (KS) algorithm [34] to sample each superpixel into a subset of representative pixels from each superpixel need to be extracted. Practically, we found that these normalization techniques are very sensitive to spike points, usually accrued in HSI systems due to the effects of lighting. Thus, we used Savitzky-Golay (SG) algorithm [35] as a preprocessing step for de-spiking the raw spectral and spectral domain smoothing.

The L2 norm and SNV norm are computed by using Equations (2) and (3), respectively.

\[
P^\psi(x, y) = \frac{P(x, y)}{\|P(x, y)\|_2} = \left[ \frac{u_1}{\|P(x, y)\|_2}, \frac{u_2}{\|P(x, y)\|_2}, \ldots, \frac{u_n}{\|P(x, y)\|_2} \right]
\]

\[
P(x, y) = \left[ \frac{u_1 - \mu_p}{\sigma_p}, \frac{u_2 - \mu_p}{\sigma_p}, \ldots, \frac{u_n - \mu_p}{\sigma_p} \right]
\]

where \(\|P(x, y)\|_2 = \sqrt{u_1^2 + u_2^2 + \ldots + u_n^2}\), \(\mu\) and \(\sigma\) are the mean and standard deviation of the target pixel, respectively.
Practically, we found that these normalization techniques are very sensitive to spike points, usually accrued in HSI systems due to the effects of lighting. Thus, we used Savitzky-Golay (SG) algorithm [35] as a preprocessing step for de-spiking the raw spectral and spectral domain smoothing by estimating the shape of a group of contiguous bands.

3.4.2. Extraction of Spatial Features

In fact, hyperspectral cameras are established for a wide range of applications, such as fruit sorting, medical applications, and meat processing. They provide an enormous amount of spectral information, represented as a group of grey-level images for each HSI image. So, the extraction of the spatial features of an object inside an HSI image is a real challenge; especially the decision of which grey-level image (or images) is more useful in order to extract the spatial features. For dealing with this challenge, we adapt recursive feature elimination (RFE) [36,37] and random forest (RF) [37,38] algorithms to select the most significant wavelengths for discriminating between the red-meat muscles. Recursively, RFE chooses a set of features and eliminates the remainders. Then, the RF algorithm is used to rank the selected features according to the performance of the fitted RF classifier. Finally, the recursive processes provide a rank value for each feature; this value represents the importance of a feature in fulfilling a particular classification task.

From our PCA analysis, we observed that the spectral response of each class is strongly influenced by the status of the meat (i.e., the overlapping regions between the classes as shown in (Figure 4b). For this reason, we propose a meat status-based methodology to select a set of bands to be used as a reference image for the spatial features process. Five models were estimated (one for each status) by using RFE with RF. From the results of the RFE procedure, we chose six features (i.e., wavelengths), which have the highest rank at each status. These wavelengths (all in nm) are listed as 636, 646, 656, 932, 1134, and 1154.

Texture-based models are generally used in computer vision as the spatial features. The grey-level co-occurrence matrix (GLCM) is one of the standard ways for extracting the textural properties of a set of neighbouring pixels, defined by a window around the target pixel. GLCM is computed by calculating how often a pair of pixels with the same intensity values occur in an image. In addition, the moving distance and angle between the target pixel and the others need to be defined [39]. A set of statistical features were proposed by Haralick [40] so as to define the spatial relationships between the neighbouring pixels (textural properties). These features are computed from the CLCM matrix. Thus, we propose the following textural features for defining the texture of red-meat muscles: homogeneity, contrast, inverse difference moment (IDM), entropy, energy, and correlation.

In the case of HSI images, the texture features are not directly extractable due to the nature of the HSI image (hyper-cube). However, the optimized gray-level bands (i.e., the resulting six wavelengths) were used to compute the GLCM matrix and then extract the mentioned textural features. As our application is a heterogeneous sample, we utilized the superpixel method to extract the masked textural features. The developed feature extraction (masked features) method includes the following steps as shown in Figure 5:

- Project the PCA model based on an HIS image to produce the score images.
- Compute the superpixel by using the first five score images as an input for the SLIC algorithm.
- Normalize the selected optimal bands into a range of 1~255.
- Compute the centroid of each superpixel (we defined it as the first moment), then take a $20 \times 20$ window around the center.
- For each pixel, mask the selected window by using its superpixel mask to obtain the ROI.
- Compute the CLCM matrix with a distance of 1 and direction of 0.
- Eliminate the first raw and column of the resulting CLCM matrix.
- Compute the proposed textural features from the final CLCM matrix.
In fact, the masked textural features allow the model to be robust with regard to the heterogeneous sample (it avoids the overlapping between muscles) and provide more accurate texture representation (considering large window size while computing the texture).

In this section, spectral-based features of meat and the joint features of meat texture, as well as its spectral features are proposed to be extracted. To evaluate the proposed features, we used support vector machines with radial biases functions (SVM-RBF) as a classifier; the final classification maps were obtained by SVM-RBF.

3.5. Deep Learning-Based Classification Framework

In this section, we introduce a novel deep learning approach for detecting the adulteration in red-meat products. Based on our knowledge, this is the first time that deep learning methods are applied to HSI imaging for meat processing, the novelty of this proposed model will be compared with several models with handcrafted features. The proposed deep learning model includes a combination of two types of convolution operation: 1D and 3D convolution. In fact, this combination aims at crossing both the spectral and spatial domains for extracting self-features of an HSI image. Hereinafter, we explain the basics of 1D CNN, 3D CNN, and our proposed combination of them.

CNN models are mostly utilized as a 2D CNN in computer vision like image classification and recognition. However, CNNs are successfully used as 1D CNN in signal processing such as speech recognition and noise filtering. In these cases, the input of 1D CNN is illustrated as a vector (or \( n \times 1 \) array). Thus, the dimensionality of this spectral signature of HSI data is applied to CNN classification models [23]. Also, 3D CNN models are proposed for handling the temporal features of video sequences in time series, for example, in action recognition tasks. The HSI hyper-cube can be illustrated as a sequence of spectral 2D bands. So, the 3D coevolution operations are able to extract joint features across the spatial and spectral domains of an HSI image data [24–26].

3.5.1. Architecture of the Proposed CNN Model

Multi-input deep learning models provide robustness in terms of considering the different shape and nature of the samples, while different types of features are shared in one deep model. This inspired us to propose a CNN model which can handle two inputs of data (input layers): spectral features (mean spectrum of the neighbours of the target pixel) and spatial features (the region around the target pixel). Each of these input layers is a sub-CNN model, which extracts local features from its input. Then, the extracted local features from each sub-model are combined and connected with a fully connected layer as a global set of features crossing the two input domains (i.e., spectral and spatial domains). The proposed CNN model consists of a hierarchical structure of layers: two input layers, convolution layers, down sampling layer (pooling layer), concatenation layer, fully connected layer, and one output layer (classification layer). Figure 6 shows the structure and the combination of these layers.

The extracted mean spectrum, represented in Figure 6 as input 1, has a size of \((1, \lambda)\) and feeds forward to the first convolution operation with \(K_1\) kernel size and \(M_1\) feature maps with a shape of \((M_1, \lambda_2, 1)\) where \(\lambda_2 = \lambda - K_1 + 1\). The max pooling layer has a kernel size of \((K_2, 1)\) and has \(M_1 \times \lambda_3 \times 1\) nodes, where \(\lambda_3 = \lambda_2 / K_2\). The next convolution layer has \(K_3\) kernel size and produces \(M_2\) features maps with \(\lambda_4 \times 1\) nodes, where \(\lambda_4 = \lambda_3 - K_3 = 1\). Then, these nodes are flattened into one vector as the first local feature with dimensions of \(M_2 \times \lambda_4 \times 1\).

The second input is defined as a 3D fixed window around the target pixel, then masked with only the selected optimal wavelengths (in Section 3.4.2). This input layer is shaped as \((S, S, 6)\), where 6 is the number of optimal bands, which will be passed into two convolution layers. In this case, the convolution operations are carried out by using a 3D kernel. So, the first convolution layer has \(M_1\) kernels of size \((K_1^1, K_1^2, K_1^3)\). Then, the resultant maps are passed to the next convolution layer in the same way and generate another set of kernels and maps. In these 3D coevolution operations, we pad the input with the same value, so the output of these convolution layers will be the same as the
input layer. Similar to the first input, the final features are flattened as a vector having dimensions of \( M_2 \times S \times S \times 6 \).

The local features from these two inputs are then connected with a fully connected layer. This layer extracts a high level of features from spectral and spatial inputs (global features), then, the classification layer makes the final prediction based on these global features.

![Diagram of the proposed CNN model](image)

**Figure 6.** An illustration of the proposed CNN model. Input 1 represents the mean spectrum as the vector. Input 2 shows the spatial window at the selected optimal bands as a 3D cube. The labels represent the predefined classes (i.e., Lamb, Other, Fat).

### 3.5.2. Training Strategy of the Proposed CNN Model

Training the model aims at adjusting the model weights based on an error loss between the actual output and the model prediction (model output). Thus, the training procedure consists of two main processes: forward propagation and backpropagation. The forward process takes each input layer and passes it through the convolution layers. The input of \( i \)-th or output of \( (i - 1) \)-th convolution layer is computed as follow:

\[
X_{i+1} = F_i(u_i)
\]

where \( u_i = w_i^T X_i + b_i \), and \( w_i^T \) and \( b_i \) are the weight matrix and the bias vector of the previous layer. For nonlinear transformation, \( F_i(\cdot) \) is utilized as an activation function for these convolution layers. Then, the features are concatenated and passed to the next layer with the same process. The output layer of the model is defined as the Softmax layer; the Softmax activation function produces an output with a probability distribution over the predefined classes.

In the backpropagation process, the weights of this model are updated by using the standard mini-batch stochastic gradient descent (SGD). SGD adjusts the model weights by minimizing a loss function between the actual output and the model output. In the proposed model, we used the categorical cross entropy function as the loss function of this model and it is computed as follows:

\[
\mathcal{L}(\theta) = -\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{3} \{ j = y^{(i)} \} \log(y_j^{(i)})
\]

where \( n \) is the batch size, \( Y \) is the ground-truth vector (encoded as one hot vector style), and \( y \) is the model prediction vector.
The SGD algorithm iteratively adjusts the weights of the model over many iterations (i.e., epochs), which means the model sees the same samples many times. In fact, this process could produce an overfitting problem in the model. In this case, the model performs well on the training samples but poorly on the test samples. To avoid the overfitting problem, several regularization techniques are proposed in the literature, such as the dropout L\(_1\) and L\(_2\) regularization. In the proposed CNN model, we adapt the L\(_2\) regularization as a generalization method. L\(_2\) regularization encourages the model weights to be small by adding penalization terms to loss function in Equation (5). The loss function is defined as:

\[
\mathcal{L}(\theta) = -\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{3} \{ j = Y^{(i)} \} \log(p_{ji}) + \frac{\lambda}{2n} \sum_{k=1}^{m} w_k^2
\]

where \(m\) is the number of weights \(w\) and \(\lambda\) is the tunable parameter.

4. Experiments and Results

We used the dataset described in Section 3.2 for obtaining the results of the proposed methods. The proposed features of model-based methods were evaluated by using the SVM-RBF classifier. For model assessment, we used a 10-fold cross-validation with grid search [41] for hyper-parameter selection. SVM and RFE methods were implemented based on caret package [42], an R-analysis tool for classification and regression models. Also, the results of the proposed deep learning model were obtained based on KERAS API [43], a python library for high-level deep learning.

For evaluating the proposed methods, we used the \(F_1\) score and the overall accuracy as measures to evaluate the performance of each method. The \(F_1\) score shows the accuracy of each class by combining both precision and the recall which provides a harmonic mean of both. \(F_1\) and overall accuracy are computed as follows:

\[
F_1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

\[
\text{overall accuracy} = \frac{\sum \text{True positive} + \sum \text{True negative}}{\sum \text{Total number of samples}}
\]

4.1. Model-Based Classification Framework

The estimated PCA model in Section 3.3 was used to transform the original HSI image into its PCA space (i.e., score images). Then, the first five scores are selected and used for generating the superpixels. The region size of each pixel was set to 100 pixels (i.e., 10 \(\times\) 10). The pixels in each superpixel were resampled into a limited number of pixels as follows: 11 for lamb and 9 for the other classes. The KS algorithm was used for resampling the superpixels into a group of represented pixels.

The selected pixels of each class were smoothed across the spectral domain by using the SGD method. Empirically, we choose 9 and 2 for the window size and the order of the polynomial function of the SGD algorithm, respectively. Then, the following feature vectors were obtained (the length of these vectors is 225), the L\(_2\) norm by using Equation (2), and SNV norm by Equation (3). Also, the raw spectral was considered for comparing the results. Table 1 shows the results of the SVM-RBF classifier of the proposed spectral features; the results of each meat status are also shown in Table 1.
Table 1. Performance evaluations ($F_1$-score of each class and overall accuracy) of the proposed spectral feature vectors over each meat status.

<table>
<thead>
<tr>
<th>Meat Status</th>
<th>Feature Vector</th>
<th>$F_1$-Score</th>
<th>Overall Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lamb</td>
<td>Other</td>
</tr>
<tr>
<td>FSUP</td>
<td>Raw spectral</td>
<td>88.2</td>
<td>93.5</td>
</tr>
<tr>
<td></td>
<td>$L_2$-norm</td>
<td>87.5</td>
<td>92.6</td>
</tr>
<tr>
<td></td>
<td>SNV-norm</td>
<td>94.2</td>
<td>96.2</td>
</tr>
<tr>
<td>FSP</td>
<td>Raw spectral</td>
<td>74.8</td>
<td>82.0</td>
</tr>
<tr>
<td></td>
<td>$L_2$-norm</td>
<td>72.1</td>
<td>79.1</td>
</tr>
<tr>
<td></td>
<td>SNV-norm</td>
<td>76.1</td>
<td>82.7</td>
</tr>
<tr>
<td>FRUP</td>
<td>Raw spectral</td>
<td>78.5</td>
<td>85.1</td>
</tr>
<tr>
<td></td>
<td>$L_2$-norm</td>
<td>82.0</td>
<td>87.2</td>
</tr>
<tr>
<td></td>
<td>SNV-norm</td>
<td>89.8</td>
<td>93.8</td>
</tr>
<tr>
<td>FRP</td>
<td>Raw spectral</td>
<td>80.2</td>
<td>86.7</td>
</tr>
<tr>
<td></td>
<td>$L_2$-norm</td>
<td>83.5</td>
<td>89.5</td>
</tr>
<tr>
<td></td>
<td>SNV-norm</td>
<td>86.7</td>
<td>92.5</td>
</tr>
<tr>
<td>THUP</td>
<td>Raw spectral</td>
<td>79.6</td>
<td>86.3</td>
</tr>
<tr>
<td></td>
<td>$L_2$-norm</td>
<td>75.7</td>
<td>82.8</td>
</tr>
<tr>
<td></td>
<td>SNV-norm</td>
<td>85.1</td>
<td>90.5</td>
</tr>
</tbody>
</table>

As described in Section 3.4.2, the textural features were extracted and then concatenated with the spectral vector of the target pixel. By using the SVM-RBF model, we investigated the effect of adding the textural features into different types of spectral features (i.e., the joint features of spatial and spectral features). Thus, the investigated feature vectors are as follows: raw spectral with textures (raw texture), $L_2$ normalized spectral with texture ($L_2$-norm-texture), and SNV normalized spectral with texture (SNV-norm-texture). Table 2 shows the influence on the performance of adding these textural properties into the spectral response of the muscle types.

Table 2. Performance evaluations of the proposed combination of spectral feature vectors and textural features over each meat status.

<table>
<thead>
<tr>
<th>Meat Status</th>
<th>Feature Vector</th>
<th>$F_1$-Score</th>
<th>Overall Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lamb</td>
<td>Other</td>
</tr>
<tr>
<td>FSUP</td>
<td>Raw-texture</td>
<td>88.4</td>
<td>93.7</td>
</tr>
<tr>
<td></td>
<td>$L_2$-norm-texture</td>
<td>88.9</td>
<td>94.2</td>
</tr>
<tr>
<td></td>
<td>SNV-norm-texture</td>
<td>91.4</td>
<td>95.6</td>
</tr>
<tr>
<td>FSP</td>
<td>Raw-texture</td>
<td>76.2</td>
<td>82.3</td>
</tr>
<tr>
<td></td>
<td>$L_2$-norm-texture</td>
<td>80.2</td>
<td>87.5</td>
</tr>
<tr>
<td></td>
<td>SNV-norm-texture</td>
<td>84.1</td>
<td>90.6</td>
</tr>
<tr>
<td>FRUP</td>
<td>Raw-texture</td>
<td>79.1</td>
<td>85.2</td>
</tr>
<tr>
<td></td>
<td>$L_2$-norm-texture</td>
<td>79.2</td>
<td>86.1</td>
</tr>
<tr>
<td></td>
<td>SNV-norm-texture</td>
<td>86.9</td>
<td>92.5</td>
</tr>
<tr>
<td>FRP</td>
<td>Raw-texture</td>
<td>81.5</td>
<td>87.4</td>
</tr>
<tr>
<td></td>
<td>$L_2$-norm-texture</td>
<td>81.4</td>
<td>89.1</td>
</tr>
<tr>
<td></td>
<td>SNV-norm-texture</td>
<td>83.3</td>
<td>90.3</td>
</tr>
<tr>
<td>THUP</td>
<td>Raw-texture</td>
<td>81.8</td>
<td>87.4</td>
</tr>
<tr>
<td></td>
<td>$L_2$-norm-texture</td>
<td>85.1</td>
<td>91.3</td>
</tr>
<tr>
<td></td>
<td>SNV-norm-texture</td>
<td>91.9</td>
<td>95.7</td>
</tr>
</tbody>
</table>
4.2. Deep Learning-Based Classification Framework

Pertaining to the evaluation of the proposed CNN model, we used the dataset in Section 3.2. The training set of images were sampled into a set of samples by using the superpixel labelled images; after computing the superpixel, the corresponding centroid of each superpixel is obtained. We extracted a $3 \times 3 \times 255$ ($S = 3$ and $\lambda = 225$ as in Section 3.5.1) 3D window around the centroid of each superpixel in the training images. The first and last five bands were removed as described in Section 3.1 after reflectance calibration (the input range is between 0 and 1). In fact, the superpixels are only used to prepare the training samples; in testing, the same window size is selected around each pixel to predict the class of this pixel, which means that no preprocessing needs to be applied in the test phase.

In Section 3.5.1, the proposed CNN model has two inputs. For the first, we computed the mean spectrum of the selected windows and then reshaped it into $(1, 225)$. The second input is prepared as $(3, 3, 6)$ by masking the whole 3D window using the selected optimal bands. Table 3 summarizes the specifications of the proposed CNN model, which shows the species of each hidden layer including the kernel size in the convolution and pooling operations, padding and striding for down-up sampling, and the number of the extracted features from each convolution layer.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Kernel Size</th>
<th>Padding</th>
<th>Stride</th>
<th>Feature Maps</th>
<th>Output Size</th>
<th>Activation Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input 1 $(1 \times 225)$</td>
<td>1D-Conv $1 \times 24$</td>
<td>No</td>
<td>$1 \times 1$</td>
<td>10</td>
<td>$1 \times 202$</td>
<td>ReLU</td>
</tr>
<tr>
<td></td>
<td>Max pooling</td>
<td>2</td>
<td>No</td>
<td></td>
<td>$1 \times 101$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1D-Conv $1 \times 5$</td>
<td>No</td>
<td>$1 \times 2$</td>
<td></td>
<td>$1 \times 49$</td>
<td>ReLU</td>
</tr>
<tr>
<td>Input 2 $(3 \times 3 \times 6)$</td>
<td>3D-Conv $3 \times 3 \times 3$</td>
<td>Yes</td>
<td>$1 \times 1 \times 1$</td>
<td>5</td>
<td>$3 \times 3 \times 6$</td>
<td>ReLU</td>
</tr>
<tr>
<td></td>
<td>3D-Conv $3 \times 3 \times 1$</td>
<td>Yes</td>
<td>$1 \times 1 \times 1$</td>
<td>14</td>
<td>$3 \times 3 \times 6$</td>
<td>ReLU</td>
</tr>
<tr>
<td>Concatenation</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>1491</td>
<td>--</td>
</tr>
<tr>
<td>Fully Connected</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>96</td>
<td>ReLU</td>
</tr>
<tr>
<td>Classification</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>3</td>
<td>Softmax</td>
</tr>
</tbody>
</table>

The total number of trainable parameters is 145,322.

The proposed CNN model is a light-weight model where the total number of trainable parameters is 145,322. Thus, the network is easy to train and converge; this increases the probability of generalization on unseen samples.

At each hidden convolution layer, we applied rectified linear unit function (ReLU) to nonlinearity transformation for accelerating the training processes. In the classification layer (i.e., the output layer), the Softmax activation is used to produce the probabilities over the predefined 3 classes.

For training the model, we used mini-batch SGD with the backpropagation algorithm for minimizing the loss function in Equation (6) and updating the weights of each layer. The learning rate of SGD is set as 0.003. As we used a small learning rate and the training processes are repeated for 500 iterations (i.e., 500 epochs), we decided to add a momentum term into the weights updating criteria for accelerating the training processes, where the momentum value was set to 0.90. Figure 7 shows the loss of training and validation samples during the training iterations. The learning curve shows that the validation error converged after 300 iterations, while the training is still decreased, which means that the model learns generalized features and no overfitting accrues. Both of the losses are converged after 450 iterations; thus, the means of these final weights (i.e., the weights of last 50 iterations) were used as the final.

The performance of the proposed CNN model was evaluated by using the test images. We used the $F_1$ and overall accuracy to obtain the prediction stability of each class for overall classification. Table 3 shows the results of the proposed CNN model. The model achieves good accuracy independently of the state of the meat (i.e., fresh, frozen, thawed, and packed).
Two types of handcraft features were tested and evaluated by using the SVM model: spectral-based SNV normalization achieved 90.7% overall accuracy while both spectral and texture achieved 95.5% improvement in the accuracy of the other statuses; for example, in the case of THUP, only spectral with texture significantly enhances the accuracy for FSP and THUP meat statuses although there was no other combination (i.e., L\textsuperscript{2} types of spectral features, individually. The combination of SNV and texture outperformed the SVM model. Table 2 shows the performance of this model by adding the texture features into three of the tested red-meat.

Adding the textural features into the spectral features slightly improved the accuracy of the proposed CNN model. The performance of the proposed CNN model was evaluated by using the test images. We used the spatial size on the overall accuracy. Figure 8 shows the influence of the spatial size on the overall accuracy.

The proposed CNN model extracts a set of features crossing the spectral and spatial domains. In our experiments, we investigated the influence of the spatial window size (i.e., input 2 in our architecture in Table 3). We completed many experiments to optimize the best spatial size. The results show that the best spatial size is 3 × 3 in applying the model to our application (meat processing). Figure 8 shows the influence of the spatial size on the overall accuracy.

The proposed CNN model is a light-weight model where the total number of trainable parameters is 145,322. Thus, the network is easy to train and converge; this increases the probability of generalization on unseen samples.

In our experiments, we investigated the influence of the spatial window size (i.e., input 2 in our architecture in Table 3). We completed many experiments to optimize the best spatial size. The results show that the best spatial size is 3 × 3 in applying the model to our application (meat processing). Figure 8 shows the influence of the spatial size on the overall accuracy.

5. Analysis and Discussion

In this paper, we investigated several methods for detecting adulteration in red-meat products. Two types of handcraft features were tested and evaluated by using the SVM model: spectral-based features and joint spectral and spatial features (textural properties of the meat surface). The results from the only spectral response (as shown in Table 1) show that normalizing the raw spectral by SNV transformation performed better than L\textsuperscript{2} normalization and raw spectral in all meat states. However, it achieved poor results in the case of frozen-packed and thawed meat (84.1 and 90.7%, respectively) compared with the other meat states. These unbiased results suggest the model is invariant to the state of the tested red-meat.

Adding the textural features into the spectral features slightly improved the accuracy of the SVM model. Table 2 shows the performance of this model by adding the texture features into three types of spectral features, individually. The combination of SNV and texture outperformed the other combination (i.e., L\textsuperscript{2} norm and raw spectral). Combining the SNV normalization with the texture significantly enhances the accuracy for FSP and THUP meat statuses although there was no improvement in the accuracy of the other statuses; for example, in the case of THUP, only spectral with SNV normalization achieved 90.7% overall accuracy while both spectral and texture achieved 95.5%.
Also, the results of taking the texture properties into consideration show more reliability in terms of averaging the accuracy over all meat statuses compared with the model with only the spectral features.

The proposed deep CNN model achieved excellent results on the test samples. Table 4 shows the achieved results at each meat status. The best achieved accuracy is 96.1% when the meat was thawed. The accuracy of the CNN model provides better overall accuracy compared to the other investigated SVM models. Moreover, it provided more stability in the prediction of each class, where the \( F \) score increased for all classes. Also, the \( F_1 \) score of the OTHER class significantly increased overall; which means that the CNN model is more suitable for detecting the undesired meat (i.e., beef or pork), where this is the main objective of this article.

### Table 4. The performance of the proposed CNN at each meat status on the test set of images.

<table>
<thead>
<tr>
<th>Meat Status</th>
<th>( F_1 )-Score</th>
<th>Overall Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lamb</td>
<td>Other</td>
</tr>
<tr>
<td>FSUP</td>
<td>91.2</td>
<td>96.1</td>
</tr>
<tr>
<td>FSP</td>
<td>82.6</td>
<td>90.1</td>
</tr>
<tr>
<td>FRUP</td>
<td>92.3</td>
<td>96.1</td>
</tr>
<tr>
<td>FRP</td>
<td>89.7</td>
<td>94.8</td>
</tr>
<tr>
<td>THUP</td>
<td>93.2</td>
<td>96.2</td>
</tr>
</tbody>
</table>

Table 5 provides a comprehensive comparison between the investigated models. In Table 5 the averaging overall accuracies of all meat statuses are provided. Clearly, the results show that the CNN model outperforms the other models, at each meat status, in terms of overall accuracy and the \( F \) score for all classes. For example, SNV-norm-texture has the best results (92.8% overall accuracy), compared with the other feature vectors, when it is used as a features vector for the SVM model. The proposed CNN model significantly increases the overall accuracy to 94.4%.

### Table 5. Performance evaluation of all proposed models on average of all meat statuses (i.e., summarizing FSUP, FSP, FRUP, FRP, and THUP).

<table>
<thead>
<tr>
<th>Model</th>
<th>Feature Vector</th>
<th>( F_1 )-Score</th>
<th>( F_1 )-Score (Average)</th>
<th>Overall Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM Spectral-based</td>
<td>Raw spectral</td>
<td>80.3</td>
<td>86.7</td>
<td>96.6</td>
</tr>
<tr>
<td></td>
<td>L_2-norm</td>
<td>80.2</td>
<td>86.2</td>
<td>98.0</td>
</tr>
<tr>
<td></td>
<td>SNV-norm</td>
<td>86.4</td>
<td>91.1</td>
<td>97.6</td>
</tr>
<tr>
<td>SVM Texture-based</td>
<td>Raw-texture</td>
<td>81.4</td>
<td>87.2</td>
<td>98.0</td>
</tr>
<tr>
<td></td>
<td>L_2-norm-texture</td>
<td>83.0</td>
<td>89.6</td>
<td>97.9</td>
</tr>
<tr>
<td></td>
<td>SNV-norm-texture</td>
<td>87.5</td>
<td>92.9</td>
<td>98.1</td>
</tr>
<tr>
<td>CNN Deep learning-based</td>
<td>1D-CNN and 3D-CNN</td>
<td>89.8</td>
<td>94.7</td>
<td>98.4</td>
</tr>
</tbody>
</table>

Selecting the best of the proposed model depends on the robustness of the model to be invariant related to the meat status, the ability to detect the undesired meat (i.e., the adulteration situation), and the simplicity of the model. The results show that the proposed CNN model satisfies these conditions where it performed better in the average overall accuracy. In addition, we analyzed the variation in the accuracies over all statuses; Figure 9 shows the standard deviation of the accuracies for all meat states. The CNN model had the lowest standard deviation compared with the other models; for example, SVM with SNV-texture has 2.31 standard deviation. This result means that the performance of the CNN model is more stable compared with the others.
Table 5. Performance evaluation of all proposed models on average of all meat statuses (i.e., summarizing FSUP, FSP, FRUP, FRP, and THUP).

<table>
<thead>
<tr>
<th>Model Feature Vector</th>
<th>F1-Score</th>
<th>F1-Score (Average)</th>
<th>Overall Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM Spectral-based</td>
<td>80.3</td>
<td>86.7</td>
<td>96.6</td>
</tr>
<tr>
<td>SVM L2-norm</td>
<td>80.2</td>
<td>86.2</td>
<td>98.0</td>
</tr>
<tr>
<td>SVM SNV-norm</td>
<td>86.4</td>
<td>91.1</td>
<td>97.6</td>
</tr>
<tr>
<td>SVM Texture-based</td>
<td>81.4</td>
<td>87.2</td>
<td>98.0</td>
</tr>
<tr>
<td>SVM L2-norm-texture</td>
<td>83.0</td>
<td>89.6</td>
<td>97.9</td>
</tr>
<tr>
<td>SVM SNV-norm-texture</td>
<td>87.5</td>
<td>92.9</td>
<td>98.1</td>
</tr>
<tr>
<td>CNN Deep learning-based</td>
<td>89.8</td>
<td>94.7</td>
<td>98.4</td>
</tr>
</tbody>
</table>

Figure 9. The standard deviation (STD) of overall accuracies of each model over all investigated meat conditions (i.e., FSUP, FSP, FRUP, FRP, and THUP).

The visual results in Figure 10 show the robustness of the proposed CNN model. In Figure 10, we see that the detection of the undesired muscles is significantly improved; the visual comparison between SVM and CNN shows that the detection of OTHER class is more accurate and the edges between the meats types are well maintained.

Figure 10. Visualization results (classification maps) of the SVM and CNN models provide a visual comparison between the models that have the highest accuracy (i.e., SVM with combining the texture and SNV norm, and the deep learning model with combining 1D and 3D CNN networks). The colours Red, Green, and Blue represent classes LAMB, OTHER (beef or pork), and FAT, respectively.

In addition to the robust performance of the CNN model, the model is simple and it is able to extract intelligent features from the raw input image. The SVM model used a handcraft feature; that is, a strong preprocessing (i.e., normalization) and manual feature extraction (i.e., superpixel and texture). Also, the CNN model does not need any preprocessing and pre-segmentation, because the superpixels were used only in the training stage. Thus, due to its simplicity, the CNN model is more suitable for any real-time applications, and the fitted model can be applied instantly to collect new hyperspectral images.
6. Conclusions

Adulteration of red-meat products is an increasing concern to the industry. In this work, we investigated the robustness of hyperspectral imaging systems for detecting adulteration independently of the state of the products (fresh, packed, frozen, or thawed). Different types of spectral and spatial features were investigated by using SVM model-based and deep learning-based approaches. The deep learning approach included a combination of several layers of 1D and 3D convolution operations. The quantitative analysis shows that the proposed CNN model outperformed the state-of-the-art models by achieving an average overall accuracy of 94.4%. Also, the results show that the CNN model is stable and fairly invariant to the meat status. Moreover, the CNN is simpler than the SVM in terms of extracting features and testing time. The CNN model is able to handle raw input images without any preprocessing or pre-segmentation methods.
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