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Abstract: In recent years, with the development of unmanned platforms, unmanned surface vehicles
(USV) are attracting more and more attention. Compared to ordinary ships, USV have a smaller
volume and faster speed, so their collision avoidance system (CAS) should have better responsiveness
and stability. The paper describes a method that is based on finite control set model predictive
control (FCS-MPC). A finite control set is generated by more practical control commands: the thruster
speed and propulsion angle of the USV. The method is conceptually and computationally simple and
yet quite versatile, as it can account for the dynamics of the USV, steering and propulsion system.
Based on the theory of FCS-MPC, a safe and fast CAS is proposed, and it is verified in different
static and dynamic environments. The real environment model for collision avoidance is established
by extracting the environment data from the electronic chart. The result shows that the method is
effective and can control the USV to sail safely and quickly in complex real scenarios with multiple
dynamic obstacles.
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1. Introduction

As a device for monitoring the marine environment, protecting marine rights and modern
military weapons, the unmanned surface vehicle (USV) has a wide range of application prospects
and has become a hot research topic for intelligent ships [1]. In the complex marine environment
conditions, dynamically autonomous collision avoidance is the premise and foundation for the USV to
navigate safely and successfully accomplish the assigned tasks [2]. It is also one of the key research
contents of the automatic decision-making in USV intelligent control technology.

In recent years, some scholars’s research interest in the development of USV has increased.
Collision avoidance is one of the major areas in this field. With the development of research, more and
more papers rely on the real environment. Yang et al. used the finite angle A-Star algorithm (FAA*) to
solve the path planning problem of USV in real satellite thermal images [3]. Kim et al. suggested a grid
map-based on the Theta* algorithm to create paths in real-time, considering both the yaw rate and
course angle of USV [4]. Combining global path planning with local path planning, the shortcut Dijkstra
algorithm and modified artificial potential field (APF) algorithm were used for the vessel’s navigation
in [5]. After, [6] improved the global path planning, that is the artificial potential field-ant colony
optimization (APF-ACO) obstacle-avoidance algorithm. Based on the Voronoi diagram and Fermat’s
spiral, [7] produced the path in real time, which steered the vessel course by an indirect adaptive
line-of-sight (LOS) guidance algorithm. Campbell integrated obstacle detection, risk assessment and
path planning (avoidance) tasks. The detection system is based on a vision-LiDAR (light detection
and ranging) system, and the Rule-based Repairing A-Star (R-RA*) algorithm is adopted in path
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planning [8]. Kuwata et al. [9] completed the task of safe maritime autonomous navigation by using
the velocity obstacles (VO) method. The environmental information of the works in [3–6] was obtained
from satellite images, and that of [8,9] from cameras or sonar. As previously mentioned, although
many papers choose satellite images, some invisible information, such as reefs, ocean depth, and so on,
does not exist. The observing ability of cameras and sonar will also be affected by light and shocks,
resulting in their small observation range and low accuracy. Therefore, the paper is based on the
environmental information from the electronic chart.

Generally, the collision avoidance system (CAS) requires the vessel to finish the task safely, stably
and rapidly, i.e., attainability, safety, stability and rapidity [2]. For high speed USV, [10] proposed
a local reaction avoidance method. However, we find that the realization of CAS is divided into
path planning and the control system. If the control and planning are combined into an algorithm,
the real-time performance of the algorithm will be greatly improved to meet the needs of collision
avoidance for USV. Therefore, we need an approach that employs ideas from optimization-based
control and that can take into account the motion characteristics of the vessel. Model predictive control
(MPC) is increasingly being applied to vehicle navigation problems [11,12]. It has been combined
with path planning to achieve online stability and robustness [13,14]. This was accomplished by the
constant re-planning path process at each time, then applying the initial control related to the chosen
trajectory to the vehicle [15]. In the literature on robust MPC, the concept of optimization of a finite
control set is well known, e.g., [15,16]. The finite control set model predictive control (FCS-MPC)
algorithm has the advantages of direct control and easy handling of system constraints [17–19]. In [18],
the collision avoidance of a ship was realized with MPC. Compared with ordinary ships, USV have a
smaller volume and faster speed, so their CAS should have better responsiveness and stability.

In summary, the contributions of this paper are that, firstly, the theory of FCS-MPC is introduced
into the collision avoidance of the USV, and the combination of path planning and the control system is
realized to improve the safety and rapidity of collision avoidance for the USV; secondly, combining the
characteristics of USV and the theory of FCS-MPC, a safe and fast CAS is proposed; thirdly, it is more
practical as the output of CAS is the thruster speed and propulsion angle, instead of force and torque;
finally, the CAS is verified in different static and dynamic environments, and the real environment
model of collision avoidance is established from the electronic chart.

The rest of the paper is organized as follows. Section 2 introduces the hierarchical structure
and technology of the USV system. Section 3 establishes the mathematical model of the USV and
applies the FCS-MPC method to CAS. Section 4 is the simulation result verification. Finally, Section 5
concludes the paper, summing up comments and future works about the CAS of USV.

2. The Overview of the System Structure and Technology

The Lanxin USV is a small unmanned mobile platform above water of Dalian Maritime University,
which has many functions such as maritime rescue, marine monitoring, water sampling, and so
on [20]. As a new type of intelligent marine equipment, it is equipped with many types of equipment,
such as radar, camera, differential global positioning system (DGPS) navigation sensor, automatic
identification system (AIS), etc. The radar, DGPS and AIS were provided by Simrad; the camera is
by Hikvision; and the supplier of the host propeller was Mercury Marine. The information of these
devices will be transmitted to STM32 (32-bit microcontroller integrated circuits by STMicroelectronics)
and a computer, in which the CAS is implemented. The Lanxin USV is shown in Figure 1.
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Figure 1. The Lanxin USV. AIS, automatic identification system.

In the paper, the Lanxin USV is used as the research object. Figure 2 describes the hierarchical
structure of the USV system. The structure consists of four layers, which are the perception layer,
task layer, decision layer and execution layer.

Figure 2. The hierarchical structure of the Lanxin USV system. FCS, finite control set.

The perception layer acquires environmental information including global and local information
from the electronic chart and radar. The task layer arranges the mission of the USV based on the
requirements. In general, a task can be defined as a set of path points in environmental information.
According to the task and environmental information, the third layer, that is the decision layer, updates
the appropriate control commands to complete the mission by FCS-MPC. The generated control
commands will be passed to the execution layer, to calculate the specific trajectory for the USV. In order
to minimize system error, the real-time state information (velocity, position) is fed back to the decision
layer to modify the control commands by the state awareness system. The structure is a closed loop
system to ensure the safety of the USV.
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From the whole structure of the USV to analyze, the decision layer is very important, and it serves
as a link between the other three layers. In the decision layer, the most important task of CAS is to
avoid collisions. In addition to the collision avoidance task, the CAS also needs to reach the required
target point according to the mission. There are multiple objectives that need to be optimized, such
as distance, speed, etc. The ultimate goal is to make the USV accomplish tasks as quickly and safely
as possible.

Although many research works have also been carried out on collision avoidance of some
unmanned platforms (unmanned ground vehicle [21,22], unmanned aerial vehicle [23], autonomous
robot [24], etc.), in contrast, only a few articles have studied USV. This is possibly due to the
relatively complex ocean environment and the robustness of the USV control system. Therefore,
the challenge of CAS research is to propose a practical collision avoidance algorithm for USV in the
real marine environment.

3. Collision Avoidance Based on the Finite Control Set Model Predictive Control Method

3.1. Mathematical Model of USV Plane Motion

The mathematical model of the Lanxin USV plane motion is described by the nonlinear equations
of motion for a three-degree of freedom (3-DOF) planar model about a surface vessel, where the
motions in heave, roll and pitch are neglected [25]. The kinematics of the vessel can be written as:

ẋ = u cos ψ− v sin ψ

ẏ = u sin ψ + v cos ψ

ψ̇ = r
, (1)

where (x, y) denote the position of the center of mass, ψ is the course angle of the vessel in the inertial
reference frame, (u, v) are the surge and sway velocities, respectively, and r denotes the yaw rate of the
vessel in the body-fixed frame.

Assume that:

• The sea environment is calm, so the disturbances caused by environmental factors such as wind,
wave and current are neglected;

• The USV is symmetrical, and its barycenter coincides with the geometric center, that is the inertia,
added mass and damping matrices are diagonal.

In the process of collision avoidance, the propulsion angle δ sometimes requires a larger value,
so the influence of sway thrust τv should be considered [26]. The simplified dynamic model of the
surface vessel is used to describe [27,28]:

u̇ = m22
m11

vr− d11
m11

u + 1
m11

τu

v̇ = −m11
m22

ur− d22
m22

v + 1
m22

τv

ṙ = m11−m22
m33

uv− d33
m33

r + 1
m33

τr

, (2)

where mii are given by the vessel inertia and the added mass effects, dii are given by the hydrodynamic
damping and (τu, τv, τr) are the surge thrust, sway thrust and yaw moment.

Additionally [26,29]: 
τu = T cos(δ)
τv = T sin(δ)
τr = T sin(δ)L/2

T =
(
1− tp

)
ρn2D4

pKT

(3)
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where δ is the propulsion angle, T is the thrust produced by the thruster and L is the vessel length.
In the calculation of thrust, tp, ρ, n, Dp and KT are the reduction coefficient, sea water density, thruster
speed, propeller diameter and thrust coefficient, and other quantities except thruster speed n are
constant. Therefore, the δ and n are the inputs of the model.

In general, the response model of the steering process is considered as a first-order inertia link [29].
However, the thruster steering of the surface vessel is completed by the stern control system with high
sensitivity and quick action. After analyzing the actual data collected from the experimental process,
the steering gear response model can be regarded as a second-order system [30].

δ̈ + 2ζωn δ̇ + ω2
nδ = Kω2

nδr (4)

Here, (ωn, ζ, K) are the natural frequency, damping ratio and proportionality coefficient of the
second-order system, δr is the command propulsion angle and |δ| ≤ 30◦ is the propulsion angle range.

3.2. Finite Control Set Model Predictive Control of CAS

The FCS-MPC is an optimal control algorithm [19]. Based on the USV input function combination
(control set) being limited, through the prediction model, the output of the CAS is calculated by using
the traversal method in a control cycle, and the combination of the input function that makes the
designed evaluation function optimal is applied to the actuator of USV.

Figure 3 shows the principle of the CAS based on FCS-MPC. The USV prediction model fp{X, S}
is constructed according to the relationship between the state quantity X and input the function
combination S of USV. At time tk, use the state quantity X(tk) and the i-th input function combination
Si to calculate the predicted value of the state quantity Xpi(tk+j) at the next prediction horizon under
the action of Si, that is Xpi(tk+j) = fp{X(tk), Si}, i = 1, 2, · · · , c, where c is the number of all valid input
function combinations for the USV, j = 1, 2, · · · , tp, and tp is the prediction horizon. The subscript
pi of the variable symbol refers to the predicted value under the action of the Si. According to the
requirements of CAS, i.e., attainability, safety, stability and rapidity, the evaluation function fe{Xpi, Si}
of the system is constructed. Finally, the control behavior combination So(o ∈ {1, · · · , c}) that makes
the function fe optimal is applied to the vessel.

Figure 3. The CAS based on FCS-MPC.

3.3. Control Behaviors and Prediction of USV Trajectory

With the FCS-MPC method, the optimal control behavior can be obtained under the constraints of
the environment and the dynamics. In order to predict vessel motion under different control behaviors,
the 3-DOF planar dynamics model fp{X, S} of the USV is adopted, and the state quantity X of the
USV is:
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X = [x, y, ψ, u, v, r]T . (5)

In order to improve the system performance, the finite control set S should be as wide as possible
in the computing time. In the USV system, the thruster speed n and propulsion angle δr form the finite
control set S. The performance of the actuator of the USV is limited, such as the maximum propulsion
angle δm, the maximum thruster speed nm and the change rate δ̇ and ṅ of the propulsion angle and
thruster speed. At time tk, δ̇ and ṅ are used to calculate the range of finite control set S within discrete
time ∆t as:

Sm = {δr ∈ [−δm, δm], n ∈ [0, nm]}

S =

{
(δr, n)

∣∣∣∣∣ δr ∈ [δ− δ̇∆t, δ + δ̇∆t]
n ∈ [n− ṅ∆t, n + ṅ∆t]

}
.

(6)

The maximum number of control input combinations is c =
(
2δ̇∆t/δd

)
× (2ṅ∆t/nd), where δd

and nd are the discrete propulsion angle and thruster speed. That is to say, the CAS has the most c
kinds of effective control behaviors within discrete time ∆t.

When reducing the value of δd and nd, the control behavior will be more detailed, but this will
cause too much computation. Therefore, there is a balance between the discrete number of control
behavior and the discretization of high fidelity time, prediction horizon, ship model complexity,
control update interval and computation waiting time. In addition, a very useful feature of these
control behaviors is that they represent meaningful actions when the control behavior remains constant
throughout the prediction horizon.

3.4. Evaluation Function

According to the four requirements (attainability, safety, stability and rapidity) of the CAS,
the paper proposes the evaluation function fei(Xpi, Si) of CAS, where some sub-functions, i.e.,
f1(Xpi, Si), f2(Xpi, Si), f3(Xpi, Si) and f4(Xpi, Si), correspond to the requirements, respectively.
Considering that the independent variables in evaluation function fe are discrete variables, this
situation will lead to a discontinuous evaluation function, and some sub-functions in the evaluation
function are dominant. Hence, the normalized method is used to eliminate this problem, e.g., the first
normalized sub-function is:

f̄1(Xpi, Si) =
f1(Xpi, Si)

∑c
i=1 f1(Xpi, Si)

. (7)

Moreover, with the importance of the CAS requirements, different weights (α, β, γ, λ) are assigned
to each evaluation sub-function. The i-th evaluation function is:

fei(Xpi, Si) = α · f̄1(Xpi, Si) + β · f̄2(Xpi, Si) + γ · f̄3(Xpi, Si) + λ · f̄4(Xpi, Si). (8)

CAS chooses the control command So, which can obtain the maximum value of the evaluation
function. The sub-functions are defined as follows:

• Attainability Sub-function f1(Xpi, Si)

The first requirement of CAS is to complete the task, i.e., one or more target points from the task
layer. If the course keeps pointing to the target point, which is called the navigation angle, the vessel
will eventually arrive at the target point with the shortest distance. Thus, we can use the difference
angle θpi between the navigation angle and the predicted course ψpi to evaluate the attainability of Xpi,
which is illustrated in Figure 4.
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Figure 4. Description attainability sub-function.

However, with the increase of difference angle θpi, the attainability will be reduced. This is
contrary to the optimal value of the evaluation function, that is the θpi can only describe the attainability
indirectly. The attainability sub-function is:

f1(Xpi, Si) = π − θpi. (9)

• Safety sub-function f2(Xpi, Si):

In order to ensure the safety of the system, the vessel runs away from all obstacles in the
surrounding environment as far as possible. The distance between the vessel and the nearest obstacle
can describe the security of the USV. The safety sub-function f2(Xpi, Si) is:

doi
k =

∣∣Xpi − Xok
∣∣

f2(Xpi, Si) =
z

min
k=1

{
doi

k
} , (10)

where doi
k is the distance between predicted USV state Xpi and the k-th obstruction Xok, z is the

number of obstructions within doi
k ≤ dr and dr is the distance range that takes security into account.

If doi
k > dr, doi

k is considered equal to dr.
Moreover, considering the motion characteristics of the vessel, stopping distance dstop should also

be considered, and it is the process of slowing down from the current speed V to stopping according
to the acceleration V̇. The distance is calculated by:

di
stop = Vpi

2/(2 · V̇pi). (11)

Therefore, when di
stop > f2(Xpi, Si), the i-th control behavior Si can be excluded.

• Stability sub-function f3(Xpi, Si):

Because the instability of the vessel is mainly caused by the sharp alteration of course, it is
necessary to avoid the occurrence of a large propulsion angle δ, that is the stability sub-function is:

f3(Xpi, Si) = δm − |δi| . (12)

• Rapidity sub-function f4(Xpi, Si)
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The speed V of the vessel can be used to describe the rapidity, that is:

f4(Xpi, Si) = Vpi. (13)

According to the importance of each sub-function, we adjust the weight value and select the
optimal control command, so that the vessel can accomplish tasks safely, stably and quickly.

4. Simulation Study and Results

In order to verify the feasibility of the proposed CAS, simulation experiments are carried out in
two different environments. The first simulation experiment is carried out in a complex environment
and tested in a static and a dynamic environment, respectively. The second experiment is based on the
establishment of the real environment model with multiple dynamic obstacles. Table 1 is the parameter
information of the USV and CAS. The dynamic obstacles are obtained by environmental awareness
equipment, such as radar, etc., and the detection area is set to a circle with the USV as the center and a
radius of 250 m.

All of the simulation results are presented by time-dependent motion sequences. The algorithm
has been coded in MATLAB 2010(b), and simulations were run on a computer with a Core i7 3.6 GHz
processor and 4 GB of RAM.

Table 1. Parameter information about the USV and CAS.

Parameter Value Units

USV

Initial speed of USV 0.0 (0.0) m/s (kn)
Initial thruster speed 0.0 r/min

Maximum thruster speed 66.7 (4000) r/s (r/min)
Change rate of thruster speed 6.7 r/s2

Discrete thruster speed 1.7 (100) r/s (r/min)
Initial propulsion angle 0.0 ◦

Maximum propulsion angle 30.0 ◦

Change rate of propulsion angle 5.0 ◦/s
Discrete propulsion angle 1.0 ◦

CAS

Detection area 250.0 m
Distance range 200.0 m

Prediction horizon 15.0 s
Control update interval 1.0 s

Weight of evaluation function (0.70, 1.50, 1.50, 0.50) –

4.1. Collision Avoidance in a Complex Environment

In this test, in order to simulate an area having enough space for the USV to avoid collisions,
the dimensions of the area constructed are 1100 m × 1100 m. In Figure 5, the static obstacles are
50 randomly generated circular obstacles, the radius of which is from 10 m to 60 m. The static
environment is more complex than practice. The starting point for the USV is marked as a red ’+’
marker. Considering the fact that it is unreasonable to set the end point of the USV as a point, the end
area is set to a red circular region with a radius of 35 m.

In Figure 5, the whole process of the USV from the starting point to the ending area is guided
by the FCS-MPC algorithm according to the dynamics of the USV. Figure 5a,b describes the starting
process of the USV. In Figure 5c,d, the USV reduces its speed by taking into account the risk of the
region to be passed and accelerates after passing. In Figure 5e,f, in order to achieve reaching of the
ending area, the yaw rate of the USV reaches a larger value, and the speed will decrease accordingly
due to the influence of motion characteristics. Figure 5g,h describes the process of the USV arriving at
the ending area.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5. Demonstration diagram of the USV in a static environment. (a) Time 1 s; (b) Time 18 s;
(c) Time 83 s; (d) Time 93 s; (e) Time 113 s; (f) Time 126 s; (g) Time 143 s; (h) Time 168 s.

On the basis of static environment simulation, two dynamic obstacles (circles with a radius
of 20 m) are added. The information of dynamic obstacles is as shown in Table 2, and the values of
other parameters are consistent with the static environment.

Table 2. The information of the dynamic obstacles.

Start Point (m) Start Time (s) Velocity (m/s) Speed (kn)

Dynamic Obstacle 1 (300, 500) 15 (6, −6) 16.5
Dynamic Obstacle 2 (600, 700) 40 (0, −10) 19.4

In Figure 6, the Number 1 and 2 cyan circles represent Dynamic Obstacles 1 and 2.
Dynamic Obstacle 1 enters the detection area and becomes magenta at 39 s. When the time is 55 s,
Dynamic Obstacle 1 and the USV form a crossing situation, forcing the USV to decelerate. The USV
completely avoids Dynamic Obstacle 1 at 62 s. After 78 s, Dynamic Obstacle 1 leaves the detection
area. At 93 s, Dynamic Obstacle 2 is detected by CAS in the detection area. Dynamic Obstacle 2 and
USV form a head-on situation. During the time period 93-104 s, USV avoids Dynamic Obstacle 2, and
at 174 s, it successfully reaches the ending area. In Figure 6j, the blue solid curve is the track in the
dynamic environment, and the blue dashed curve is in the static environment.

Table 3 and Figure 7 display the evaluation index and compare the graph of the main parameters
between static and dynamic environments. Figure 7a–d shows the control input (thruster speed and
command propulsion angle) and state output (the speed and course) of the USV during the whole
process. In the two tests, the USV and thruster should adjust their speed according to the risk level
under the premise of keeping the maximum speed during sailing time. In addition, the maximum size
of the command propulsion angle is 16◦ in static and dynamic environments, which is far less than 30◦,
so the system is stable. Figure 7e shows the computing time of CAS, and the maximum computation
time is 0.22 s, far less than the update time of 1.0 s. Figure 7f displays the distance between obstacles
and the USV in the distance range. In the static environment, the minimum and average of the distance
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are 12.2 m and 60.2 m, and they are 14.9 m and 72.8 m in the dynamic environment. It can be seen that
the system is safe in the two tests.

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j)

Figure 6. Demonstration diagram of the USV in the dynamic environment. (a) Time 15 s; (b) Time 39 s;
(c) Time 55 s; (d) Time 62 s; (e) Time 78 s; (f) Time 93 s; (g) Time 96 s; (h) Time 104 s; (i) Time 117 s;
(j) Time 174 s.

Table 3. Results of the evaluation index comprised of two tests in the simulation environment.

Environment Index Speed of
USV (m/s)

Thruster Speed
(r/min)

Propulsion Angle
(◦)

Computation Time
(s)

Distance
(m)

static
maximum 11.1 4000 8.0 0.22 111.5
minimum 0.0 0 −16.0 0.09 12.2
average 8.3 3375 −0.5 0.14 60.2

dynamic
maximum 11.1 4000 10.0 0.21 135.5
minimum 0.0 0 −16.0 0.09 14.9
average 8.4 3389 0.4 0.14 72.8
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(a) (b)

(c) (d)

(e) (f)

Figure 7. Evaluation results in the simulation environment. (a) Speed of the USV; (b) course of the
USV; (c) thruster speed; (d) command propulsion angle; (e) computation time; (f) distance between
obstacles and the USV.

4.2. Collision Avoidance in a Real Environment

4.2.1. Environmental Assumptions

The improved GoodWin ship domain model by Davis expands the USV into a circle with a radius
RUSV of half ship length [31]. According to Equation (14), the radius RObst of the obstacle is further
expanded to RRUO.

RRUO = RUSV + RObst (14)

In this way, the USV can be regarded as a particle, as shown in Figure 8. Therefore, the collision
avoidance problem of the USV is converted to the expanded obstacle avoidance of the particle.

In addition, the height information in the environment is removed, considering only the
two-dimensional (2D) plane environment. Therefore, the motion of the USV can be regarded as
the particle motion in the plane environment.
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Figure 8. The expanded obstacle.

4.2.2. Actual Marine Environment Model

The outer sea area of the harbor basin at Dalian Maritime University is selected as the marine
environment modeling area. The marine environment in the electronic chart is shown in Figure 9.
The electronic chart is provided by the Electronic Chart Display and Information System (ECDIS) of
Dalian Maritime University.

Figure 9. The marine environment in the electronic chart.

There are islands and coastlines in the electronic chart. It is very necessary to deal with the
coastline. To determine whether there is convex areas in the coastline, these areas are considered as
islands. After excluding the convex region, the coastline is fitted as a line segment, and the farthest
point of the coastline is calculated. The circumcircle of the farthest point and two ends of the fitted line
segment is the approximate circle of the coastline, as shown in Figure 10.

Figure 10. The coastline model after treatment.
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These islands can be approximated as circles, for which the center point (rx, ry) and radius r0 are
calculated by: {

rx = r0 + xmin

ry = r0 + ymin

r0 =
√
[(xmax − xmin)/2]2 + [(ymax − ymin)/2]2

, (15)

where xmax, xmin and ymax, ymin are the maximum and minimum values of the islands on the x and y
axes of the image coordinate system, respectively.

The simulated marine environment is shown in Figure 11.

Figure 11. The expanded obstacle.

Now, the environment model is completed, which provides the foundation for the CAS in the
real environment.

4.2.3. Simulation Verification

Due to open water not being suitable to verify the effectiveness of the algorithm, in order to
make the environment more complex, we reduce the map by five times. In Figure 12, the static
obstacles include islands and coastlines, which expand as circular obstacles required by the algorithm.
The starting and ending (goal) points for USV are marked as red ‘S’ and ‘G’markers. In order to better
simulate the real situation, the starting point and ending area are on the coastline. With the same
algorithm parameters of the first simulation experiment, the USV starts sailing in the static sea area
and safely enters the ending area. Figure 12 is the final result.

Figure 12. The simulation final result in the static sea environment.
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Then, five dynamic obstacles are added into the environment, and their information is in Table 4.
Compared to the simulation environment, the real environment is relatively simple. Therefore,
we increase the number of dynamic obstacles with different velocities.

Table 4. The information of dynamic obstacles.

Start Point (m) Start Time (s) Velocity (m/s) Speed (kn)

Dynamic Obstacle 1 (600, 100) 20 (−10, 0) 19.4
Dynamic Obstacle 2 (550, 250) 40 (−5, −5) 13.7
Dynamic Obstacle 3 (1000, 50) 50 (−3, −10) 20.3
Dynamic Obstacle 4 (1150, 700) 100 (−1, 3) 6.1
Dynamic Obstacle 5 (1050, 1100) 130 (5, −5) 13.7

In Figure 13, from 38 s–56 s, the USV continuously evades Dynamic Obstacles 1 and 2. At 83 s, by
reducing its speed, the USV avoids collision with Dynamic Obstacle 3. When the time is 126 s, because
the speed of the USV is far greater than Dynamic Obstacle 4, they form the overtaking situation,
and the CAS takes the option of steering without slowing down. Then, at 149 s, Dynamic Obstacle 5
and USV form the head-on situation, and the USV continues to alter about its course and avoids the
obstacle. After 159 s, the USV avoids all obstacles, and at 237 s, it successfully reaches the ending area.
Figure 13k shows the comparison of the final trajectories in the two environments.

The evaluation index and compared graph of the main parameters are shown in Table 5 and
Figure 14. In the two environments, the evaluation index is almost the same, except for the propulsion
angle and distance in Table 5. In the two environments, before encountering dynamic obstacles, the
speeds of the USV and thruster are the same, and they can maintain a high speed, as in Figure 14a,c.
From Figure 14d, the propulsion angles are also the same before collision avoidance, and as the ending
area is in the rear side of the USV initial state, the propulsion angle reaches the maximum value of
20◦, which is the adjustment process of the algorithm. During the collision avoidance, the size of the
command propulsion angle is less than 10◦, and the static environment is less than 7◦. Figure 14e
displays the computing time of CAS. The maximum computing time is 0.21 s, which is far less than
the update time of 1 s. Figure 14f displays the distance between the obstacles and USV in the distance
range. Because the starting point and ending area are on the edge of the obstacles, the distance is
smaller at the start and end of the simulation. When calculating the distance index, we exclude the
start and end stage, that is 1–18 s and 150–217 s in the static environment and 1–18 s and 172–237 s in
the static environment. During the collision avoidance, the minimum distances from the five dynamic
obstacles are respectively 37.4 m, 19.2 m, 134.7 m, 99.4 m and 16.7 m, and sufficient security distance is
guaranteed. In a real environment, the USV can avoid coastlines, islands and dynamic obstructions.
This result is consistent with the simulation environment. The algorithm can guarantee the fast, stable
and safe navigation of the USV in real time.

Table 5. Results of the evaluation index comprised of two tests in a real environment.

Environment Index Speed of
USV (m/s)

Thruster Speed
(r/min)

Propulsion Angle
(◦)

Computation
Time (s)

Distance
(m)

static
maximum 11.1 4000 20.0 0.21 200.0
minimum 0.0 0 −4.0 0.09 75.1
average 7.9 3153 1.7 0.13 116.3

dynamic
maximum 11.1 4000 20.0 0.21 172.4
minimum 0.0 0 −10.0 0.09 16.7
average 7.7 3117 2.1 0.14 97.6
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Figure 13. Demonstration diagram of the USV in a dynamic real environment. (a) Time 1 s; (b) Time
38 s; (c) Time 46 s; (d) Time 56 s; (e) Time 83 s; (f) Time 92 s; (g) Time 126 s; (h) Time 149 s; (i) Time 159
s; (j) Time 192 s; (k) Time 237 s.

(a) (b)

Figure 14. Cont.
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(c) (d)

(e) (f)

Figure 14. Evaluation results in a real environment. (a) Speed of the USV; (b) course of the USV;
(c) thruster speed; (d) command propulsion angle; (e) computation time; (f) distance between the USV
and the collision area.

5. Conclusions

The paper has proposed a collision avoidance control method for the autonomous navigation
of a USV in complex and real environments. In previous research, the CAS was divided into path
planning and a control system. However, in practical applications, this structure will cause a delay of
collision avoidance due to information asynchrony, which is very serious in the problem of real-time
collision avoidance. Therefore, it is very necessary to consider the integration of path planning and the
control system into one system. To solve the problem, the theory of FCS-MPC is introduced into the
CAS of the USV. The proposed CAS has some advantages such as a concise form, rapidity and easy
handling of system constraints. In addition, the finite control set is generated by more practical control
commands: the thruster speed and propulsion angle of the USV, which is more in accordance with the
engineering requirements. The simulation experiments verify the computational speed and security of
the proposed CAS in complex real scenarios with multiple dynamic obstacles.

In the application prospects, this research would provide more reliable CAS for the automatic
sailing of a USV. In the next step, the practicability of CAS can be further increased for a real
ship experiment. First, the environmental model directly adopts the actual shape of the obstacles,
without assuming an ideal shape. Second, considering that the sea environment is complicated
and changeable, it is very necessary to consider collision avoidance under the sea environmental
interference. Thirdly, the Convention on the International Regulations for Preventing Collisions at Sea
(COLREGs) should be followed by CAS.
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