Air-Sea Exchange of Legacy POPs in the North Sea Based on Results of Fate and Transport, and Shelf-Sea Hydrodynamic Ocean Models
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Abstract: The air-sea exchange of two legacy persistent organic pollutants (POPs), γ-HCH and PCB 153, in the North Sea, is presented and discussed using results of regional fate and transport and shelf-sea hydrodynamic ocean models for the period 1996–2005. Air-sea exchange occurs through gas exchange (deposition and volatilization), wet deposition and dry deposition. Atmospheric concentrations are interpolated into the model domain from results of the EMEP MSC-East multi-compartmental model (Gusev et al, 2009). The North Sea is net depositional for γ-HCH, and is dominated by gas deposition with notable seasonal variability and a downward trend over the 10 year period. Volatilization rates of γ-HCH are generally a factor of 2–3 less than gas deposition in winter, spring and summer but greater in autumn when the North Sea is net volatilizational. A downward trend in fugacity ratios is found, since gas deposition is decreasing faster than volatilization. The North Sea is net volatilizational for PCB 153, with highest rates of volatilization to deposition found in the areas surrounding polluted British and continental river sources. Large quantities of PCB 153 entering through rivers lead to very high local rates of volatilization.
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1. Introduction

Although primary emissions of legacy persistent organic pollutants (POPs) have generally declined in recent years, concentrations of some POPs (e.g., PCBs, which are hydrophobic) in the atmosphere
over open ocean areas have not reduced accordingly \cite{1,2} which may be due to secondary emissions in capacitors such as oceans, soil and sediments \cite{2}. For less hydrophobic POPs, multi-hopping can contribute to meridional (north-south) transport. For example, modeling global cycling of \(\gamma\)-HCH, the authors of \cite{3} found that over 20\% of the global burden had accumulated in the Arctic after 10 yr.

In this paper, we investigate the importance of air-sea exchange processes at the regional sea level. The North Sea is a shallow marginal sea that is connected to the open North Atlantic Ocean at its deep (open) end. It is surrounded by highly populated and developed countries. POPs released in this industrially and agriculturally intense region enter the North Sea either at the ocean surface or in rivers. These POPs are stored in sediment (hydrophobic) or the water column (less hydrophobic), and can be resuspended, advected or revolatilized back to the atmosphere where they can contribute to long range atmospheric, or meridional (north-south), transport.

In this paper, results of simulations of air-sea exchange of PCB 153 and \(\gamma\)-HCH in the North Sea from a hydrodynamic shelf ocean circulation model (Hamburg Shelf Ocean Model, HAMSOM) and a fate and transport ocean model (FANTOM) for the period 1996–2005 are presented and discussed. Using a sub-domain of the present model configuration, Ilyina and co-workers \cite{4} were the first to discuss air-sea fluxes in the southern North Sea for the period 1995–2002. In its present configuration, the FANTOM model uses output from the European Monitoring and Evaluation Programme (EMEP) Meteorological Synthesizing Centre–East (MSC-E) POP multi-compartment model \cite{5}.

The results are discussed for the North Sea in general and locally, but fluxes have also been calculated for the International Council for the Sea (ICES) areas, or boxes, for the North Sea. These boxes are based on hydrodynamics, ecology (ecosystem and fisheries), and physical features, see, for example, the discussions in \cite{6,7}.

2. Modeling System

2.1. Model Description

We present here a brief description of the modeling system and approach. Both models have previously been described \cite{8}. For full details of the FANTOM see \cite{9} and for the HAMSOM see \cite{10,11}.

2.1.1. Model Configuration

The model domain (both models) includes the entire North Sea, extending from the English Channel in the south to the Shetland Islands in the north, and from the Orkney Islands in the west to the Kattegat and Danish Belts in the east (Figure 1). There are four open boundaries; one each along the western and northern boundaries connecting to the North Atlantic Ocean; one in the south toward the English Channel; and one in the east at the entrance to the Baltic Sea.

Horizontal resolution is 1.5\(\degree\) latitude \(\times\) 2.5\(\degree\) longitude (2.78 km in latitude and less than 3 km in longitude). There are 30 layers in the vertical with 10 layers in the upper 50 m, 5 layers between 50–100 m, 5 layers between 100–200 m, and 10 layers 200–700 m. Topography is interpolated onto the grid from the improved DYNOCS topography \cite{12}. FANTOM has an additional 20 layers to represent the upper 2 cm of sediment. Time steps are 5 and 10 min for the HAMSOM and FANTOM, respectively.
Figure 1. Model domain (both models) with topography (meters) and river sources of freshwater and persistent organic pollutants (POPs) (magenta dots) with names of major rivers. International Council for the Sea (ICES) boxes are superimposed in black.

2.1. HAMSOM

The HAMSOM was developed in the 1980s to study shelf circulation in different regions of the ocean. The NCEP reanalysis [13,14] has been interpolated into the model grid to provide atmospheric forcing. Forcing parameters are near surface atmospheric temperature, humidity, cloud cover, precipitation, sea level pressure, and near surface wind velocity. At the open boundaries, conditions are interpolated from a coarser version of the model. Sea surface height is prescribed with a zero gradient condition, while temperature and salinity are calculated following the radiation condition of Orlanski [15] with a relaxation term under inflow conditions. Initial temperature and salinity conditions are interpolated from Levitus climatology [16].

Since the flushing time of the North Sea is 1–2 years, the model was initially spun up for two years to remove any influence of the initial conditions on the solution. Horizontal sub-grid-scale diffusion is parameterized according to Smagorinsky [17], while vertical diffusion is parameterized according to Kochergin [18]. Bottom form stress is calculated using a semi-implicit form for the quadratic bottom stress [10], and a bottom friction velocity is included to account for deposition and erosion due to storm and wind waves. Climatological values of river runoff are given as point sources [19,20]. HAMSOM has a 5 min time step.

2.1.3. FANTOM

The FANTOM was first developed in 2006 [9] to study the cycling of POPs and other pollutants including persistent, bioaccumulative, and toxic (PBTs) chemicals and substances of very high concern
(SVHCs) in shallow coastal and shelf seas. The model simulates air-sea exchange processes; advection and turbulent diffusion due to currents and shear, respectively; phase distributions; degradation; and water-sediment exchange processes.

Net air-sea exchange at the surface \( F_{\text{surf}} \) is calculated as the sum of dry deposition \( F_{\text{dry}} \) on particles (aerosols), gas \( F_g \) and wet deposition \( F_{\text{wet}} \) with precipitation minus volatilization \( F_v \) as follows:

\[
F_{\text{surf}} = F_{\text{a-w}} + F_{\text{dry}} + F_{\text{wet}}
\]  

(1)

Gas exchange processes are based on the stagnant two-film theory \([21,22]\) with a fugacity formulation after \([23,24]\), where chemical equilibrium between the air and water is controlled by temperature and the physical-chemical properties of the compound and its abundance in the environment. Fugacity capacities in air and water (Equation 2), respectively, are calculated as:

\[
Z_a = \frac{1}{RT_a} \quad \text{and} \quad Z_w = \frac{1}{HC_T w}
\]

(2)

where \( R \) is the ideal gas constant, \( T_a \) and \( T_w \) are temperature in air and water, respectively, and \( HC \) is Henry’s law constant at \( T_w \), and the effects of salinity have not been considered since they are small relative to temperature. The volatilizational exchange rate is calculated following \([23]\) and \([24]\) as:

\[
D_{wa} = \frac{A_w}{u_1 \cdot Z_a + u_2 \cdot Z_w}
\]

(3)

where \( A_w \) is water surface area and \( u_1 \) and \( u_2 \) are mass transfer coefficients which are functions of wind speed \([25]\). The exchange rate for gas deposition is similarly calculated. Wind speeds have been interpolated from the NCEP reanalysis \([13,14]\) onto the model grid in space and time (our model grid has less than 3 km horizontal resolution and the 6-hourly reanalysis is interpolated into the 10 min time step) and will thus impact volatilization in the model. Since volatilization is sensitive to wind speed, and the NCEP reanalysis is taken from a much coarser grid, we can expect to find reduced local winds, the effects of local wind bursts, and consequently wave breaking and sea spray, are not included, so we can expect that volatilization will be reduced due to the wind product used in the model. Note that there were no numerical issues relating to the air-sea transfer of the POPs.

Total rate of change of concentration at a point is calculated as the sum of the advection (along stream velocity) times the concentration gradient, calculated horizontal and vertical diffusivity rates times concentration gradients, sources, and sinks.

POPs are either freely dissolved or bound to suspended particulate matter (SPM) in seawater. The organic carbon fraction of SPM, particulate organic carbon (POC), is calculated and used as a sorbing matrix for POPs. The fraction of a POP bound to POC, \( f_{\text{POC}} \), is calculated as:

\[
f_{\text{POC}} = \frac{K_{OC} \cdot C_{\text{POC}}}{K_{OC} \cdot C_{\text{POC}} + 1}
\]

(4)

where the organic carbon–water equilibrium partition coefficient, \( K_{OC} \) (L/kg), is compound specific and \( C_{\text{POC}} \) (kg/L) is the concentration of POC in solution. Since most POC in seawater is in particle form, it sinks to the bottom with sinking velocity, \( v_{\text{set}} \), implying a downward settling flux of POPs with sinking particles, \( F_{\text{set}} \) (\( \mu \)g·m\(^{-2}\)·s\(^{-1}\)): 

\[
\text{Atmosphere 2014, 5}
\]
\[ F_{\text{set}} = v_{\text{set}} \cdot F_{\text{POC}} \cdot C_{\text{POC}} \] (5)

POP mass degradations in water and sediment are given by the product of the concentration with the degradation rate.

Sediment-water exchange of POPs is due to deposition and erosion. POPs sorbed to POC settle in sediment. This material can be eroded and resuspended due to bottom friction. Such episodes are often found in shallow seas and coastal waters, particularly in winter storms and windy conditions, and at spring tides.

Atmospheric POP concentrations from the European Monitoring and Evaluation Programme (EMEP) Meteorological Synthesizing Centre—East (MSC-E) POP multi-compartment model [1] are used. Concentrations at the open boundaries have been estimated from available observations and model results [9,26–31]. POPs in rivers enter the model domain as point sources with concentrations taken from available sources [8].

POCs in the water column have been interpolated from the ecosystem model of [32], while sediment POC is calculated in the FANTOM. The initial condition was established by spinning the model up from a cold start (zero concentrations everywhere in the water column and sediment) using 1995 atmospheric, open boundary and river concentrations. At the end of each 1 year run, concentrations were compared with available measurements and the model was spun up for another year until model concentrations were reasonable and the model was in a quasi-steady state, which required 24 yr of model spin up time.

The reader should note that a limited number of processes are included in the FANTOM model. Since the model is coupled offline, that is that atmospheric concentrations are used to force the ocean POP model but not in the other direction, volatilization effects are not included in the atmospheric POP model. Likewise, several processes, for example sea spray, are not included in the atmospheric POP model. This is another model limitation; we are presently working on developing an online coupled atmosphere-ocean POP model.

Both models have been validated with available observational data for the North Sea model domain [8]. Model results have been shown to be in very satisfactory agreement with available observations. Concerning \( \gamma \)-HCH and PCB 153 data, observations are limited to just a number of points around the North Sea perimeter, while concentrations were generally measured in the summer months only [8]. Therefore, validation was accomplished by comparing time series of model concentrations with measurements at the same point. For \( \gamma \)-HCH, model concentrations in water decrease from a maximum between 1996 and 1998 after which there is a downward trend toward the end of the time series in 2005. Maximum measured concentrations are found in 1997, decrease in 1999, decreasing further towards the end of the time series. In sediment, highest concentrations are generally found up to 1999, trending downwards after 2000. Observed values are slightly higher before 2000 but follow a downward trend thereafter, and are in generally very good agreement with observations. Concerning PCB 153 in the water column, concentrations decrease slowly throughout the time series, while measurements follow the same pattern and model concentrations are in excellent agreement with measured values. In sediment, PCB 153 model values are also in excellent agreement with observed concentrations.
Concerning model confidence, model validation shows that we can expect the model to diligently reproduce measured values with reasonable accuracy, so we say we have good confidence in the model. However, we can expect the model to repeat only those processes described by the model, so the model has its limitations, as do all models. For example, as mentioned above, the model will underestimate volatilization due to the coarseness and time step of the wind reanalysis product, and due to limited processes.

3. Results and Discussion

3.1. Gas Deposition

3.1.1. γ-HCH

Gas deposition of γ-HCH is greatest in the western North Sea, with highest rates found adjacent to the British coast, extending southward to the French and Belgian coastlines (Figures 2–4 top panels). Rates decrease to the east and north of Britain with smallest values found around the Norwegian coast and into the Skagerrak and Kattegat regions. There is notable seasonal variability with highest values found in spring (April–June) with rates, on average, in excess of \(10^{-2} \text{ ng} \cdot \text{m}^{-2} \cdot \text{s}^{-1}\) to the east of Britain, decreasing to values of \(~5 \times 10^{-3}\) (ng·m⁻²·s⁻¹) in the central North Sea and \(~10^{-3}\) (ng·m⁻²·s⁻¹) around the Norwegian coast area and less in the Skagerrak and Kattegat regions. Rates decrease by factors of around 2, 3–4 and 5–10 in summer (July–September), winter (January–March) and autumn (October–December), respectively. Relative to 1996, rates are generally decreased by factors of around 2 in 2000 and 5 in 2004.

**Figure 2.** Distributions of quarterly (3 month) averaged rates of gas deposition (top row), dry deposition (2nd row), wet deposition (3rd row), volatilization (4th row), and net air-sea exchange (bottom row) for γ-HCH in 1996. Rates are in (ng·m⁻²·s⁻¹). Note: colorbar scales shown on 3rd column panels are used in connection with the left 3 panels. Note the change in scales for autumn (right figures), which are reduced relative to winter, spring and summer. Scales vary from row to row.
**Figure 3.** Distributions of quarterly (3 month) averaged rates of gas deposition (top row), dry deposition (2nd row), wet deposition (3rd row), volatilization (4th row), and net air-sea exchange (bottom row) for γ-HCH in 2000. Rates are in (ng·m−2·s−1). Note: colorbar scales shown on 3rd column panels are used in connection with the left 3 panels. Note the change in scales for autumn (right figures), which are reduced relative to winter, spring and summer. Scales vary from row to row.

**Figure 4.** Distributions of quarterly (3 month) averaged rates of gas deposition (top row), dry deposition (2nd row), wet deposition (3rd row), volatilization (4th row), and net air-sea exchange (bottom row) for γ-HCH in 2004. Rates are in (ng·m−2·s−1). Note: colorbar scales shown on 3rd column panels are used in connection with the left 3 panels. Note the change in scales for autumn (right figures), which are reduced relative to winter, spring and summer. Scales vary from row to row.
**Figure 5.** Bar charts of integrated quarterly (3 month) fluxes (kg) by ICES boxes (Figure 1) of \(\gamma\)-HCH in 1996: gas deposition (top row), dry deposition (2nd row), wet deposition (3rd row), volatilization (4th row), and net air-sea exchange (bottom row).

**Figure 6.** Bar charts of integrated quarterly (3 month) fluxes (kg) by ICES boxes (Figure 1) of \(\gamma\)-HCH in 2000: gas deposition (top row), dry deposition (2nd row), wet deposition (3rd row), volatilization (4th row), and net air-sea exchange (bottom row).
Near surface atmospheric gas concentrations and distributions of $\gamma$-HCH, interpolated into the model domain from the 50 km EMEP grid [1], are highest in spring and summer (slightly higher in summer), with greatest values of over 2, ~1.5 and less than 1 (ng·m$^{-3}$) found in 1996, 2000 and 2004, respectively, extending from the southern half of the east British coast to the French and Belgian coastlines (not shown). Factors are generally reduced by factors of 2–3 and 3–5 in winter and autumn, respectively. Distributions do not change much over the 10 year period, reflecting highest atmospheric concentrations over Britain and France (not shown) [33,34]. The high concentrations over the western North Sea are due to the predominantly westerly (to southwesterly) winds [13,14] carrying the POP over land, primarily France and Britain, out to sea.

**Figure 7.** Bar charts of integrated quarterly (3 month) fluxes (kg) by ICES boxes (Figure 1) of $\gamma$-HCH in 2004: gas deposition (**top row**), dry deposition (**2nd row**), wet deposition (**3rd row**), volatilization (**4th row**), and net air-sea exchange (**bottom row**).

Although deposition rates in spring are twice those in summer, atmospheric concentrations are similar in spring and summer. This reflects the fact that deposition rates are not proportional to atmospheric concentrations but that air-sea exchange chemical equilibrium of the POP is a non-linear and complicated function of wind speed, air and water temperature, concentration of the chemical in air and water, and physico-chemical properties of the substance (see details in Equations (1–3) above). For the North Sea, winds are strongest in winter, least in summer, and greater in autumn than in spring [13,14], water and air temperatures are greatest in summer and least in winter [8,13], while concentrations in water are greatest in summer [8].

Considering the North Sea ICES boxes, gas deposition in box 7a is always greatest (Figures 5–7 top panels), which is reasonable since it is the largest area (Figure 1, Table 1), and covers a region that experiences relatively high gas deposition rates. In spring 1996, total mass deposition in 7a is over 7200 kg, followed by 6100 kg in 3a and 5300 kg in 7b. Deposition in 3a exceeds 7b throughout 1996.
but is less in the following years because of relatively less gas concentrations off the north coast of Britain (not shown [1]). Boxes 2, 3b and 4 each receive about 4000 kg due to gas deposition in spring 1996. After 1996, fluxes into 2 are decreased relative to 3b and 4, again because of reduced concentrations off the north British coast. Boxes 1 and 6 receive around 2000 kg in spring 1996, while 5a and 5b receive less than 1000 kg and 8 receives 1300 kg. These ratios remain fairly steady throughout the simulation period.

Table 1. North Sea ICES box numbers with areas.

<table>
<thead>
<tr>
<th>Box Number</th>
<th>1</th>
<th>2</th>
<th>3a</th>
<th>3</th>
<th>4</th>
<th>5a</th>
<th>5b</th>
<th>6</th>
<th>7a</th>
<th>7b</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area (km²)</td>
<td>23,566</td>
<td>29,995</td>
<td>31,404</td>
<td>16,113</td>
<td>25,314</td>
<td>10,415</td>
<td>11,855</td>
<td>32,885</td>
<td>52,554</td>
<td>37,943</td>
<td>31,961</td>
</tr>
</tbody>
</table>

3.1.2. PCB 153

Distributions of gas deposition for PCB 153 are fairly similar throughout the year, with highest rates found in the southern and central North Sea, decreasing in the north and, generally, around the Skagerrak and Kattegat regions (Figures 8–11 top panels). In 1996, maximum rates of $10^{-5}$ (ng·m$^{-2}$·s$^{-1}$) or more are found off the southern British coast, particularly off East Anglia, and extend to the Dutch coast in winter and spring. The highest values are found in the central North Sea in summer. Rates are somewhat reduced in 2000 and by a factor of 2 in 2004, relative to 1996.

Figure 8. Distributions of quarterly (3 month) averaged rates of gas deposition (top row), dry deposition (2nd row), wet deposition (3rd row), volatilization (4th row), and net air-sea exchange (bottom row) for PCB 153 in 1996. Rates are in (ng·m$^{-2}$·s$^{-1}$). Note: colorbar scales shown on 3rd column panels are used in connection with the left 3 panels. Note the change in scales for autumn (right figures), which are reduced relative to winter, spring and summer. Scales vary from row to row.
**Figure 9.** Distributions of quarterly (3 month) averaged rates of gas deposition (top row), dry deposition (2nd row), wet deposition (3rd row), volatilization (4th row), and net air-sea exchange (bottom row) for PCB 153 in 2000. Rates are in (ng·m$^{-2}$·s$^{-1}$). Note: colorbar scales shown on 3rd column panels are used in connection with the left 3 panels. Note the change in scales for autumn (right figures), which are reduced relative to winter, spring and summer. Scales vary from row to row.

**Figure 10.** Distributions of quarterly (3 month) averaged rates of gas deposition (top row), dry deposition (2nd row), wet deposition (3rd row), volatilization (4th row), and net air-sea exchange (bottom row) for PCB 153 in 2004. Rates are in (ng·m$^{-2}$·s$^{-1}$). Note: colorbar scales shown on 3rd column panels are used in connection with the left 3 panels. Note the change in scales for autumn (right figures), which are reduced relative to winter, spring and summer. Scales vary from row to row.
Atmospheric distributions of PCB 153 are similar throughout the year with highest values generally found off the southern British coast and extending to the IJsselmeer, with greatest concentrations in summer, decreasing by factors of 1.5, 2–3 and 5–10 in spring, autumn and winter (not shown),
respectively [1]. The relatively high deposition rates in the southernmost part of the domain in winter are due to strong winds, which lead to increased transfer coefficients.

**Figure 13.** Bar charts of integrated quarterly (3 month) fluxes (kg) by ICES boxes (Figure 1) of PCB 153 in 2004: gas deposition (top row), dry deposition (2nd row), wet deposition (3rd row), volatilization (4th row), and net air-sea exchange (bottom row).

Concerning the ICES boxes, deposition is greatest in box 7a in spring, summer and autumn, followed by 7b, while deposition in 4 is greatest in winter (Figures 12–14 top panels), also reflecting the impact of winter winds.
3.2. Dry Deposition

3.2.1. γ-HCH

Dry deposition is greatest in winter and spring and least in autumn (Figures 2–7 second row panels). Deposition distributions are similar to those for γ-HCH gas deposition in winter, spring and summer, whereas in autumn rates are highest in most coastal areas including the Kattegat area and, particularly in 1996, the Skagerrak and Norwegian and Swedish coastal areas. Deposition rates are proportional to atmospheric concentrations of γ-HCH on aerosols (not shown [1,30,31]), which is to be expected since the flux is a product of the concentration times a dry deposition velocity. Deposition rates are generally three orders of magnitude or more less than gas deposition in 1996, are reduced by a further two orders of magnitude in 2000 and by another factor of two in 2004. Concerning ICES boxes, deposition is greatest in boxes 3a, 7a and 7b in 1996. By 2000, deposition in 3b and 4 are similar to 7a and 7b while 3a has decreased somewhat. A similar situation is found in 2004.

3.2.2. PCB 153

Dry deposition of PCB 153 displays an annual cycle with lowest rates found in summer, increasing in autumn to maximum in winter, and decreasing in spring (Figures 8–13 second panels). High values extend across the entire southern North Sea and into the Kattegat, and values decrease to the north. Total deposition is an order of magnitude less than dry deposition, and decreases by 30%–50% in 2000 from 1996 and by another 20%–30% in 2004. Highest deposition rates are usually found in ICES boxes 4, 7a and 7b in autumn and winter, and in 7a and 7b in spring and summer, which is reasonable given that atmospheric concentration of PCB 153 on aerosols is highest in coastal regions of the southern North Sea in autumn and winter but large values extend out into the central north sea in spring and summer [1,33].

3.3. Wet Deposition

3.3.1. γ-HCH

Wet deposition in precipitation is greatest in summer, about a factor of two greater than both winter and spring, and slightly greater again than in autumn (Figures 2–7 third row panels). Concentrations of precipitation are highest in spring and summer and least in autumn (not shown, [1]). However, since wet deposition is the product of precipitation rate with atmospheric concentration (from both gas and particles), the higher precipitation rates in the summer months (they are least in spring, [13,14]), lead to the highest deposition rates occurring at this time. Deposition rates are an order of magnitude or more less than for gas deposition but at least two orders of magnitude greater than dry deposition. Relatively high rates are found adjacent to the British coast throughout the year, extending to the entire southern and eastern North Sea, in summer, including the Skagerrak and Kattegat regions, and extending offshore of the Norwegian coast in autumn.

Total depositions are somewhat reduced in 2000 relative to 1996, up to a factor of 2 in summer but less so in the other seasons, and then almost a factor of two in 2004 relative to 2000. Concerning the ICES boxes, the greatest depositional fluxes are generally found in 3a, 3b, 4, 6, 7a, 7b, and 8. Box 3a
has the greatest flux in winter and spring 1996 but decreases relatively thereafter due to decreased fluxes adjacent to the Scottish coast in the following years.

3.3.2. PCB 153

Wet deposition of PCB 153 occurs throughout the North Sea and is significant in all seasons, with highest rates found to the west and south of the Norwegian coast and to the east of the southern half of the British coast (Figures 8–13 third panels). In 1996 and 2000, deposition rates were greatest in autumn, exceeding gas deposition, and they were similar in the other three seasons and throughout 2004, when they were about equal to gas deposition.

Regarding ICES boxes, the highest rates generally occur in boxes 6, 7a, 7b and 8. Although concentration in precipitation is fairly even distributed throughout the North Sea in different months and years, deposition in box 8 is usually highest. The high deposition rates in boxes 6 and 8 is due to the high rainfall levels around the Norwegian coast, generally twice or more greater than average North Sea precipitation rates [35].

3.4. Volatilization

3.4.1. γ-HCH

Volatilization rates of γ-HCH are generally greatest in summer and slightly less in autumn (when concentrations in water are highest [8]). They are lowest in winter and start to increase in spring, so a clear annual cycle is observed (Figures 2–7 fourth row panels). They are a factor of 2–3 less than gas deposition in winter, spring and summer but greater in autumn. Rates are generally greatest in the south, extending from southern Britain to the French, Belgian, Dutch and German coasts, to the Wadden Sea in summer and autumn, decreasing as you move northward and into the Skagerrak and Kattegat. This area diminishes in winter and starts to expand again in the spring.

Total volatilization is reduced by a factor of two in 2000 relative to 1996 and by another factor of two in 2004. The major volatilization areas are ICES boxes 4, 7a and 7b. Note that regions around river sources in southern Britain and the continent are also important areas of volatilization, particularly in spring but also in the other seasons. Total river mass fluxes per ICES box are shown in Figure 14 (right panels). Although total river input fluxes are at least a factor of five (box 4) less than volatilization fluxes, it is clear that they are substantial and important locally.

3.4.2. PCB 153

Volatilization rates are greatest in the areas surrounding polluted British and continental river sources (Figures 8–10 fourth panels). Highest rates are found in autumn and winter when concentrations in the North Sea are greatest due to resuspension (due to stronger winds and storms) of the hydrophobic PCB 153 stored in sediment in the vicinity of these polluted river sources [8]. ICES boxes 3a, 3b and 4 (Figures 11–13 fourth panels) usually exhibit the highest rates because of the high levels of pollution in British, Belgian and Dutch rivers. High rates can also be found in the German Bight and Wadden Sea areas, boxes 5a and 5b, in autumn and winter, particularly in autumn 1996 which resulted from a strong storm in the region [8]. We note here the large amount of PCB 153
entering through rivers (Figure 15 right panels), particularly in boxes 3b and 4 in 1996 which are larger than the sum of wet, gas and dry deposition, that lead to very high local rates of volatilization.

The trend is generally downward with rates reduced by a factor of two in 2004 relative to 1996, even though rates in 3a and 3b increased by a factor of two in winter 2000 relative to winter 1996 also the result of a storm at that time (and high river input Figure 14) [8]. Total volatilization generally exceeds total deposition by up to an order of magnitude in 1996 and 2000, reducing to a factor of 4–5 in 2004.

**Figure 15.** Bar charts of quarterly (3 month) POP river input into ICES boxes (kg) of γ-HCH (left) and PCB 153 (right) for 1996, 2000 and 2004. All rivers entering any particular box are included.

3.5. Net Air-Sea Exchange and Fugacity Ratios

3.5.1. γ-HCH

The North Sea is generally net depositional for γ-HCH (Figures 2–7 bottom panels). Since gas deposition dominates over particle and wet deposition, air-sea exchange is essentially the difference between gas deposition and volatilization. Net deposition is greatest in spring, particularly in the western half of the North Sea, decreases in summer, when gas deposition decreases and volatilization increases in the southern North Sea, becomes generally net volatilizational in autumn, and returns to being net depositional in winter.

Concerning ICES boxes, the highest net deposition rates are found in 2, 3a, 3b, 4, 7a, and 7b. All of the ICES boxes are net depositional in winter, spring and summer for 1996 and 2000, while only boxes 1, 2 and 3a are net depositional in autumn of these years. In 2004, boxes 5a and 5b are net depositional in summer, as are all boxes in autumn. There is a generally downward trend because, even though gas deposition and volatilization decrease by factors of 5 and 4, respectively, between 1996 and 2004, there is a greater total decrease in gas deposition.
Fugacity ratios (note that fugacity ratios are concerned with air-sea gas exchange only, and do not include wet and dry deposition) were calculated as \(-f_d/f_w\) [36] where \(f_w\) and \(f_a\) are fugacities in water and air, respectively, and the term thus represents minus the ratio of gas deposition to volatilization, so that values less than \(-1\) (large negative) are net depositional and values greater than \(-1\) are net volatilizational (Figure 14). Ratios are almost everywhere less than \(-1\) in winter, spring and summer, with highest values in summer. In autumn, large swathes of the North Sea are net volatilizational (greater than \(-1\)). The general trend is that the North Sea is becoming less depositional, with less negative fugacity ratios in winter to summer and the North Sea becoming almost completely net volatilizational in 2004 with the exception of the area adjacent to the British coast. Other regions that have become net volatilizational include the Skagerrak and the Norwegian coastal areas in winter 2000 and 2004, parts of the Wadden Sea, and the region extending from the Rhine to the German Bight to the Wadden Sea as far as the Skaggerak and the Kattegat in 2004 (full details not shown).

Using the fugacity fraction calculation of [37], calculated as \(f_{fw} = f_w/(f_w + f_a)\) (where \(f_w\) and \(f_a\) are again fugacities in water and air, respectively) [38] calculated a mean annual value of around 0.4 for the Kattegat Sea region from monthly paired air-water samples for the period December 1998 to November 1999. This corresponds to a fugacity ratio \(-1.5\) for the method used here, and is in fair agreement with model results for this area. For the year 2000, model results exhibit an annual cycle, going from \(-1\) in winter, to less than \(-1\) in spring, back to \(-1\) in summer and to less than \(-1\) in autumn.

3.5.2. PCB 153

The North Sea is net volatilizational for PCB 153 (Figures 8–13 bottom panels). It is almost exclusively net volatilizational in autumn and winter, with the highest rates extending from the Scottish coast, along Britain to the Dutch coast (ICES boxes 3a, 3b and 4) in all years, occasionally extending along the Dutch coast to the German Bight and the Wadden Sea (boxes 5a and 5b). High rates are also found along this path in the other seasons, although rates decrease significantly in 2004. The remainder of the North Sea is generally net volatilizational, though less so, with box 8 being slightly net depositional in all summers and autumn 1996 and 2004, and box 6 also slightly net depositional.

Fugacity ratios were calculated as the ratio of volatilization to gas deposition \((f_{wa}/f_a)\) [37] so that values greater than 1 are net volatilizational. Fugacity ratios are almost exclusively greater than 1 (Figure 16) with largest values found near British and continental rivers, particularly in winter and autumn, extending into the German Bight and Wadden Sea in autumn 1996 and winter 2000, and around the Skagerrak and Norwegian coastal region in autumn. (High values around open boundaries in the north and at the Baltic Sea are model artifacts and should be ignored.) Areas of higher ratio are more extensive in 2000 relative to 1996 but are diminished relative to both in 2004, due, perhaps, to reduced gas deposition to relatively sustained river input.

Using the method of [37], the authors of [38] calculated a mean annual fugacity fraction of around 0.8 for the Kattegat Sea region from monthly paired air-water samples for the period December 1998 to November 1999, corresponding to a fugacity ratio of 4 for the method used here. This is in reasonable agreement with model results for this area for the year 2000, which is always net volatilizational and exhibits an annual cycle, with seasonal values of \(-3\)–\(-4\) in winter, \(-2\) in spring, \(-3\) in summer and \(-6\)–\(-7\) in autumn. Similar calculations in the Arkona Sea, to the south of the Kattegat,
spring 1999 gives average values of about 2 [36] (their westernmost stations only), similar to model results in the Kattegat and Danish belts. For a Swedish fjord in the Skagerrak, the authors of [39] calculated summer and winter fugacity ratios of over 5 and 8, respectively, again in very good agreement with model results.

**Figure 16.** Distributions of quarterly (3 month) averaged fugacity ratios for PCB 153 in 1996, 2000 and 2004, calculated as the ratio of volatilization to gas deposition.

4. Summary and Conclusions

Air-sea exchange of two legacy POPs, γ-HCH and PCB 153, have been presented and discussed for the period 1996–2005 using the results of regional fate and transport (FANTOM) and shelf-sea hydrodynamic (HAMSOM) ocean models.

The North Sea is net depositional for γ-HCH, and is dominated by gas deposition (at least an order of magnitude greater than wet deposition and a further two greater than dry deposition). Rates are highest in the western North Sea, particularly adjacent to British, French and Dutch coastlines, and least around in the east, around the Skagerrak, Kattegat, and Norwegian coastal areas. There is notable seasonal variability, and annual cycle, with highest values found in spring, decreasing in summer, and further so autumn and winter. There is a downward trend with rates generally reduced by factors of 2 and 5 in 2000 and 2004 relative to 1996, respectively. For North Sea ICES boxes, gas deposition is always greatest in box 7a, the largest box in the North Sea with a large portion of it adjacent to high atmospheric concentrations off the British coast.

Volatilization rates of γ-HCH are generally a factor of 2–3 less than gas deposition in winter, spring and summer but greater in autumn when the North Sea is net volatilizational. Rates are generally greatest in the south, decreasing as you move northward and into the Skagerrak and Kattegat. Total volatilization is reduced by a factor of two in 2000 relative to 1996 and by another factor of two in
2004. The major volatilization areas are ICES boxes 4, 7a and 7b. Areas around river sources in southern Britain and the continent are important local areas of volatilization.

Fugacity ratios of γ-HCH are similar to net deposition distributions, since gas dominates over wet and dry deposition. A downward trend in fugacity ratios is found since gas deposition is decreasing faster than volatilization. Large swaths of the North Sea are net volatilizational in autumn, becoming almost totally net volatilizational in 2004 other than off the British coast. The areas around the Norwegian coast, Skagerrak and Kattegat also become net volatilizational in winter 2000 and 2004, and around parts of the Wadden Sea and the southern North Sea. Model results agree quite well with fugacity ratios calculated from observations.

The North Sea is net volatilizational for PCB 153, with highest rates of volatilization to deposition found in the areas surrounding polluted British and continental river sources, ICES boxes 3a, 3b, 4, 5a and 5b, particularly in autumn and winter, when resuspension in these polluted areas is greatest due to wind and storms. Large quantities of PCB 153 entering through rivers lead to very high local rates of volatilization, particularly in boxes 3b and 4 in 1996. A downward trend in net volatilization is observed since it is generally greater than gas, dry and wet deposition by up to an order of magnitude in 1996 and 2000, reducing to a factor of 4–5 in 2004. Highest gas deposition rates are found in the southern and central North Sea, while rates are fairly steady throughout the year. Wet deposition is significant and fairly widespread throughout the year. Dry deposition displays an annual cycle with highest/lowest rates in winter/summer, and is an order of magnitude less than wet and gas deposition.

Fugacity ratios are almost always greater than 1 (volatilization greater than gas deposition). Large values are found in the regions surrounding British and continental river sources, and extending into the German Bight, Wadden Sea, Skagerrak and coastal Norwegian areas. Higher ratio areas are more extensive in 2000 relative to 1996, because of increased river input, but are diminished in 2004.
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