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Abstract: Cost estimation is an essential issue in feasibility studies in civil engineering. Many different
methods can be applied to modelling costs. These methods can be divided into several main groups:
(1) artificial intelligence, (2) statistical methods, and (3) analytical methods. In this paper, the
multivariate regression (MVR) method, which is one of the most popular linear models, and the
artificial neural network (ANN) method, which is widely applied to solving different prediction
problems with a high degree of accuracy, have been combined to provide a cost estimate model
for a shovel machine. This hybrid methodology is proposed, taking the advantages of MVR and
ANN models in linear and nonlinear modelling, respectively. In the proposed model, the unique
advantages of the MVR model in linear modelling are used first to recognize the existing linear
structure in data, and, then, the ANN for determining nonlinear patterns in preprocessed data
is applied. The results with three indices indicate that the proposed model is efficient and capable of
increasing the prediction accuracy.

Keywords: cost estimation; shovel machine; neural network; multivariate regression; hybrid model

1. Introduction

Earthmoving and loading/unloading works are essential parts of construction processes.
They require the use of heavy equipment. In spite of the fact that energy use and emissions are
critical when selecting the equipment [1], the cost is usually a crucial factor in the industry. In mining,
loading is one of the most important operations, influencing mine preparation, design, and production.
This activity has a significant share of the capital and operational expenditures. In the process of mine
planning, the loading system mainly determines what other pieces of equipment and what mode of
operation will be used, and it is a key to low-cost production [2]. A shovel machine, which is a tool for
digging, lifting, and moving bulk materials, is the most common piece of equipment that is used to
load rock material in surface mines. A shovel is a machine capable of handling hard, dense, abrasive,
as well as highly fragmented ground, which can accurately spot for loading into dump trucks, rail
cars, loading hoppers, etc. [2]. Shovels are usually grouped into four classes [3]:
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• small shovels (0.5–2 m3 bucket size);
• medium shovels (2–5 m3 bucket size);
• large-size shovels (5–25 m3 bucket size);
• very large-size shovels (with a bucket larger than 25 m3).

The selection of the best shovel among a pool of the existing alternatives based on the considered
criteria can be performed applying the feasibility studies, which should be conducted to analyse the
involved different technical, economic, and operational aspects. The most frequent technological
parameters of shovels operations are analysed in the literature. As an example that is related to
mathematical simulation a study presenting automated designing of swing circuit for a hydraulic
shovel [4] can be mentioned. The effectiveness of mining equipment, namely trucks and shovel,
regarding its useful employment without time losses were analysed [5]. For the considered equipment
selection problem, the mentioned numerous aspects of different nature can be effectively investigated
by using a multiple criteria decision making (MCDM) tool. MCDM methodology allows for combining
several important issues (criteria), also estimate the relative importance of the analysed criteria, as well
as to compare potential alternative equipment and to select the best suited in the analysed situation [6].

Besides equipment selection that is based on technical requirements, the production rate and
cost-benefit analysis make the main parts of the feasibility studies. Cost estimation with various
purposes takes a significant place at different stages and processes in mining and related industries.
During the planning stage, machine specifications, like technical and operating features, and,
accordingly, the costs are not available in in the mineral fields, unlike other areas [7,8]. Therefore,
developing an up-to-date model with sufficient accuracy is essential. There is a number of models
for estimating mineral industry costs, such as the cost estimation to small underground mines [9],
the evaluation of mining equipment, as well as mineral processing equipment costs and other capital
expenditures that are related to mining and processing operations [10,11], as well as cost estimation that
is adapted for the peculiarities of the Australian mining industry [12], the system of cost estimation in
mining of metallic, as well as nonmetallic minerals in two countries, comprising Canada and the United
States [13], a cost model for preliminary feasibility study and a different cost model for a detailed
feasibility study, including exponential regression and multivariable linear regression, implemented in
Iranian deposit of copper [14], a case study of South Africa for calculation of capital costs for setting up
a coal mine [15], and Hard-rock LHD cost estimation [7]. A methodology of evaluation of ore bodies
and a guide for practical application was suggested [16–19].

An individual question of feasibility evaluations applying simplified cost models was
analysed [20]. A guide for the mining sector, including mining and energy valuation, and being
focused on Australian investors and managers [21], was prepared. Also, energy costs of equipment as
a significant part of costs in mining activity were evaluated, including not only processing costs but
also transportation and exploitation costs of machinery [22].

The models mentioned above often take into account only one parameter as an independent
variable, while the constructed models are merely based on the regression analysis. Therefore, it is
essential to develop a more accurate and efficient model for cost estimation of equipment.

The different techniques can be applied for the optimization problems. During the last decade,
significant research has been performed on fuzzy logic control of the nonlinear systems [23,24].
Another direction of the optimization techniques is artificial neural networks.

The Artificial Neural Network (ANN), which is one of the artificial intelligence methods, as well
as multivariate regression (as one of the statistical models), are powerful tools for pattern recognition
and modelling. These two methods are used by various researchers.

An ANN-based model for estimating distillation process, using the Levenberg–Marquardt
approach is developed by Singh et al. [25]. Yamamura [26] predicted pharmacokinetic parameters by an
ANN modelling. An ANN prediction model for determining the failure depth of coal seam floors was
developed by Lian-guo et al. [27]. They compared calculation results with the real case study and stated
that the predicted results by applying the suggested model agreed well with practical measurements.
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An ANN model for an industrial gas turbine was developed by Fast et al. [28]. They used the
operational data with a multilayer feed-forward network to construct an ANN model. Analysing the
results, they made a conclusion that some of the functional and performance parameters of the gas
turbine, including a critical parameter of identification of the anti-icing mode, can be accurately
predicted in a changing modelling environment. Lee et al. [29] suggested a way to improve the
reliability of the Bridge Management System, using the ANN-based Backwards Prediction Model.

Jalali-Heravi et al. [30] developed the shuffling multivariate adaptive regression splines and
the adaptive neuro-fuzzy inference system as tools for studying a quantitative structure-activity
relationship (QSAR) of severe acute respiratory syndrome (SARS) inhibitors.

Verlinden et al. [31] presented a case study and estimated the cost of sheet metal parts, using
a combination of multiple regression and artificial neural networks. Mesroghli et al. [32] used the
regression and artificial neural networks for estimating gross calorific value based on coal analysis.
Sahoo et al. [33] developed the models for predicting stream water temperature, using three techniques,
namely the regression analysis, an artificial neural network, and also combining them with chaotic
non-linear dynamic models. Therefore, it is clear that the ANN and regression have demonstrated
their capabilities of modelling engineering practice problems.

An application of neural networks for improving the weighting precision, having the aim to
optimise loading of trucks, as well as production efficiency of electric shovels, was presented by
Gu et al. [34]. The combination with fuzzy logic was suggested to decrease uncertainties in the process.

During the recent years, the different aspects of civil engineering problems have been considered
when applying artificial neural networks (ANNs). Suspended-dome model updating was performed
by back propagation network approach to evaluate the discrepancy between actual structure and the
corresponding numerical approximation [35]. The ANN approach was applied for the estimation of the
axial bearing capacity of the rectangular concrete-filled tubular columns [36]. A stochastic conceptual
cost evaluation of the highway projects is performed by generating an empirical distribution of
the estimated cost range, without additional initial assumptions [37]. This empirical distribution is
constructed applying ANN techniques and bootstrap sampling. The application of ANN techniques
was implemented to study construction labour productivity [38]. Additionally, the different ANN
activation and transfer functions are applied to estimate the most influencing factors to model
construction labour productivity. The parameter sensitivity analysis for civil engineering problems was
performed implementing ANN algorithms [39]. This paper dealt with parameter sensitivity analysis
paradigm, in which the essential element is neural network ensemble.

Usually, structural health monitoring of the engineering systems is governed by fixed or
hand-crafted features, and this fact significantly reduces the reliability of such monitoring systems.
The proposed structural damage detection system, which was constructed by implementing
one-dimensional (1D) convolutional neural networks, allows for extracting damage-sensitive features
from raw acceleration information [40].

The prediction problem of the capacity characteristics of the pile structures has been modelled
implementing ANN and principal component analysis [41]. The issue of the claim management in
the construction projects was solved applying neural network approach [42]. The proposed approach
allows for not only classifying and ranking emerging claims, but also to predict the claim frequency in
the construction projects.

The integration of two different information flows: spatial planning of buildings and territorial
planning system, was performed while applying ANN technique [43]. The evaluation of the uncertainty
influence to the estimated cost of the construction projects was carried out implementing different
models for the training and evaluating phases [44]. For training phase, fuzzy adaptive learning control
network and the fast, messy genetic algorithm were applied. For evaluating phase, component ratios,
regression, and multi-factor evaluation sub-models are accomplished.

In this paper, multivariate regression and ANN models are employed to construct a hybrid model
to yield a more accurate and precise model than traditional multivariate regression and ANN models.
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In the proposed approach, a model is considered as a function of linear and nonlinear components,
so that the multivariate regression model is first employed to recognise the existing linear pattern
in data. Then, the ANN is applied as a nonlinear function to model the preprocessed data. Finally, the
main performance criteria of the model are calculated, including the coefficient of determination (R2),
Normalized Mean Square Error (NMSE), and Mean Absolute Percentage Error (MAPE), and the best
model is identified according to calculation results.

2. A Multivariate Regression Model

The method of multivariate regression (MVR) is used to determine the relationships between
independent and dependent variables. It might also be used for analysing the data or generating
a model [45]. In statistical analysis, the mathematical form of an MVR model is determined by the
following equation:

Y = Xβ + ε (1)

where ε addresses the N × 1 vector of observations for the disturbance term, X represents the N × k
matrix of observations of the k-independent variables, β expresses the k× 1 vector of parameters, and
Y denotes the N × 1 vector of observations of the dependent variable.

The best prediction of Y (the variable Y regressed on X), based on basic assumptions of the linear

model, is denoted as
_
Y , and can be obtained by the following equation:

_
Y = X(XTX)

−1
XT , (2)

where Y is the shovel capital cost (CC), and X = (1, BC, BL, W, HP) is a set of independent variables
defined, respectively, as a constant term, bucket capacity (BC), boom length (BL), weight (W), and
horsepower (HP). Thus, the model is expressed by

CC = b1 + b2BC + b3BL + b4W + b5HP + e, (3)

where b1 is a constant term; b2, b3, b4, and b5 are the regression coefficients; and, e is an error term.

3. An Artificial Neural Network

The ANN technique, a branch of artificial intelligence methods, is a reliable and useful
tool for the formulation of linear and non-linear patterns. Bourquin et al. [46] revealed that an
ANN methodology shows a clear superiority as a modelling technique, in comparison to classical
methods, for data sets showing non-linear relationships, and this is for both data fitting and
prediction abilities. This technique is widely used for many scientific and engineering problems, such as
data processing, classification, and pattern recognition. The ANN technique has some unique features,
distinguishing it from other data processing systems. This technique, even when partly damaged,
can work successfully. This method can also be used for parallel processing, generalisation, and
demonstrates low vulnerability to errors in the dataset [47]. An ANN model employs the mechanism
that is applied in the human brain to extract the patterns and behaviours of data [48].

The ANN technique has been developed based on the structure of biological neural networks,
where neurons are the backbone of the structure. The inspiration for an artificial neuron arises from a
biological neuron; so that, an artificial neuron can send signals to other neurons. Then, it collects these
signals, and when fired, it transmits a signal to all of the connected neurons [49]. Figure 1 graphically
shows a typical artificial neuron.

From Figure 1, the transfer function is shown by f ; the activation threshold of the neuron j is
determined by θj; the connection weight between the ith and jth neurons is assigned by wij; the input
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signal of n other neurons to a neuron j is determined by xi (I = 1, 2, . . . , n); and, the output of the
neuron j is assigned by yj, which can be mathematically computed by Equation (4):

yi = f

(
n

∑
i=1

wijxi − θj

)
, (4)

where f usually presents hyperbolic tangent sigmoid and linear transfer functions.
A typical neural network comprises three primary layers, including input, intermediate,

and output layers. Based on the basic concepts of machine learning, the number of hidden
(intermediate) layers does not have a theoretical limit [50]. A typical ANN structure is depicted
in Figure 2.

A multilayer feedforward perceptron (MLP), based on a backpropagation learning function, is
applied for the estimation of the shovel capital cost. In the process of formulation, the model output
with the actual output is compared to adjust the coefficients. An ANN model follows a five-step
procedure to obtain a relationship between input(s) and output(s). Firstly, the training dataset, a vector
of input–output, is randomly selected. Secondly, the network structure is constructed. Next, the model
output vector is calculated for the input vector. Then, by using the model performance measure,
connection weights are adjusted. Finally, the process of improving the weights is continued in order to
satisfy the model performance.
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4. The Hybrid Methodology

Both ANN and MVR models have earned success in modelling nonlinear and linear patterns,
respectively. However, none of them is a universal model, which is appropriate to all situations.
The MVR model ignores the complex nonlinear patterns that are involved in data. On the other hand,
using an ANN model for the formulation of a linear problem can lead to mixed results [51]. Since it
is impossible to recognise the behaviour of the data correctly, a combined approach, based on both
nonlinear and linear formulating proficiency, is a robust plan in modelling a complicated issue [52].

In this study, a new hybrid model is proposed, in which the MVR model and ANNs are integrated
to acquire a robust and efficient method for cost estimation of shovel machines. Since the MVR is a
linear approach that is unable to recognise nonlinear patterns in data, the ANN is applied to model
the residuals and to acquire the nonlinear behaviour, while the result of the ANN is added to the
final output. Therefore, the MVR model will be responsible for the linear model, while the ANN will
be responsible for the nonlinear part. A diagram of the model can be schematically seen in Figure 3.

Having this in mind, we assume that the shovel costs are classed as the nonlinear and linear parts:

Yt = Lt + NLt (5)

where NLt and Lt indicate the nonlinear and linear components, respectively. Therefore, the main idea
is to employ, in the first place, the MVR model, and, next, to apply the ANN to formulate the residuals
of the linear structure. A schematic diagram of the proposed model is shown in Figure 3.
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Figure 3. The approach used in the research.

Since the MVR model cannot approximate the nonlinear patterns that are involved in the dataset,
then the residuals of the linear pattern may comprise nonlinear behaviour, which cannot be captured by
a linear pattern. The combination model includes the exceptional advantages of both MVR and ANN
models, allowing it to recognise various patterns. Therefore, it is profitable to separately formulate
nonlinear and linear patterns by employing multiple patterns and, then, to integrate the results for
improving the outcomes and model efficiency.
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5. Model Performance

The model output can be analysed with comparing the assessed values and the real ones for
generalising the developed formula to the unidentified output. This paper uses three performance
measures, including Normalized Mean Square Error (NMSE), the coefficient of determination
(R2), and Mean Absolute Percentage Error (MAPE), to analyse the performance of each equation.
These indicators can be calculated by as follows:

R2 = 1− ∑N
i=1 (Ai − Pi)

2

∑N
i=1 (Ai − Ai)

2 , (6)

NMSE =
∑N

i=1 (Ai − Pi)
2

∑N
i=1 (Ai − Ai)

2 , (7)

MAPE =
1
n

n

∑
i=1

∣∣∣∣Pi − Ai
Ai

∣∣∣∣× 100, (8)

where Pi denotes the predicted values, Ai denotes the observed values, N is the number of the datasets,
and Ai is the average of the observed set.

R2 shows to what extent the independent variable(s) can explain the variability in the
dependent variable. R2 belongs to the closed interval zero and one and can only take a positive
value [53]. The value of close to zero for R2 shows a poor fit of the predictive model, while the value of
close one to presents a good fit. The R2 value of 0.9 and higher is considered to be very satisfactory,
while the values of 0.8–0.9 represent a relatively acceptable formula, and those below 0.8 are taken into
account to be unacceptable [54].

Mean absolute percentage error is an unbiased statistic that is used for calculating the
differentiation between the predicted and observed values. The mean absolute percentage error
contains positive numbers without having an upper bound [55,56]. The normalized mean square error
presents non-negative numbers, which can be any numbers between zero and one, while the value
of 0 means that the model is ideal and the value of one denotes that the constructed model is non-ideal.

6. The Data

Thirty different sizes of various shovel types (14 cable and 16 hydraulic machines) have been
considered, and a data set of technical and economic information that is obtained from the USA
equipment manufacturers, mining companies and projects has been formed [57]. The costs were
based on the US dollar in 2007. The data in the set are classified by the machine types (cable or
hydraulic). The capital cost items include bucket capacity (cubic yard), boom length (ft), weight (Ibs),
and horsepower (HP). Table 1 shows some statistical information on the data applied to each variable.

Table 1. Data distribution.

Machine
Type Operator Bucket

Capacity (BC)
Boom

Length (BL) Weight (W) Horsepower
(HP)

Capital Cost
(CC)

Cable

Min 7 35 556,000 685 2,800,000
Max 80 64 4,500,000 7000 17,900,000

Mean 31.29 50.57 1,517,071 2923.85 7,871,429
Standard deviation 21.27 9.04 1,084,127.97 1989.71 4,443,392.42

Hydraulic

Min 3 15.4 95,900 250 605,000
Max 44 39.3 1,399,000 3000 6,900,000

Mean 12.74 28.74 385,318.8 873.56 2,068,313
Standard deviation 9.97 6.96 334,189.25 700.14 1,781,125.17
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7. The Implementation of the Proposed Model

The 22 data items were randomly used to formulate the model, and, then, other items of the data
set were selected to evaluate the performance of the model. First, by using the MVR model, the linear
pattern in the data was extracted as

CC = 1,287,582.06 × D + 129,953.24 × BC + 44,841.31 × BL + 0.12 ×W + 438.241 × HP − 1324,659.59 (9)

Then, the residuals of the MVR model were entered into the neural network as an input.
Training minimises the error between the network output and the target output by repeatedly changing
the values of the ANN’s connection weights according to a predetermined algorithm [58].

Different algorithms are developed to model a complex structure that is involved in the dataset.
Feed forward back propagation method is the most efficient technique for obtaining good results [59].
In this paper, the selected network was based on feedforward backpropagation (as seen in Figure 2).
A backpropagation network is a multilinear perceptron that is constructed by three main layers (i) one
layer for connecting independent variables to the formulating system by using nodes, namely input
layer; (ii) one or more layers for capturing the patterns involved in data by using nodes, namely
intermediate layer(s); and (iii) one layer for connecting dependent variables to the formulating system
with nodes, namely output layer [60].

Moreover, the training process of the network is fulfilled by utilizing the triangular function,
employing the backpropagation algorithm by adjusting the value of weights and bias concerning
gradient descent with the momentum, under Matlab software environment.

The optimum network architecture was constructed while comparing various network
architectures concerning the ANNs performance. The best-fitted network, which presents the best
prediction accuracy with the test data, is composed of one input, four hidden, and one output
neurons (N1−4−1). The correlation between the actual values and the output of the proposed model for
testing data is presented in Figure 4.
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8. The Comparison of the Developed Model with Other Models

In this section, the predictive capabilities of the proposed model are compared with those of
the MVR and ANN models. The ANN model was built with the selected variables that were found
through the MVR model and trained with the Levenberg-Marquardt algorithm. The neural network
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model used is composed of five input, eight hidden, and one output neurons (N5−8−1). The results of
different models used for testing data are presented in Table 2.

Table 2. The comparison of different models.

Case Actual MVR ANN Proposed Model

1 680,000 120,755.6 815,732.3 716,660.3
2 1,263,000 120,2621 1,299,821 1,115,828
3 1,850,000 2,338,051 2,145,405 2,293,947
4 4,400,000 3,903,419 5,124,051 3,802,985
5 3,200,000 3,528,523 3,719,688 3,470,780
6 8,500,000 7,865,014 9,298,305 8,150,003
7 3,100,000 3,431,278 4,803,671 3,378,503
8 17,900,000 16,661,424 18,551,802 17,801,455

The performance measures of the proposed and other models for testing a data set are presented
in Table 3. It can be seen that the NMSE value for the proposed model is 0.0035, which is smaller than
those obtained by using MVR and ANN, making 0.0059 and 0.0076, respectively.

Table 3. Performance measures of the proposed model and other models for testing data.

Model R2 NMSE MAPE

Proposed model 0.9965 0.0035 9.59%
ANN 0.9924 0.0076 17.44%
MVR 0.9941 0.0059 20%

The MAPE value for the proposed model is 9.59%, which is also dramatically smaller than
those obtained by ANN and MVR, and making 17.44% and 20%, respectively. The R2 value for the
proposed model is 0.9965, which is bigger than those that are yielded by MVR and ANN and making
0.9941 and 0.9924, respectively. The experimental results presented in Table 2 show that the hybrid
models are more accurate. This conclusion can be derived because the hybrid models integrate linear
and nonlinear information for predicting, while the individual model uses only linear or nonlinear
information for modeling.

The comparison of the actual values and the values that are predicted by using ANN, MVR, and
the hybrid models is presented in Figure 5. It can be seen from the graphs that the estimates that are
yielded by the ANN, MVR, and the hybrid models closely follow the actual values. It can also be seen
that the predicting ability of ANFIS outperforms that of other models.
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The obtained result is also in good agreement with the previous studies [8], which state that, in
most cases, the accuracy of the estimation by hybrid procedures would be better than that for pure
statistical methods due to the essential property of costs, which are cumulative. To facilitate the cost
estimation, it is also possible to apply convex optimization algorithms [61,62] and to compare the
results in future works.

9. Sensitivity Analysis

Sensitivity analysis is a useful tool for determining the relationship between the considered
parameters [63]. The most sensitive factors affecting the shovel capital cost is analysed by the cosine
amplitude method (CAM). This method is a useful tool for performing sensitivity analysis.

Based on the concepts of the CAM method, the sensitivity for each independent component can
be determined through establishing the degree of the relationship (rij) between the shovel capital
cost and the considered independent component [56]. The larger the value of CAM, the higher its
impact on the capital cost. If the shovel capital cost is not related to the independent variable, then,
the CAM value is zero. The independent variable plays a positive role the shovel capital cost where
the CAM value is non-negative and plays a negative role in the shovel capital cost where the CAM
value is non-positive.

Let n be the number of independent variables represented as an array X = {x1, x2, . . . , xn}, while
each of its elements, xi, in the data array X, is itself a vector of length m, and can be expressed as:

Xi = {xi1, xi2, xi3, . . . , xim}, (10)

Thus, each of the data pairs can be viewed as a point in m dimensional space, where each point
requires m coordinates for a complete description [64]. Each element of the relation, rij, results from a
pairwise comparison of two data samples. The strength of the relationship between the data samples,
xi and xj, is given by the membership value, expressing this strength:

rij =
∑m

k=1 xikxjk√
∑m

k=1 X2
ik∑m

k=1 X2
jk

, 0 ≤ rij ≤ 1. (11)

The strength of the relations (rij values) between the shovel capital cost and input parameters is
shown in Figure 6. As shown in Figure 6, the most effective parameters of the capital cost of hydraulic
and cable shovels are horsepower, bucket capacity, and weight, respectively.
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10. Conclusions

Despite the fact that there are many different prediction models, the improvement of prediction
accuracy is still an acute problem that is facing decision makers in many areas. Multivariable regression
(MVR) models are among the most popular linear models in predicting. Although various techniques
have been widely used with the aim of constructing more accurate models, they cannot recognise
nonlinear patterns in the existing data. On the other hand, artificial neural networks (ANNs) are
well-known as the useful tools for pattern recognition, clustering, and, mainly, prediction with a high
degree of accuracy, but it is hardly reasonable to use the ANNs blindly to model linear problems.
The hybrid methods, which decompose a problem into its linear and nonlinear constituent parts, refer
to the most efficient models.

In this paper, the hybridisation of the MVR and ANN models is proposed to overcome their
limitations mentioned above and to yield a more accurate predictive model that is generated by
individual methods. In the proposed model, the unique capability of the MVR model has been utilised
in linear modelling to recognise the existing linear structure in data, and, then, an ANN is applied
to model the nonlinear forms, using the preprocessed data. The results obtained demonstrate that
the proposed model is superior to the individual models regarding three indices, and can yield more
accurate data. Moreover, MVR provides the excellent initial approximation of the error due to nonlinear
part as the initial data of the ANN. Therefore, this fact enables the reduction computation time of
the ANN.

It should be noted that the proposed methodology could be only employed for complex systems.
Therefore, it is appropriate for a dataset with at least one nonlinear pattern that is involved
in information.
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