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Abstract: In this paper, we investigate multiple attribute group decision making (MAGDM) problems where decision makers represent their evaluation of alternatives by trapezoidal fuzzy two-dimensional uncertain linguistic variable. To begin with, we introduce the definition, properties, expectation, operational laws of trapezoidal fuzzy two-dimensional linguistic information. Then, to improve the accuracy of decision making in some case where there are a sort of interrelationship among the attributes, we analyze partition Bonferroni mean (PBM) operator in trapezoidal fuzzy two-dimensional variable environment and develop two operators: trapezoidal fuzzy two-dimensional linguistic partitioned Bonferroni mean (TF2DLPBM) aggregation operator and trapezoidal fuzzy two-dimensional linguistic weighted partitioned Bonferroni mean (TF2DLWPBM) aggregation operator. Furthermore, we develop a novel method to solve MAGDM problems based on TF2DLWPBM aggregation operator. Finally, a practical example is presented to illustrate the effectiveness of this method and analyses the impact of different parameters on the results of decision-making.

Keywords: MAGDM; trapezoidal fuzzy two-dimensional linguistic information; partitioned Bonferroni mean aggregation operator

1. Introduction

Multiple attribute group decision making (MAGDM) is the process where the decision makers select the optimal alternative from all of the predefined alternatives by comparative analysis in terms of multiple attributes variables. MAGDM problems have successful applications in the management, scientific, political, cultural and other fields. In the fact decision-making process, decision makers are often trapped in using real number to evaluate alternatives, because the objective things are difficult to describe, and people’s judgments are subjective and uncertain. For example, elements like appearance, quality, portability and system fluency are taken into consideration when we determined to buy a laptop. Words like “convenient”, “general” and “inconvenient” are used to justify the portability of laptops, while in description of the system fluency, “fast” and “slow” are selected [1–7]. Zadeh [8–11] proposed the fuzzy set theory, which is a basis of the development of fuzzy multiple-attribute decision-making methods. Then, fuzzy set theory has rapid development and wide application in MADM and MAGDM problems [12–16]. For the sake of improving the accuracy of evaluation results, decision makers not only assess each alternatives from all attribute variables, but
also demonstrate the reliability and stability of their evaluation. For example, in the process of evaluation on the rewards for the science and technology, experts need to analyze the reliability of the evaluation result. In this case, traditional one-dimensional linguistic information can be difficult to express both the evaluation results and the reliability of the evaluation simultaneously. Zhu et al. [17] proposed the 2-dimensional linguistic information to express decision opinions, which can handle more linguistic information than traditional fuzzy linguistic methods. The 2-dimensional linguistic information can be divided into two classes, the class I of the linguistic information is used to express the subjective evaluation of each alternative, and the class II is used for describing the reliability of result of the class I. This can subdivide the uncertainty in the decision-making process into the uncertainty of decision-making and the uncertainty of subjective cognition, which is helpful to improve the accuracy of the description of linguistic information for decision makers.

In recent years, studies on 2-dimensional linguistic information have been developed rapidly. Zhu et al. [17] used subjective judgement and reliability evaluation to describe 2-dimensional linguistic information and proposed an approach solved the assembly in complex conflict situations by using 2-dimensional linguistic information. However, the approach is difficult to solve the MADM problems, and the sequences of operation is more complex. Liu and Zhang [18] extended 2-dimensional linguistic information to 2-dimensional uncertain linguistic information, which can increase the range of 2-dimensional linguistic information and improve the accuracy of the description of linguistic information, and proposed an approach used the form of 2-dimensional uncertain linguistic information to solve the MAGDM problems. Zhang et al. [19] proposed evidence reasoning theory and built the second–dimensional semantic recognition framework, which reflects the evaluation information and behavior characteristics of decision-making problems. Yu et al. [20] showed that using 2-dimensional linguistic information in multiple decision making can avoid biased results by comparing 2-dimensional linguistic information and common linguistic information, and transformed linguistic information into the generalized triangle fuzzy number, which provided a new idea in the form of 2-dimensional linguistic information. Li et al. [21] proposed trapezoidal fuzzy 2-dimensional linguistic information in which class I information expressed by trapezoidal fuzzy number, and proposed the trapezoidal fuzzy two-dimensional linguistic power generalized aggregation (TF2DLPGA) and the trapezoidal fuzzy two-dimensional linguistic power generalized weighted aggregation (TF2DLPGWA) operators, then a multiple attribute decision method was developed. Liu et al. [22–24] introduced some operators under the 2-dimensional uncertain linguistic environment for solving MAGDM problems.

In real decision-making process, there exists some interrelationship among the attributes. The Bonferroni mean (BM), introduced by Bonferroni [25], establishes a conjunction among any pair of attributes and analyzes the interrelationship among them to evaluate each alternative. Based on Bonferroni mean operator, Yager [26–28] provided an interpretation of BM and suggested generalizations by transforming simple averaging into other mean type operators to enhance BM’s modeling capability. Up to now, more and more studies focus on applying BM operator to different decision fields or decision environments [29–34]. The BM operator can successfully solve the decision-making problem that each attribute variable have relationship with rest of attribute variables. However, in the real-life decision-making process, not all attribute variable have interrelationship with others. For example, taking into account a car selection problem, where choose the most appropriate car from numbers of car options based on four attributes: physical characteristics, power performance, technical features and customer excitement. It is found that the physical characteristic attribute is interrelated to the attributes power performance and technical features, however, there is no relationship between the physical characteristic attribute and the customer excitement attribute. In order to expand the application range of the BM operator, the partitioned BM (PBM) operator was proposed by Dutta [29], which has the capability to capture interrelationship among the attributes with the assumption that attributes are partitioned into several unrelated classes and each attribute only has interrelationships with rest of the attributes in the same class. Then Dutta analyzed the linguistic weighted 2-tuple linguistic PBM (LW-2TLPBM) aggregation operator and proposed a method to solve MAGDM problems. Liu et al. [35] extended PBM to
intuitionistic fuzzy sets (IFSs) and intuitionistic fuzzy numbers (IFNs), then proposed the intuitionistic fuzzy interaction partitioned Bonferroni mean (IFIPBM) and the intuitionistic fuzzy weighted interaction partitioned Bonferroni mean (IFWIPBM) operators. Liu et al. [36] proposed intuitionistic uncertain linguistic partitioned geometric Bonferroni mean (IULPBM) and its weighted form ( WIULPBM) operators and developed an approach for solving the MAGDM problems under the intuitionistic uncertain linguistic environment.

In this paper, we combine trapezoidal fuzzy 2-dimensional linguistic information with a partitioned BM operator, and then, we propose trapezoidal fuzzy two-dimensional linguistic partitioned Bonferroni mean (TF2DLPBM) and trapezoidal fuzzy two-dimensional linguistic weighted partitioned Bonferroni mean (TF2DLWPBM) aggregation operators for solving MAGDM problems. Compared with traditional 2-dimensional linguistic information, class I information in trapezoidal fuzzy 2-dimensional linguistic information can be expressed by trapezoidal fuzzy number to increase the application range of the operator, which is more reasonable. The TF2DLPBM operator and the TF2DLWPBM operator have the capability to capture inter-relationship among the attributes with the preparory work that attributes are partitioned into several unrelated class and each attribute only have interrelationship with rest attributes in the same class. In addition, decision makers can adjust the parameters according to their preferences and achieve the evaluation results of different preferences.

The remainder of this paper is arranged as follows: Section 2 introduces the concepts, characteristics, expectation, operational laws and distance measure of trapezoidal fuzzy numbers, two-dimension linguistic information and partitioned Bonferroni mean briefly. In Section 3, we propose the TF2DLPBM and TF2DLWPBM operators, then we give the definition and characteristics about them. An approach for solving MAGDM problems based on the TF2DLWPBM operator is proposed in Section 4. In Section 5, we give a practical example to explain and analysis our method, and compare it with the prominent existing methods. Finally, we discuss the conclusion in Section 6.

2. Preliminaries

2.1. The Trapezoidal Fuzzy Numbers

Definition 1. A trapezoidal fuzzy number \( \tilde{a} \) is defined as \( \tilde{a} = (\alpha^L, \alpha^{ML}, \alpha^{MR}, \alpha^R) \) which satisfies the condition \( \alpha^L \leq \alpha^{ML} \leq \alpha^{MR} \leq \alpha^R \), and its subordinate function \( a(x) : R \rightarrow [0,1] \) can be calculated as follows [37,38]:

\[
a(x) = \begin{cases} 
\frac{x - \alpha^L}{\alpha^{ML} - \alpha^L}, & x \in [\alpha^L, \alpha^{ML}] \\
1, & x \in [\alpha^{ML}, \alpha^{MR}] \\
\frac{x - \alpha^R}{\alpha^{MR} - \alpha^R}, & x \in [\alpha^{MR}, \alpha^R] \\
0, & x \in (-\infty, \alpha^L) \cup (\alpha^R, +\infty)
\end{cases}
\]  

(1)

where the any element \( x \) of the subordinate function is real number and subordinate function \( a(x) \) is a regular, consecutive convex function, which exhibits the membership of the element \( x \) to the set \( \tilde{a} \), Specially, trapezoidal fuzzy number can be transformed into triangular fuzzy number or crisp number when \( \alpha^L \leq \alpha^{ML} \leq \alpha^{MR} \leq \alpha^R \) or \( \alpha^L = \alpha^{ML} = \alpha^{MR} = \alpha^R \).

Suppose \( \tilde{a} = (\alpha^L, \alpha^{ML}, \alpha^{MR}, \alpha^R), \tilde{b} = (\beta^L, \beta^{ML}, \beta^{MR}, \beta^R) \) are any two trapezoidal fuzzy numbers, and \( \alpha^L, \alpha^{ML}, \alpha^{MR}, \alpha^R, \beta^L, \beta^{ML}, \beta^{MR}, \beta^R \) are real numbers, then the trapezoidal fuzzy numbers operational rules are indicated as follows:

\[
\tilde{a} + \tilde{b} = (\alpha^L + \beta^L, \alpha^{ML} + \beta^{ML}, \alpha^{MR} + \beta^{MR}, \alpha^R + \beta^R)
\]  

(2)

\[
\tilde{a} - \tilde{b} = (\alpha^L - \beta^L, \alpha^{ML} - \beta^{ML}, \alpha^{MR} + \beta^{MR}, \alpha^R - \beta^R)
\]  

(3)
\[
\tilde{\alpha} \tilde{\beta} = (\alpha^t, \alpha^{ML}, \alpha^{MR}, \alpha^R) \\
\alpha / \tilde{\beta} = (\alpha^t / \beta^t, \alpha^{ML} / \beta^{ML}, \alpha^{MR} / \beta^{MR}, \alpha^R / \beta^R) \\
\lambda \tilde{\alpha} = (\lambda \alpha^t, \lambda \alpha^{ML}, \lambda \alpha^{MR}, \lambda \alpha^R), \lambda \geq 0 \\
(\tilde{\alpha}^r) = (\alpha^t^r, \alpha^{ML}^r, \alpha^{MR}^r, \alpha^R^r), r > 0
\]

The distance between \( \tilde{\alpha} = (\alpha^t, \alpha^{ML}, \alpha^{MR}, \alpha^R) \) and \( \tilde{\beta} = (\beta^t, \beta^{ML}, \beta^{MR}, \beta^R) \) is defined as follows:

\[
d(\tilde{\alpha}, \tilde{\beta}) = \sqrt{\frac{(\alpha^t - \beta^t)^2 + (\alpha^{ML} - \beta^{ML})^2 + (\alpha^{MR} - \beta^{MR})^2 + (\alpha^R - \beta^R)^2}{4}}
\]

2.2. The Linguistic Set

Let \( S = (s_0, s_1, ..., s_{l-1}) \) be linguistic term set consists of finite and odd number of elements, which means \( l \) is an odd value. Generally, \( l \) can be set to 3, 5, 7, 9, etc. For instance, when \( l = 5 \) \( S = (s_0, s_2, s_3, s_4) = [\text{poor, slightly-poor, fair, slightly-good, good}] \). Here, \( s_\alpha, \alpha = 0, 1, ..., l - 1 \) can be called a original linguistic variable [39].

Suppose \( s_i \) and \( s_j \) are any two elements in linguistic term set \( S \), the conditions they need to meet are as follows [40,41]:

1. If \( i > j \), then \( s_i > s_j \) (that means \( s_i \) is better than \( s_j \));
2. there exists negative operator: \( neg(s) > s_{i-1} \);
3. if \( s_i \geq s_j \) (\( s_i \) is not worse than \( s_j \)), then \( \max(s_i, s_j) = s_i \);
4. if \( s_i \leq s_j \) (\( s_i \) is not better than \( s_j \)), then \( \min(s_i, s_j) = s_i \).

2.3. The Trapezoidal Fuzzy Two-Dimensional Linguistic Variable

**Definition 2** [20,21]. Let \( \hat{s} = ([a, b, c, d], s_\theta) \) where \([a, b, c, d]\) is a trapezoidal fuzzy number and \( s_\theta \) is linguistic information, all of them are essential in a trapezoidal fuzzy two-dimensional linguistic variable because decision makers can use the first part to describe the assessment value of the evaluated object, and the second part to estimate the reliability of the first part. Then \( \hat{s} \) is called the trapezoidal fuzzy two-dimensional linguistic variable.

Suppose \( \hat{s}_1 = ([a_1, b_1, c_1, d_1], s_{\theta_1}) \) and \( \hat{s}_2 = ([a_2, b_2, c_2, d_2], s_{\theta_2}) \) be any two trapezoidal fuzzy two-dimensional linguistic variables, and \( a_1, b_1, c_1, d_1, a_2, b_2, c_2, d_2 \geq 0 \), then the operational laws are defined as follows:

\[
\hat{s}_1 \oplus \hat{s}_2 = ([a_1 + a_2, b_1 + b_2, c_1 + c_2, d_1 + d_2], s_{\min(\theta_1, \theta_2)}) \\
\hat{s}_1 \otimes \hat{s}_2 = ([a_1a_2, b_1b_2, c_1c_2, d_1d_2], s_{\min(\theta_1, \theta_2)}) \\
\hat{s}_1 / \hat{s}_2 = ([a_1 / d_2, b_1 / c_2, c_1 / b_2, d_1 / a_2], s_{\min(\theta_1, \theta_2)}) \quad \text{where} \quad a_2, b_2, c_2, d_2 \neq 0
\]

\[
\lambda \hat{s}_1 = ([\lambda a_1, \lambda b_1, \lambda c_1, \lambda d_1], s_{\theta_1}), \lambda \geq 0
\]

\[
(\hat{s}_1)^r = ([a_1^r, b_1^r, c_1^r, d_1^r], s_{\theta_1}), \lambda > 0
\]

**Definition 3** [21]. Let \( \hat{s} = ([a, b, c, d], s_\theta) \) be a trapezoidal fuzzy two-dimensional linguistic variable, then the expectation of trapezoidal fuzzy two-dimensional linguistic variable is defined as below:

\[
E(\hat{s}) = \frac{a + b + c + d}{4} \times \frac{\theta}{l - 1}
\]
Let \( \hat{s}_1 = (\{a_1, b_1, c_1, d_1\}, s_{\theta_1}) \) and \( \hat{s}_2 = (\{a_2, b_2, c_2, d_2\}, s_{\theta_2}) \) be any two trapezoidal fuzzy two-dimensional linguistic variables, we can compare \( \hat{s}_1 \) and \( \hat{s}_2 \) by using the expectation of them, if \( E(\hat{s}_1) \geq E(\hat{s}_2) \) then \( \hat{s}_1 \geq \hat{s}_2 \), or vice versa.

2.4. Partitioned Bonferroni Mean

**Definition 4** [25]. For any \( p,q \geq 0 \) with \( p+q \geq 0 \), the BM aggregation operator of dimension \( n \) is a mapping \( \text{BM}: (R^*)^n \rightarrow R^* \) such that:

\[
\text{BM}^{p,q}(a_1, a_2, \cdots, a_n) = \left\{ \frac{1}{n(n-1)} \sum_{i<j} a_i^p a_j^q \right\}^{\frac{1}{p+q}}
\]

(15)

where \( R^* \) is the set of non-negative real number. BM operator was widely applied in the multiple attribute decision making problem with the assumption that each attribute is related to the rest of the attributes.

**Definition 5** [29,42]. For any \( p,q \geq 0 \) with \( p+q \geq 0 \), the PBM operator is a mapping \( \text{PBM}: [0,1]^n \rightarrow [0,1] \) such that:

\[
\text{PBM}(a_1, a_2, \cdots, a_n) = \frac{1}{e} \left\{ \sum_{h=1}^e \left( \frac{1}{|P_h|} \sum_{i \in P_h} a_i^p \left( \frac{1}{|P_h|} \sum_{j \in P_h} a_j^q \right) \right) \right\}^{\frac{1}{p+q}}
\]

(16)

Let attribute set \( C = (A_1, A_2, \ldots, A_n) \) consist of the sets of inputs \( A = (a_1, a_2, \ldots, a_n) \), which have a relationship with the attribute set. Fundamentally, \( a_i \) is a non-negative real number. Divide attribute set \( C \) into \( e \) distinct classes \( P_1, P_2, \ldots, P_e \) such that \( P_1 \cap P_j = \emptyset \), and \( \bigcup_{h=1}^e P_h = C \) based on an interrelationship pattern. Assume that attributes of each \( P \) are interrelated to each other and there is no relationship with other attributes in other classes. In Equation (16) \( \sum_{h=1}^e \sum_{i \in P_h} a_i^p [1/(|P_h| - 1)] \sum_{j \in P_h} a_j^q \) shows the satisfaction of the attribute \( a_i \) with the average satisfaction of the attributes belong to \( P_h \) except \( a_i \).

Some important theorems resulting from Equation (16) are shown as below:

**Theorem 1.** (Idempotency) Let \( p,q \geq 0 \) and \( a_i = a \), for all \( i = 1,2,\ldots,n \). Then

\[
\text{PBM}(a, a,\cdots, a) = a
\]

(17)

**Theorem 2.** (Monotonicity) Let \( p,q \geq 0 \) and \( a_i \leq b_i \), for all \( i = 1,2,\ldots,n \). Then

\[
\text{PBM}(a_1, a_2,\cdots,a_n) \leq \text{PBM}(b_1, b_2,\cdots,b_n)
\]

(18)

**Theorem 3.** (Boundedness) Let \( a_i = \min_i a_i \) and \( a_i = \max_i a_i \), then, for any \( p,q \geq 0 \)

\[
a_i \leq \text{PBM}(a_1, a_2,\cdots,a_n) \leq a_i
\]

(19)

3. The Trapezoidal Fuzzy Two-Dimensional Linguistic Partitioned Bonferroni Mean Aggregation Operators

3.1. The Trapezoidal Fuzzy Two-Dimensional Linguistic Partitioned Bonferroni Mean Aggregation Operators

In real decision-making problem, each attribute may be interrelated to some attributes and not be interrelated to the other attributes. To improve the accuracy of decision making, we partition the attribute set into several classes and ensure that all attributes of each class have an interrelationship...
with other attributes in the same class and have no interrelationship among attributes from other classes. So as to fully consider the interrelationship among the trapezoidal fuzzy two-dimensional linguistic variables, we propose the TF2DLPBM aggregation operator which can be defined as follows:

Definition 6. Let \( \tilde{s}_j = ([a_j, b_j, c_j, d_j], s_\theta_j) \) \( (j = 1, 2, \ldots, n) \) be a trapezoidal fuzzy two-dimensional linguistic variable, and the trapezoidal fuzzy two-dimensional linguistic partitioned Bonferroni mean (TF2DLPBM): \( \Omega^p \rightarrow \Omega \), if

\[
\text{TF2DLPBM}(\tilde{s}_1, \tilde{s}_2, \ldots, \tilde{s}_n) = \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{P_h} \sum_{i \in P_h} \tilde{s}_i^p \left( \frac{1}{P_h} \sum_{j \in P_h} \tilde{s}_j^q \right) \right)^{1/(p+q)} \right)
\]

(20)

where \( \Omega \) is the set of all trapezoidal fuzzy two-dimensional linguistic variables, \( p \) and \( q \) are parameters such that \( p \in (0, \infty) \) and \( q \in (0, \infty) \). \( |P_h| \) denotes the cardinality of \( P_h \).

Theorem 4. Let \( \tilde{s}_j = ([a_j, b_j, c_j, d_j], s_\theta_j) \) \( (j = 1, 2, \ldots, n) \) be a collection of the trapezoidal fuzzy two-dimensional linguistic variables, then the result aggregated from Definition 6 is still a trapezoidal fuzzy two-dimensional linguistic variable, and also

\[
\text{TF2DLPBM}(\tilde{s}_1, \tilde{s}_2, \ldots, \tilde{s}_n) = \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{P_h} \sum_{i \in P_h} a_i^p \left( \frac{1}{P_h} \sum_{j \in P_h} a_j^q \right) \right)^{1/(p+q)} \right).
\]

(21)

Proof. According to the operational rules of the trapezoidal fuzzy two-dimensional linguistic variables, we have:

\[
\tilde{s}_i^p = ([a_i^p, b_i^p, c_i^p, d_i^p], s_{min, i^p}) \quad \tilde{s}_j^q = ([a_j^q, b_j^q, c_j^q, d_j^q], s_{min, j^q})
\]

and:

\[
\text{TF2DLPBM}(\tilde{s}_1, \tilde{s}_2, \ldots, \tilde{s}_n) = \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{P_h} \sum_{i \in P_h} \tilde{s}_i^p \left( \frac{1}{P_h} \sum_{j \in P_h} \tilde{s}_j^q \right) \right)^{1/(p+q)} \right)
\]
\[ \frac{1}{|P_h|} \sum_{j\in P_h} \hat{s}_j^q = \left[ \left( \frac{1}{|P_h|} \sum_{j\in P_h} a_j^q \right), \left( \frac{1}{|P_h|} \sum_{j\in P_h} b_j^q \right), \left( \frac{1}{|P_h|} \sum_{j\in P_h} c_j^q \right) \right], \]

then:

\[ \frac{1}{|P_h|} \sum_{i\in P_h} \hat{s}_j^p = \left[ \left( \frac{1}{|P_h|} \sum_{j\in P_h} a_j^p \right), \left( \frac{1}{|P_h|} \sum_{j\in P_h} b_j^p \right), \left( \frac{1}{|P_h|} \sum_{j\in P_h} c_j^p \right) \right], \]

and:

\[ \frac{1}{e} \left( \sum_{h=1}^{\epsilon} \left( \frac{1}{|P_h|} \sum_{i\in P_h} \hat{s}_j^p \left( \frac{1}{|P_h|} \sum_{j\in P_h} \hat{s}_j^q \right) \right) \right)^{1/p+q} = \left[ \left( \frac{1}{e} \sum_{h=1}^{\epsilon} \left( \frac{1}{|P_h|} \sum_{i\in P_h} a_j^p \left( \frac{1}{|P_h|} \sum_{j\in P_h} a_j^q \right) \right) \right)^{1/p+q} \right], \]

\[ \frac{1}{e} \left( \sum_{h=1}^{\epsilon} \left( \frac{1}{|P_h|} \sum_{i\in P_h} b_j^p \left( \frac{1}{|P_h|} \sum_{j\in P_h} b_j^q \right) \right) \right)^{1/p+q} = \left[ \left( \frac{1}{e} \sum_{h=1}^{\epsilon} \left( \frac{1}{|P_h|} \sum_{i\in P_h} c_j^p \left( \frac{1}{|P_h|} \sum_{j\in P_h} c_j^q \right) \right) \right)^{1/p+q} \right], \]

\[ \frac{1}{e} \left( \sum_{h=1}^{\epsilon} \left( \frac{1}{|P_h|} \sum_{i\in P_h} d_j^p \left( \frac{1}{|P_h|} \sum_{j\in P_h} d_j^q \right) \right) \right)^{1/p+q} = \left[ \left( \frac{1}{e} \sum_{h=1}^{\epsilon} \left( \frac{1}{|P_h|} \sum_{i\in P_h} s_{\min(\theta_i, \theta_j)} \right) \right)^{1/p+q} \right], \]

which completes the proof. □

The TF2DLPBM aggregation operator has the following properties. □

**Theorem 5.** (Commutativity) Let \((\hat{s}_1, \hat{s}_2, \cdots, \hat{s}_n)\) be any permutation of \((\hat{s}_1, \hat{s}_2, \cdots, \hat{s}_n)\), then

\[ \text{TF2DLPBM}(\hat{s}_1, \hat{s}_2, \cdots, \hat{s}_n) = \text{TF2DLPBM}(\hat{s}_1, \hat{s}_2, \cdots, \hat{s}_n) \quad (22) \]

**Proof.** Let
\[ \text{TF2DLPBM}(\hat{s}'_1, \hat{s}'_2, \ldots, \hat{s}'_n) = \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{|P_h|} \sum_{i \in P_h} \hat{s}'_i \right) \left( \frac{1}{|P_h|} - 1 \sum_{j \in P_h} \hat{s}'_j \right) \right)^{\frac{1}{p+q}} \]

\[ \text{TF2DLPBM}(\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_n) = \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{|P_h|} \sum_{i \in P_h} \hat{s}_i \right) \left( \frac{1}{|P_h|} - 1 \sum_{j \in P_h} \hat{s}_j \right) \right)^{\frac{1}{p+q}} \]

Since \((\hat{s}_1', \hat{s}_2', \ldots, \hat{s}_n')\) is any permutation of \((\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_n)\), we have:

\[ \frac{1}{|P_h|} - 1 \sum_{j \in P_h} \hat{s}'_j = \frac{1}{|P_h|} - 1 \sum_{j \in P_h} \hat{s}_j \]

\[ \frac{1}{|P_h|} \sum_{i \in P_h} \hat{s}'_i \left( \frac{1}{|P_h|} - 1 \sum_{j \in P_h} \hat{s}'_j \right) = \frac{1}{|P_h|} \sum_{i \in P_h} \hat{s}_i \left( \frac{1}{|P_h|} - 1 \sum_{j \in P_h} \hat{s}_j \right) \]

Thus:

\[ \text{TF2DLPBM}(\hat{s}_1', \hat{s}_2', \ldots, \hat{s}_n') = \text{TF2DLPBM}(\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_n) \]

\[ \square \]

**Theorem 6. (Idempotency)** Let \( \hat{s}_j = \hat{s}, j = 1, 2, \ldots, n \), then:

\[ \text{TF2DLPBM}(\hat{s}_1', \hat{s}_2', \ldots, \hat{s}_n') = \hat{s} \quad (23) \]

**Proof.** Since \( \hat{s}_j = \hat{s} \), for all \( j \), we have:

\[ \text{TF2DLPBM}(\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_n) = \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{|P_h|} \sum_{i \in P_h} \hat{s}_i \right) \left( \frac{1}{|P_h|} - 1 \sum_{j \in P_h} \hat{s}_j \right) \right)^{\frac{1}{p+q}} \]

\[ = \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{|P_h|} \sum_{i \in P_h} \hat{s}'_i \right) \right)^{\frac{1}{p+q}} = \frac{1}{e} \left( \sum_{h=1}^{c} \hat{s}'_i \right)^{\frac{1}{p+q}} = \frac{1}{e} \left( \sum_{h=1}^{c} \hat{s}_i \right) = \hat{s} \]

\[ \square \]

**Theorem 7. (Boundedness)** The TF2DLPBM operator lies between the max and min operators:

\[ \min(\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_n) \leq \text{TF2DLPBM}(\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_n) \leq \max(\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_n) \quad (24) \]
Proof. Let \( \hat{a} = \min(\hat{s}_1, \hat{s}_2, ..., \hat{s}_n) \), \( \hat{b} = \max(\hat{s}_1, \hat{s}_2, ..., \hat{s}_n) \)

Since \( \hat{a} \leq \hat{s}_j \leq \hat{b} \), then:

\[
\frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{|P_h|} \sum_{i \in P_h} \hat{a}^p \left( \frac{1}{|P_h|} - 1 \right) \sum_{j \in i} \hat{q} \right) \right)^{\frac{1}{p+q}} \leq \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{|P_h|} \sum_{i \in P_h} \hat{s}_i^p \left( \frac{1}{|P_h|} - 1 \right) \sum_{j \in i} \hat{s}_j^q \right) \right)^{\frac{1}{p+q}} \leq \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{|P_h|} \sum_{i \in P_h} \hat{b}^p \left( \frac{1}{|P_h|} - 1 \right) \sum_{j \in i} \hat{q} \right) \right)^{\frac{1}{p+q}}
\]

That is:

\[
\hat{a} \leq \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{|P_h|} \sum_{i \in P_h} \hat{s}_i^p \left( \frac{1}{|P_h|} - 1 \right) \sum_{j \in i} \hat{s}_j^q \right) \right)^{\frac{1}{p+q}} \leq \hat{b}
\]

\[
\min(\hat{s}_1, \hat{s}_2, ..., \hat{s}_n) \leq \text{TF2DLPBM}(\hat{s}_1, \hat{s}_2, ..., \hat{s}_n) \leq \max(\hat{s}_1, \hat{s}_2, ..., \hat{s}_n)
\]

\( \square \)

In the following, we will discuss some cases of the TTFLPBM operator

1. When \( q = 0 \):

\[
\text{TF2DLPBM}^{p,0}(\hat{s}_1, \hat{s}_2, ..., \hat{s}_n) = \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{|P_h|} \sum_{i \in P_h} \hat{s}_i^p \right) \right)^{\frac{1}{p}}
\]

\[
= \left( \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{|P_h|} \sum_{i \in P_h} a_i^p \right) \right)^{\frac{1}{p}} \right), \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{|P_h|} \sum_{i \in P_h} b_i^p \right) \right)^{\frac{1}{p}}, \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{|P_h|} \sum_{i \in P_h} c_i^p \right) \right)^{\frac{1}{p}}, \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{|P_h|} \sum_{i \in P_h} d_i^p \right) \right)^{\frac{1}{p}}, s_{\min \hat{s}_i}
\]

(25)

2. When \( p = 1, q = 0 \):

\[
\text{TF2DLPBM}^{1,0}(\hat{s}_1, \hat{s}_2, ..., \hat{s}_n) = \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{|P_h|} \sum_{i \in P_h} \hat{s}_i \right) \right)
\]

\[
= \left( \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{|P_h|} \sum_{i \in P_h} a_i \right) \right), \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{|P_h|} \sum_{i \in P_h} b_i \right) \right), \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{|P_h|} \sum_{i \in P_h} c_i \right) \right), \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{|P_h|} \sum_{i \in P_h} d_i \right) \right) \right)
\]

(26)
3. When \( p = 1, q = 1 \)

\[
\text{TF2DLPWM}^{1,1}(\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_n) = \frac{1}{e} \left\{ \frac{1}{P_h} \left[ \sum_{i \in P_h} c_i \left( \frac{1}{|P_h| - 1} \sum_{j \in \Omega_h} d_j \right) \right] \right\}^{1/2} \sum_{i \in P_h} \left( \frac{1}{|P_h| - 1} \sum_{j \in \Omega_h} d_j \right) \right\}^{1/2},
\]

(27)

3.2. The Trapezoidal Fuzzy Two-Dimensional Linguistic Weighted Partitioned Bonferroni Mean Aggregation Operators

It is noteworthy that the TF2DLPWM does not take into account the importance of all the objects \((\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_n)\). However, in many cases, we must differentiate the each object on the basis of their degrees of importance. Thus, we give different weights to different objects and establish TF2DLWPM aggregation operator that consider weight vector of objects in this subsection.

**Definition 7.** Let \( \hat{s}_j = ([a_j, b_j, c_j, d_j], s_{\theta_j}) \) \((j = 1, 2, \ldots, n)\) be a collection of trapezoidal fuzzy two-dimensional linguistic variables, and the trapezoidal fuzzy two-dimensional linguistic weighted partitioned Bonferroni mean (TF2DLWPM): \( \Omega^w \rightarrow \Omega \), if

\[
\text{TF2DLWPM}(\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_n) = \frac{1}{e} \left\{ \frac{1}{P_h} \left[ \sum_{i \in P_h} (\omega_i \hat{s}_i)^p \left( \frac{1}{|P_h| - 1} \sum_{j \in \Omega_h} (\omega_j \hat{s}_j)^q \right) \right] \right\}^{1/p+q},
\]

(28)

where \( \Omega \) is the set of all trapezoidal fuzzy two-dimensional linguistic numbers, and \( \omega_i \) \((i = 1, 2, \ldots, n)\) indicates the relative importance of the input argument and satisfies the conditions: \( \omega_i \geq 0, \sum_{i=1}^n \omega_i = 1 \), \( p \) and \( q \) are parameters such that \( p \in (0, \infty) \) and \( q \in (0, \infty) \). Then TF2DLWPM called the trapezoidal fuzzy two-dimensional linguistic weighted partitioned Bonferroni mean aggregation operator.

**Theorem 8.** Let \( \hat{s}_i = ([a_i, b_i, c_i, d_i], s_{\theta_i}) \) \((i = 1, 2, \ldots, n)\) be a collection of the trapezoidal fuzzy two-dimensional linguistic variables, and \( \omega = (\omega_1, \omega_2, \ldots, \omega_n)^T \) is the weight vector of \( \hat{s}_i \) \((i = 1, 2, \ldots, n)\), \( \omega_i \geq 0, \sum_{i=1}^n \omega_i = 1 \), then, the result is still a trapezoidal fuzzy two-dimensional linguistic variable, and also
\[
\text{TF2DLWPBM}(\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_n) = \left\{ \frac{1}{e} \sum_{h=1}^{e} \left( \frac{1}{|P_h|} \sum_{i \in P_h} (\omega_i a_i)^p \left( \frac{1}{|P_h|} \sum_{j \in P_h} (\omega_j a_j)^q \right) \right), \frac{1}{p+q} \right\},
\]

\[
\frac{1}{e} \sum_{h=1}^{e} \left( \frac{1}{|P_h|} \sum_{i \in P_h} (\omega_i b_i)^p \left( \frac{1}{|P_h|} \sum_{j \in P_h} (\omega_j b_j)^q \right) \right), \frac{1}{p+q},
\]

\[
\frac{1}{e} \sum_{h=1}^{e} \left( \frac{1}{|P_h|} \sum_{i \in P_h} (\omega_i c_i)^p \left( \frac{1}{|P_h|} \sum_{j \in P_h} (\omega_j c_j)^q \right) \right), \frac{1}{p+q},
\]

\[
\frac{1}{e} \sum_{h=1}^{e} \left( \frac{1}{|P_h|} \sum_{i \in P_h} (\omega_i d_i)^p \left( \frac{1}{|P_h|} \sum_{j \in P_h} (\omega_j d_j)^q \right) \right), \frac{1}{p+q}, \min_{\theta \in P} (\theta, \theta),
\]

The proof of this theorem is similar with Theorem 4, it is omitted here.

**Theorem 9.** (Commutativity) Let \((\hat{s}_1', \hat{s}_2', \ldots, \hat{s}_n')\) be any permutation of \((\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_n)\), then

\[
\text{TF2DLWPBM}(\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_n) = \text{TF2DLWPBM}(\hat{s}_1', \hat{s}_2', \ldots, \hat{s}_n')
\]

(30)

The proof of this theorem is similar with Theorem 5, it is omitted here.

**Theorem 10.** (Boundedness) The TF2DLWPBM operator lies between the max and min operators:

\[
\min(\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_n) \leq \text{TF2DLWPBM}(\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_n) \leq \max(\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_n)
\]

(31)

The proof of this theorem is similar with Theorem 7, it is omitted here.

But TF2DLWPBM aggregate operator has not the idempotency property. Then, we discuss some special cases of TF2DLWPBM aggregate operator as follows.

1. When \(q = 0\)

\[
\text{TF2DLWPBM}^{p,0}(\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_n) = \frac{1}{e} \left( \sum_{h=1}^{e} \left( \frac{1}{|P_h|} \sum_{i \in P_h} (\omega_i \hat{s}_i)^p \right) \right)
\]

(32)
\[
\begin{align*}
    &= \left( \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{P_h} \sum_{i \in R_h} (\omega A_i)^p \right) \right) \right) \cdot \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{P_h} \sum_{i \in R_h} (\omega B_i)^p \right) \right), \\
    &= \left( \frac{1}{e} \sum_{h=1}^{c} \left( \frac{1}{P_h} \sum_{i \in R_h} (\omega A_i)^p \right) \right) \cdot \frac{1}{e} \sum_{h=1}^{c} \left( \frac{1}{P_h} \sum_{i \in R_h} (\omega B_i)^p \right) \cdot \frac{1}{e} \sum_{h=1}^{c} \left( \frac{1}{P_h} \sum_{i \in R_h} (\omega C_i)^p \right), \\
    &= \left( \frac{1}{e} \sum_{h=1}^{c} \left( \frac{1}{P_h} \sum_{i \in R_h} (\omega D_i)^p \right) \right), s_{\min, \theta} \right)
\end{align*}
\]

2. When \( p = 1, q = 0 \)

\[
\text{TF2DLWPBM}^{1,0}(\hat{s}_1, \hat{s}_2, \cdots, \hat{s}_n) = \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{P_h} \sum_{i \in R_h} \omega \hat{s}_i \right) \right)
\]

\[
= \left( \frac{1}{e} \sum_{h=1}^{c} \left( \frac{1}{P_h} \sum_{i \in R_h} \omega A_i \right) \right) \cdot \frac{1}{e} \sum_{h=1}^{c} \left( \frac{1}{P_h} \sum_{i \in R_h} \omega B_i \right) \cdot \frac{1}{e} \sum_{h=1}^{c} \left( \frac{1}{P_h} \sum_{i \in R_h} \omega C_i \right) \cdot \frac{1}{e} \sum_{h=1}^{c} \left( \frac{1}{P_h} \sum_{i \in R_h} \omega D_i \right), \quad (33)
\]

3. When \( p = 1, q = 1 \)

\[
\text{TF2DLWPBM}^{1,1}(\hat{s}_1, \hat{s}_2, \cdots, \hat{s}_n) = \frac{1}{e} \left( \sum_{h=1}^{c} \left( \frac{1}{P_h} \sum_{i \in R_h} \omega \hat{s}_i \left( \frac{1}{P_h} \sum_{j \neq i} \omega \hat{s}_j \right) \right) \right)^{1/2}
\]

\[
= \left( \frac{1}{e} \sum_{h=1}^{c} \left( \frac{1}{P_h} \sum_{i \in R_h} \omega A_i \left( \frac{1}{P_h} \sum_{j \neq i} \omega A_j \right) \right) \right)^{1/2}, \quad (34)
\]

\[
= \left( \frac{1}{e} \sum_{h=1}^{c} \left( \frac{1}{P_h} \sum_{i \in R_h} \omega B_i \left( \frac{1}{P_h} \sum_{j \neq i} \omega B_j \right) \right) \right)^{1/2}
\]
4. A Multiple Attribute Group Decision-Making Method Based on TF2DLWPBM Operator

Consider a MAGDM problem in the context of trapezoidal fuzzy two-dimension linguistic information: Suppose that there is a group of decision makers \( \{D_1, D_2, ..., D_p\} \), and \( X = \{X_1, X_2, ..., X_m\} \) be a set of \( m \) alternatives, \( G = \{G_1, G_2, ..., G_n\} \) be a set of attributes aims to choose the best alternative among \( m \) alternatives. The \( n \) attributes are partitioned into \( e \) classes \( P = \{P_1, P_2, ..., P_e\} \), attribute only has interrelationship with rest attributes in the same partition. \( \omega_j \) is the weight of the attributes from each partition, \( \omega_j \geq 0, \sum_{j=1}^{n} \omega_j = 1 \). \( \gamma_k(k = 1,2, ..., p) \) is a weight of decision makers \( D_r, \gamma_k \geq 0, \sum_{k=1}^{p} \gamma_k = 1 \).

Suppose that \( \hat{R}^k = [\hat{r}_{ij}^k]_{m \times n} \) is the decision matrix where \( \hat{r}_{ij}^k = (a_{ijk}, b_{ijk}, c_{ijk}, d_{ijk}, s_{\theta_{ij}^k}) \) represents the structure of the trapezoidal fuzzy two-dimension linguistic variable, and \( a_{ijk} \leq b_{ijk} \leq c_{ijk} \leq d_{ijk}, s_{\theta_{ij}^k} \in S \), which shows that the decision maker \( D_k \) gives an evaluation of the alternative \( X_i \) through the analysis of the attribute \( G_j \). Then, we can assemble the above information and rank the order of alternatives.

In general, considering the directionality of attributes, ensuring benefit attribute and cost attribute have the same directionality, and different decision makers or different decision making methods may result in different evaluation criteria, so we need normalize class I information of attributes. The steps of this method are as follows:

**Step 1.** Normalize the trapezoidal fuzzy two-dimensional linguistic variables.

Suppose \( \hat{V}^k = [\hat{v}_{ij}^k]_{m \times n} \) is the normalized matrix of decision matrix \( \hat{R}^k = [\hat{r}_{ij}^k]_{m \times n} \) where \( \hat{v}_{ij}^k = ([a_{ij}^k, b_{ij}^k, c_{ij}^k, d_{ij}^k], s_{\theta_{ij}^k}) \), then the normalization method is chosen as follows:

1. For benefit attributes:
   \[
   [a_{ij}^{\text{tr}}, b_{ij}^{\text{tr}}, c_{ij}^{\text{tr}}, d_{ij}^{\text{tr}}] = \left[ \frac{a_{ij}^k}{Y}, \frac{b_{ij}^k}{Y}, \frac{c_{ij}^k}{Y}, \frac{d_{ij}^k}{Y} \right]
   \]
   where \( Y = \sqrt{\sum_{i=1}^{m} [(a_{ij}^k)^2 + (b_{ij}^k)^2 + (c_{ij}^k)^2 + (d_{ij}^k)^2]} \)

2. For cost attributes:
   \[
   [a_{ij}^{\text{tr}}, b_{ij}^{\text{tr}}, c_{ij}^{\text{tr}}, d_{ij}^{\text{tr}}] = \left[ \frac{1}{a_{ij}^k}, \frac{1}{b_{ij}^k}, \frac{1}{c_{ij}^k}, \frac{1}{d_{ij}^k} \right]
   \]

...
where $ Z = \sum_{i=1}^{m} \left( (1/ a_{ij}^k)^2 + (1/ b_{ij}^k)^2 + (1/ c_{ij}^k)^2 + (1/ d_{ij}^k)^2 \right) $.

**Step 2.**Aggregate the assessment information of each decision maker by weighting method.

Suppose $ U^k = [\hat{b}_{ij}]_{m \times n} $ is the group decision matrix calculated from normalized matrix $ \hat{y}^k = [\hat{g}^k]_{m \times n} $ by a weighting method, where $ \hat{a}_{ij} = \left(\left[\hat{a}_{ij}, b_{ij}, c_{ij}, d_{ij}\right], s_{\theta_{ij}}\right) $, as follows:

$$ [a_{ij}^*, b_{ij}^*, c_{ij}^*, d_{ij}^*] = \left[ \sum_{k=1}^{p} \gamma_k d_y^k, \sum_{k=1}^{p} \gamma_k b_y^k, \sum_{k=1}^{p} \gamma_k c_y^k, \sum_{k=1}^{p} \gamma_k d_y^k \right] $$ (37)

**Step 3.**Calculate the comprehensive evaluation value of each alternative.

We have obtained weights of the attributes, and the weights are expressed in exact numerical values. Then, we calculate the comprehensive group overall opinions by TF2DLWPBM operator, where $ \hat{a}_i = \left(\left[a_i, b_i, c_i, d_i\right], s_{\theta_i}\right) $ as follows:

$$ [a_i, b_i, c_i, d_i] = \text{TF2DLWPBM}(\hat{a}_{i1}, \hat{a}_{i2}, \ldots, \hat{a}_{in}) $$

$$ = \left[ \frac{1}{e} \sum_{h=1}^{e} \left( \frac{1}{|P_h|} \sum_{h \in P_h} (\omega_h a_{ij}^h)^p \left( \frac{1}{|P_h|} - \sum_{j \in P_h} (\omega_h a_{ij}^h)^q \right) \right) \frac{1}{1 + p} \right], 

\frac{1}{e} \sum_{h=1}^{e} \left( \frac{1}{|P_h|} \sum_{h \in P_h} (\omega_h b_{ij}^h)^p \left( \frac{1}{|P_h|} - \sum_{j \in P_h} (\omega_h b_{ij}^h)^q \right) \right) \frac{1}{1 + p} \right], 

\frac{1}{e} \sum_{h=1}^{e} \left( \frac{1}{|P_h|} \sum_{h \in P_h} (\omega_h c_{ij}^h)^p \left( \frac{1}{|P_h|} - \sum_{j \in P_h} (\omega_h c_{ij}^h)^q \right) \right) \frac{1}{1 + p} \right], 

\frac{1}{e} \sum_{h=1}^{e} \left( \frac{1}{|P_h|} \sum_{h \in P_h} (\omega_h d_{ij}^h)^p \left( \frac{1}{|P_h|} - \sum_{j \in P_h} (\omega_h d_{ij}^h)^q \right) \right) \frac{1}{1 + p} \right], 

\text{min}_{\min_{\theta_{ij} \neq 0}} \left( \frac{1}{|P_h|} \sum_{h \in P_h} (\omega_h d_{ij}^h)^p \left( \frac{1}{|P_h|} - \sum_{j \in P_h} (\omega_h d_{ij}^h)^q \right) \right) \frac{1}{1 + p} \right], $$(38)

**Step 4.** Calculate the expectation of all alternatives’ TF2DLWPBM operators:

$$ \hat{f}_i = \mathbb{E}(\hat{a}_i) = \frac{a_i + b_i + c_i + d_i}{4} \cdot \frac{\theta_i}{l-1} $$ (39)

**Step 5.** Rank the alternatives.

Sort the alternatives by comparing the size of $ \hat{f}_i (i = 1, 2, \ldots, m) $. If the $ \hat{f} $ of the alternative is greater than the $ \hat{f} $ of the other alternatives, then the alternative is the best solution of all. On the contrary, the smallest $ \hat{f} $ corresponding to the worst alternative of all alternatives.
5. An Illustrated Example

Many researchers and scholars in the fields of environmental health sciences or public health sciences have done a lot of work to study the damage to human beings caused by environmental pollution, analyzing the reasons and trying to find pollution reduction methods [43–47]. However, many of them have met with the difficulties of lack of data, like observations of ocean pollution or air quality, in time. The cost to obtain those data is not affordable because of technology restraints, not to mention the need for timely data. Under some circumstances where the pollution data for environment evaluation are not available, experts from different walks are needed to do the field research and help with the decision making process. It is quite helpful to apply the method based on the TF2DLMFPBM operator to resolve the complex situation in such circumstances. Mathematics help the human thinking process be more systematic and reasonable, to make good decisions. Here we give an example of how the proposed method is applied to evaluation of river basin ecosystem health.

An environmental institute that needs to evaluate four river basins \((X_1, X_2, X_3, X_4)\) and choose the healthiest ecosystem from among them to carry out further research. For further details of the four river basins, the environment institute’s management set up a team of three decision makers with weight vector \(\gamma = (0.4, 0.35, 0.25)^\top\). The three decision makers should evaluate the comprehensive strength of the four river basins by considering the following five aspects:

\[
\begin{align*}
G_1: & \text{ The unhealthy resources and consumption restrictions} \\
G_2: & \text{ The sustainable development of the river basin’s economy} \\
G_3: & \text{ People’s environmental awareness in the river basin} \\
G_4: & \text{ The species diversity in the river basin} \\
G_5: & \text{ The resilience of the river basin}
\end{align*}
\]

In the evaluation process, because people’s thinking is subjective and complex, the expert evaluation results are fuzzy. Meanwhile, due to the fact the field of expert research is different and the investigated information is not complete, it is necessary for experts to evaluate the reliability of their evaluation results. Considering the above factors, we describe the expert information in the form of the trapezoidal fuzzy two-dimensional linguistic variable. The class I information is expressed by trapezoidal fuzzy number, and the class II information is expressed by a linguistic variable, \(l = 7, S = \{s_0, s_1, s_2, s_3, s_4, s_5, s_6\} = \{\text{extremely unreliable, unreliable, fair, slightly reliable, reliable, extremely reliable}\}\).

The attributes \(G_1, G_2\) and \(G_3\) assess the health of the ecosystem in the river basins from the perspective of social development and human health. The attributes \(G_4\) and \(G_5\) measure the health of ecosystem in the river basins from the perspective of healthy development of ecological environment. We consider the interrelationship among the five attributes and partition the five attributes into two attribute sets. These attribute sets are \(P_1 = \{G_1, G_2, G_3\}\) and \(P_2 = \{G_4, G_5\}\) with the weight vector \(\omega = (0.2, 0.15, 0.15, 0.3, 0.2)^\top\).

5.1. The Evaluation Steps

The evaluation steps for the four river basins are as follows:

The three decision makers give their decision matrixes as Tables 1–3.

<table>
<thead>
<tr>
<th>(G_1)</th>
<th>(G_2)</th>
<th>(G_3)</th>
<th>(G_4)</th>
<th>(G_5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X_1)</td>
<td>([2,3,5,6], s_6)</td>
<td>([4,5,7,8], s_2)</td>
<td>([2,3,5,6], s_6)</td>
<td>([5,6,7,8], s_4)</td>
</tr>
<tr>
<td>(X_2)</td>
<td>([3,4,6,7], s_3)</td>
<td>([2,4,6,7], s_3)</td>
<td>([1,3,6,8], s_1)</td>
<td>([3,5,6,7], s_0)</td>
</tr>
<tr>
<td>(X_3)</td>
<td>([2,4,5,8], s_4)</td>
<td>([2,3,5,6], s_5)</td>
<td>([2,4,5,6], s_3)</td>
<td>([1,2,3,4], s_1)</td>
</tr>
<tr>
<td>(X_4)</td>
<td>([1,3,4,5], s_0)</td>
<td>([3,5,6,7], s_6)</td>
<td>([2,3,4,5], s_5)</td>
<td>([1,3,4,5], s_2)</td>
</tr>
</tbody>
</table>
Table 2. Decision matrix $R^2$.

<table>
<thead>
<tr>
<th>$X_1$</th>
<th>$G_1$</th>
<th>$G_2$</th>
<th>$G_3$</th>
<th>$G_4$</th>
<th>$G_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,2,4.5)</td>
<td>(1,2,4.5)</td>
<td>(1,2,4.5)</td>
<td>(1,2,4.5)</td>
<td>(1,2,4.5)</td>
<td></td>
</tr>
<tr>
<td>$X_2$</td>
<td>(2,3,5,8)</td>
<td>(2,3,5,8)</td>
<td>(2,3,5,8)</td>
<td>(2,3,5,8)</td>
<td></td>
</tr>
<tr>
<td>$X_3$</td>
<td>(2,3,5,6)</td>
<td>(2,3,5,6)</td>
<td>(2,3,5,6)</td>
<td>(2,3,5,6)</td>
<td></td>
</tr>
<tr>
<td>$X_4$</td>
<td>(4,5,6,8)</td>
<td>(4,5,6,8)</td>
<td>(4,5,6,8)</td>
<td>(4,5,6,8)</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Decision matrix $R^3$.

<table>
<thead>
<tr>
<th>$X_1$</th>
<th>$G_1$</th>
<th>$G_2$</th>
<th>$G_3$</th>
<th>$G_4$</th>
<th>$G_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2,4,5,7)</td>
<td>(2,4,5,7)</td>
<td>(2,4,5,7)</td>
<td>(2,4,5,7)</td>
<td>(2,4,5,7)</td>
<td></td>
</tr>
<tr>
<td>$X_2$</td>
<td>(2,3,5,8)</td>
<td>(2,3,5,8)</td>
<td>(2,3,5,8)</td>
<td>(2,3,5,8)</td>
<td></td>
</tr>
<tr>
<td>$X_3$</td>
<td>(2,3,5,6)</td>
<td>(2,3,5,6)</td>
<td>(2,3,5,6)</td>
<td>(2,3,5,6)</td>
<td></td>
</tr>
<tr>
<td>$X_4$</td>
<td>(2,3,5,6)</td>
<td>(2,3,5,6)</td>
<td>(2,3,5,6)</td>
<td>(2,3,5,6)</td>
<td></td>
</tr>
</tbody>
</table>

Calculate the normalized matrix based on Equations (35) and (36) as Tables 4–6.

Table 4. Normalized decision matrix $\tilde{V}^1$.

<table>
<thead>
<tr>
<th>$X_1$</th>
<th>$G_1$</th>
<th>$G_2$</th>
<th>$G_3$</th>
<th>$G_4$</th>
<th>$G_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.112,0.134,0,223)</td>
<td>(0.118,0.235,0.329)</td>
<td>(0.055,0.165,0.276)</td>
<td>(0.259,0.310,0.362)</td>
<td>(0.055,0.109,0.164)</td>
<td></td>
</tr>
</tbody>
</table>
| $X_2$ | (0.096,0.112,0.167) | (0.094,0.188,0.282) | (0.055,0.165,0.331) | (0.155,0.259,0.310) | (0.109,0.164,0.273)
| $X_3$ | (0.084,0.134,0.167) | (0.094,0.141,0.235) | (0.100,0.221,0.276) | (0.052,0.103,0.155) | (0.164,0.273,0.327) |
| $X_4$ | (0.114,0.167,0.223) | (0.141,0.235,0.282) | (0.110,0.165,0.221) | (0.052,0.155,0.207) | (0.109,0.164,0.327) |

Table 5. Normalized decision matrix $\tilde{V}^2$.

<table>
<thead>
<tr>
<th>$X_1$</th>
<th>$G_1$</th>
<th>$G_2$</th>
<th>$G_3$</th>
<th>$G_4$</th>
<th>$G_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.131,0.164,0.327)</td>
<td>(0.094,0.188,0.235)</td>
<td>(0.139,0.232,0.279)</td>
<td>(0.107,0.216,0.323)</td>
<td>(0.059,0.177,0.235)</td>
<td></td>
</tr>
<tr>
<td>$X_2$</td>
<td>(0.082,0.131,0.218)</td>
<td>(0.141,0.235,0.282)</td>
<td>(0.093,0.139,0.325)</td>
<td>(0.054,0.162,0.270)</td>
<td>(0.059,0.118,0.177)</td>
</tr>
<tr>
<td>$X_3$</td>
<td>(0.109,0.131,0.218)</td>
<td>(0.094,0.141,0.235)</td>
<td>(0.093,0.186,0.232)</td>
<td>(0.162,0.216,0.270)</td>
<td>(0.118,0.177,0.294)</td>
</tr>
<tr>
<td>$X_4$</td>
<td>(0.082,0.094,0.131)</td>
<td>(0.141,0.235,0.329)</td>
<td>(0.139,0.186,0.279)</td>
<td>(0.108,0.162,0.216)</td>
<td>(0.177,0.294,0.353)</td>
</tr>
</tbody>
</table>

Table 6. Normalized decision matrix $\tilde{V}^3$.

<table>
<thead>
<tr>
<th>$X_1$</th>
<th>$G_1$</th>
<th>$G_2$</th>
<th>$G_3$</th>
<th>$G_4$</th>
<th>$G_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.099,0.139,0.173)</td>
<td>(0.165,0.220,0.275)</td>
<td>(0.111,0.167,0.278)</td>
<td>(0.160,0.213,0.267)</td>
<td>(0.154,0.257,0.309)</td>
<td></td>
</tr>
<tr>
<td>$X_2$</td>
<td>(0.087,0.115,0.199)</td>
<td>(0.110,0.220,0.330)</td>
<td>(0.111,0.167,0.223)</td>
<td>(0.160,0.160,0.267)</td>
<td>(0.154,0.257,0.309)</td>
</tr>
<tr>
<td>$X_3$</td>
<td>(0.115,0.139,0.231)</td>
<td>(0.087,0.115,0.199)</td>
<td>(0.167,0.223,0.334)</td>
<td>(0.106,0.160,0.267)</td>
<td>(0.154,0.257,0.309)</td>
</tr>
<tr>
<td>$X_4$</td>
<td>(0.099,0.115,0.139)</td>
<td>(0.055,0.110,0.220)</td>
<td>(0.056,0.111,0.220)</td>
<td>(0.053,0.107,0.267)</td>
<td>(0.051,0.154,0.257)</td>
</tr>
</tbody>
</table>

Aggregate the assessment information for each alternative evaluated from each decision maker by weighting method. So we can get an aggregated matrix $\bar{V}^k$, which is shown in Table 7:
Calculate the comprehensive group overall opinions by TF2DLWPBM operator, suppose $p = 1$, $q = 0$ the results as follows:

$\hat{u}_1 = ([0.0502, 0.0809, 0.1105, 0.1499], s_1)$

$\hat{u}_2 = ([0.0401, 0.0682, 0.1047, 0.1343], s_1)$

$\hat{u}_3 = ([0.0476, 0.0746, 0.1042, 0.1391], s_1)$

$\hat{u}_4 = ([0.0408, 0.0689, 0.1027, 0.1406], s_2)$

Calculate expectations about each $\hat{u}_i (i = 1, 2, ..., m)$, based on Equation (39).

For example, we can calculate the expectation $\hat{f}_1 = E(\hat{u}_1)$ and the calculative process is as follows:

$$\hat{f}_1 = E(\hat{u}_1) = \frac{0.0502 + 0.0809 + 0.1105 + 0.1499}{4} \times \frac{1}{7 - 1} = 0.0163$$

and the other expectations are below:

$E(\hat{u}_2) = 0.0145, E(\hat{u}_3) = 0.0152, E(\hat{u}_4) = 0.0294$

Determine the final ranking based on the comparison method described in SECT4, the result is

$X_4 > X_1 > X_3 > X_2$

5.2. Discussion

Parameters $p$ and $q$ can be used to indicate the degree of positive attitude of the decision makers, when decision makers are more optimistic in attributes variables, they can choose larger parameters to evaluate the alternatives. On the contrary, when decision makers are more pessimistic, they can choose the smaller parameters to obtain evaluation results.

To demonstrate the effect of the parameters $p$ and $q$ on evaluation results, we can analyze the rankings of the above problem as follows: in general, $p$ and $q$ can take any values in between 0 to $\infty$, we use some different special values in between 0 to 5, the ranking results are shown in Table 8.

<table>
<thead>
<tr>
<th>$p$, $q$</th>
<th>$\hat{u}_1$</th>
<th>$\hat{u}_2$</th>
<th>$\hat{u}_3$</th>
<th>$\hat{u}_4$</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p = 1$, $q = 0$</td>
<td>$E(\hat{u}_1) = 0.0172$, $X_4 &gt; X_1 &gt; X_3 &gt; X_2$</td>
<td>$E(\hat{u}_2) = 0.0150$, $X_4 &gt; X_1 &gt; X_3 &gt; X_2$</td>
<td>$E(\hat{u}_3) = 0.0153$, $X_4 &gt; X_1 &gt; X_3 &gt; X_2$</td>
<td>$E(\hat{u}_4) = 0.0294$, $X_4 &gt; X_1 &gt; X_3 &gt; X_2$</td>
<td></td>
</tr>
<tr>
<td>$p = 1$, $q = 1$</td>
<td>$E(\hat{u}_1) = 0.0163$, $X_4 &gt; X_1 &gt; X_3 &gt; X_2$</td>
<td>$E(\hat{u}_2) = 0.0145$, $X_4 &gt; X_1 &gt; X_3 &gt; X_2$</td>
<td>$E(\hat{u}_3) = 0.0152$, $X_4 &gt; X_1 &gt; X_3 &gt; X_2$</td>
<td>$E(\hat{u}_4) = 0.0294$, $X_4 &gt; X_1 &gt; X_3 &gt; X_2$</td>
<td></td>
</tr>
<tr>
<td>$p = 2$, $q = 0$</td>
<td>$E(\hat{u}_1) = 0.0166$, $X_4 &gt; X_1 &gt; X_3 &gt; X_2$</td>
<td>$E(\hat{u}_2) = 0.0147$, $X_4 &gt; X_1 &gt; X_3 &gt; X_2$</td>
<td>$E(\hat{u}_3) = 0.0153$, $X_4 &gt; X_1 &gt; X_3 &gt; X_2$</td>
<td>$E(\hat{u}_4) = 0.0295$, $X_4 &gt; X_1 &gt; X_3 &gt; X_2$</td>
<td></td>
</tr>
</tbody>
</table>
From Table 8, the ordering of the alternatives is $X_4 > X_1 > X_2 > X_3$, there is no any change with the different special values of $p$ or $q$ between 0 to 4. However, when $p = 1$ and $q = 5$ or $q = 1$, $p = 5$, the order of $X_2$ and $X_3$ is reversed and the final ranking order is $X_4 > X_1 > X_2 > X_3$. Observe closely, the expectations of $X_2$ and $X_3$ are almost equal in size under the different parameters $p$ and $q$. And small changes between them may be caused by different parameters. Then, we expand the value of $p$ or $q$, and observe the changes about ranking order of the alternatives.

For $p = 1$ or $q = 1$, if we take different values of $q(p)$ experts' overall opinions about the alternatives $X_i (i = 1, 2, 3, 4)$ are changed which is presented in Figure 1 (Figure 2).

From the abovementioned Figures 1 and 2, we can observe that the results of ranking order depends on the value of the parameters $q$ or $p$ if we fix the value of the parameter $p = 1$ or $q = 1$:

1. When $p = 1$ and $q < 4.1$ or $q = 1$, $p < 4.1$, the ordering of alternatives is $X_4 > X_1 > X_3 > X_2$, the best alternative is $X_4$.
2. When $p = 1$ and $q = 4.1$ or $q = 1$, $p = 4.1$, the ordering of alternatives is $X_4 > X_1 > X_2 > X_3 = X_2$.
3. When $p = 1$ and $q > 4.1$ or $q = 1$, $p > 4.1$, the ordering of alternatives is $X_4 > X_1 > X_2 > X_3$, the best alternative is $X_4$.
Figure 1. Group performance of the alternatives when $p = 1$, and $q \in (0, 20]$.

Figure 2. Group performance of the alternatives when $q = 1$, and $p \in (0, 20]$.

If we select different values of parameters, and calculate the expectation of all alternatives’ TF2DLWPBM operators and draw group performance of the alternatives in Figures 3–6.
Figure 3. Group performance of $X_1$ when $q, p \in (0, 20]$.

Figure 4. Group performance of $X_2$ when $q, p \in (0, 20]$.

Figure 5. Group performance of $X_3$ when $q, p \in (0, 20]$. 
Figure 6. Group performance of $X_4$ when $q, p \in (0, 20]$.

No matter how parameters $p$ and $q$ change, the alternative $X_4$ and alternative $X_1$ are the best two alternatives by comparing the above mentioned Figures 3–6. The ranking order of the alternative $X_2$ and alternative $X_3$ changes with the absolute value of the difference between parameters $p$ and $q$. If the absolute value of the difference between parameters $p$ and $q$ is small, $E(\hat{u}_3) > E(\hat{u}_2)$, the ordering of alternatives is $X_4 > X_1 > X_3 > X_2$. If the absolute value of the difference between parameters $p$ and $q$ is big, $E(\hat{u}_2) > E(\hat{u}_3)$, the ordering of alternatives is $X_4 > X_1 > X_2 > X_3$.

5.3. Comparison with the Other Methods

To illustrate the effectiveness and superiority of the proposed method, we finish our comparison by utilizing the four methods. Table 9 shows the ranking orders of the alternatives obtained by the four existing methods are significantly different from the ranking order obtained by the proposed method.

To verify the effectiveness of the proposed decision making method, we made use of the example that an environment institute choose the healthiest ecosystem compare the method introduced by Dutta [29], we translated the trapezoidal fuzzy numbers in class I into linguistic variables by the approach proposed by Liu [48], and calculate results and rank alternatives by using the method proposed by Dutta. The ranking: $X_4 > X_1 > X_3 > X_2$ is the same result compared with calculating by TF2DLWPBM operator. Second, we compared the method in this paper with method based on the TTFLWBM aggregation operator that combined trapezoidal fuzzy 2-dimensional linguistic information with BM operator introduced by Shi [49]. Calculating the expectation of all alternatives’ TTFLWBM and the final ranking is $X_4 > X_1 > X_3 > X_2$ when $p = 1$ and $q = 1$. In addition, comparing with the existing aggregation operators, results of the TF2DLPGA and the TF2DLPGWA operators proposed by Li [21] are same and the order of ranking is $X_4 > X_1 > X_2 > X_3$ when $\lambda = 2$. The expectation of $X_2$ and $X_3$ are almost equal in size, this is consistent with the proposed method in this paper.

Table 9. Comparison of the TF2DLWPBM operator with other aggregation operators.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Aggregation Operator/Method</th>
<th>Whether Captures the Interrelationship among the Attributes</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li [21]</td>
<td>TF2DLPGWA</td>
<td>No</td>
<td>$X_4 &gt; X_1 &gt; X_3 &gt; X_2$</td>
</tr>
<tr>
<td>Dutta [29]</td>
<td>LW-2TLPBM</td>
<td>Yes</td>
<td>$X_4 &gt; X_1 &gt; X_3 &gt; X_2$</td>
</tr>
<tr>
<td>Shi [49]</td>
<td>TTFLWBM</td>
<td>No</td>
<td>$X_4 &gt; X_1 &gt; X_3 &gt; X_2$</td>
</tr>
<tr>
<td>Liu [18]</td>
<td>Topsis</td>
<td>No</td>
<td>$X_4 &gt; X_3 &gt; X_1 &gt; X_2$</td>
</tr>
<tr>
<td>Proposed method</td>
<td>TF2DLWPBM</td>
<td>Yes</td>
<td>$X_4 &gt; X_1 &gt; X_3 &gt; X_2$</td>
</tr>
</tbody>
</table>
To demonstrate the superiority of this method, we compared the method based on the TTFLWBM aggregation operator developed by Shi [49]. For \( p = 1 \) or \( q = 1 \), we found the point that the expectations of the alternative \( X_2 \) and alternative \( X_4 \) are equal. When \( p = 1 \) and \( q = 2.9 \) or \( q = 1 \), \( p = 2.9 \), the rank ordering is \( X_4 > X_1 > X_3 = X_2 \). In this paper, when \( p = 1 \) and \( q = 4.1 \) or \( q = 1 \), \( p = 4.1 \), the result is \( X_4 > X_1 > X_3 = X_2 \). Obviously the method proposed by Shi is more sensitive, which is because Shi’s method did not take into the inter-relationship among the attributes. In the case of a small gap between the attributes, Shi’s method may be biased against the final results. In addition, the method introduced by Liu [18] was based on similarity measures, but it does not take the decision makers’ preferences in the model. The method in this paper has the capability to express people’s preferences by adjusting parameters \( p \) and \( q \) based on the aggregation operators, which increases the application range of method and improves the accuracy of the decision making problems.

6. Conclusions

In this study, we have developed a new method for solving MADGM in a fuzzy 2-dimensional linguistic environment. This research makes two main contributions. In the first phase, we applied the PBM in the fuzzy 2-dimensional linguistic environment, and then, we proposed the TF2DLPBM and TF2DLWPBM operators. The proposed operators can build the interrelationships among each attribute and have the capability to capture inter-relationships among the attributes after some preparatory work where attributes are partitioned into several unrelated classes and each attribute only has inter-relationships with rest of the attributes in the same class. In the second phase, we developed a new method on the basis of the TF2DLWPBM operator to solve MAGDM problems. We applied the proposed method to a group decision making of selecting the healthiest ecosystem from among four river basins, and then, we discussed how to express the preferences of decision makers by adjusting the parameters in the operator and analyzed the relationship of different parameters with the final ranking of alternatives. The proposed method has also been compared with other existing methods to illustrate the effectiveness and superiority.

It is worth emphasizing that the proposed method has following advantages: (1) describing the decision makers’ evolution by using the trapezoidal fuzzy two-dimensional linguistic variable which can improve accuracy and application range of decision makers’ descriptions of alternatives; (2) considering partitioned structure and calculating the inter-relationship among the attributes by TF2DLWPBM, the developed method is more scientific to do decision making; (3) adjusting the parameters on the basis of preferences of decision makers, the developed method is more flexible to complex environment.

The proposed method based on the TF2DLPBM and TF2DLWPBM operators is suitable to handle real-life problems where uncertainty is involved in the decision process. In the cases where interrelationships among each attribute are clear, the method always can calculate the interrelationships clearly and easily. However, in a complex system there may be inherent relationships among each attribute. In future, we will investigate the use of TF2DLPBM for solving the decision-making problem in complex interrelationship environments and illustrate some meaningful applications in the environmental health sciences and public health fields.
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