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Abstract: Massive multiple-input and multiple-out (massive MIMO) systems and heterogeneous networks (HetNet) are envisioned to meet the new performance objectives of evolving networks. Now, the main challenge of massive MIMO with HetNet in two-tier networks is how to alleviate interference generated by the randomly deployed femtocells to the macro cells. In this paper, we investigate massive MIMO with HetNet, where the intended macro base station (MBS) transmission follows Ricean fading and interfering femto BS transmissions follow Rayleigh fading. Then, by exploiting matrix and stochastic geometric tools, we derive tight approximations for the intended signal power and aggregated interfering power signal. And derive the signal-to-interference (SIR) with the convolution of the two power signals. Then, we obtain the performance objectives: coverage and outage probabilities, and area spectral efficiency. Further, to reduce the cell edge effects and improve the SIR, we study the role of massive MIMO beamforming coordination with the high-powered MBSs. Thus, we develop maxi-min optimization to control the MBS transmit power. Numerical results show that the coverage and outage performance converge for different user locations, pathloss and Ricean factor. The monotonic increase in Ricean factor improves the SIR of a user located within coverage region. Optimal values of macro BS antenna and transmit power guarantee rate-fairness between the coordinating MBSs, and avoid strong Ricean channel correlation. Also, the performance gain is dependent on the user location, but independent of the cell size.
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1. Introduction

The next generation wireless networks are to support the growing demands for high data rate especially over the coverage area; these require efficient network modeling and design. Traditionally, cellular networks assume hexagonal, circular and square shape topologies, with the base station (BS) at the center of the cell. Recent network design in urban and suburban areas require random clustering [1]; this has necessitated the redesigning of the traditional cellular networks.

A wireless network is heterogeneous, such that the small cells are offloading the macrocell, thereby improving the cell-center, cell-edge and indoor performance. The HetNets are envisioned to provide the solution with fast, flexible, cost efficient, fine tuned design and network expansion for the traditional cellular network architecture [2]. The base stations (BSs) in HetNets are characterized by the transmit power: different low-power BSs (Pico, Femto Access Points, micro) in addition with traditional high-power MBS to meliorate the coverage. The tiers consisting of BSs are ordered with the transmit power such that the served tier provides the highest signal power [3,4]. Thus, the tier’s BSs transmit power, fading, path loss and resource allocation. Consequently, the neighboring tier’s BSs
generate severe interference which is a limiting factor for the signal-to-interference (SIR) in achieving the network throughput [5,6]. This requires new approach to reduce the interference.

1.1. Related Works

Massive MIMO with HetNet takes into account the placement of BSs, user terminals and propagation model (in practical perspective, occurrence of random fading due to scattering and LoS signals depend on the environmental factors such as distance, geographical structure and clutter). Recently, Random matrix theory and stochastic geometry are used to study the SIR distribution and the performance gain of massive MIMO HetNet systems [7,8]. But the coexistence of the multiple and different BSs generate interference signals. User-centric analysis of the interference with massive MIMO HetNet is comprehensively discussed in [3,6,9,10], where the SINR is modeled over the locations of the users, BSs and characterized by multi-path fading. Incorporating multi-path fading into the point process model [11], the path loss with the fading can be geometrically characterized, then the coverage performance is conditioned on the user locations [12]. The trade-off between the link reliability and area spectral efficiency (ASE) in multiuser MIMO HetNet is discussed in [10], this primarily requires efficient analysis of the channel fading.

Then, performance of massive MIMO HetNet can be analyzed in the uncorrelated Rayleigh channel and uncorrelated Ricean MIMO channel. In [13,14], massive MIMO HetNet have been studied for uplink and downlink deployment, respectively, under Rayleigh channel fading. Also, the average rate performance over generalized fading channels are analyzed in [15,16], where desired and interfering signals are separately derived with different fading models such as Rayleigh and Nakagami fading. And in [3,13], the channels are modeled with Rayleigh fading, these works analyzed both the desired and interfering signals of the downlink SINR with Rayleigh fading model. But the assumption that all the channel fading are dominated with non line of sight (NLoS) transmissions is practically unrealistic. Therefore, the authors in [17,18] studied the general performance gain with the path loss of the LoS and NLoS signal. Then, massive MIMO channel can propagate jointly with both NLoS and LoS channel, where the phases and power are combined, thus, the mean power determines the Ricean channel gain. An analytical approach for evaluating the coverage probability of HetNet with the desired propagation signals modeled with Ricean fading and interfering propagation signals modeled with Rayleigh fading, has recently been introduced in [19]. This is due to the fact that the signal strength deteriorates at the cell edge as propagation enters the shadowed region, where dominate LoS is difficult to exist. As such, the interfering signals at the location of a typical user are dominated with scattering signals [1]. Consequently, owing to the complexity in analyzing Ricean distribution, especially the difficulty in approximating the Bessel function, the majority of present contributions in literature [9,10,14–16,20,21] have focused on Rayleigh distribution for the coverage and outage probabilities. In [19], the authors analyzed coverage probability with Ricean and Rayleigh distributions for desired and interfering signals, respectively, while the authors in [22,23] investigated the performance Device-to-Device under-laid network and determined the effect of the channel propagation parameters of the Ricean Channel.

However, for MBSs equipped with multiple antennas, precoding and beamforming can be exploited, and thus, support multiplexing gain, diversity gain, and interference avoidance and Reduction. With massive MIMO Beamforming, the transmitted signal energy can be directed toward the intended user in order to avoid and reduce interference to other users. Such that the beam is set in a particular direction to avoid interference [24]. Through massive MIMO beamforming coordination, transmission power is controlled to maintain user-fairness in certain QoS threshold, this maximizes the overall SIR [25–27], and the BSs allocate the resources according to user selection criteria. Resource allocation in massive MIMO HetNet deployment involves bandwidth (frequency/time) management to mitigate interference, the user is allocated a portion of the spectrum in a sub-frame which indicates the entire spectrum in some time slots. Now, fractional frequency reuse (FFR) is designed to classify the scheduled users into the cell-center and cell-edge depending on the user-to-BS
distance, thus accomplishes the power control, FFR is studied in [20,28]. All these related works under reasonable assumptions and objectives reduced the theoretical results to simple close-form expressions to satisfy the future wireless networks.

1.2. Problem Statement

Many works (in Table 1) have studied the performance of HetNet with Rayleigh fading, as it is easier to analyze the fading distribution. Realistically, mounting MBS antennas on high height for wider coverage, strong LoS and NLoS links can be realized, thus, the Ricean link is accomplished. Whereas the low-powered femto BSs have small coverage, and hence, generate strong scattering (interfering) signals within the macro cell coverage region. From [1,19], this work develops a HetNet model and analytically characterizes the SIR with Ricean and Rayleigh fading distributions. That is, we evaluate the SIR with the convolution of the desired signal (from MBS) with Ricean distribution and interfering signals (from femto BSs) with Rayleigh distribution. Also, a massive MIMO is considered for the channel fading modeling, this is a novel contribution in this work. Further, we propose transmit power control technique with the MBSs for the downlink beamforming coordination.

Table 1. Summary of Related Works

<table>
<thead>
<tr>
<th>Study</th>
<th>Theorem</th>
<th>Objectives</th>
<th>Propagation</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Ricean</td>
<td>[12,19][22,23] D</td>
</tr>
</tbody>
</table>

M denotes Massive MIMO systems approach; D denotes Device-to-Device communications approach.

1.3. Contributions of the Paper

This work studies a downlink massive MIMO HetNet with two-tier Networks. Thus, below are major contributions:

- We use fading distributions to evaluate the intended signal with Ricean fading and interfering signals with Rayleigh fading
- We provide a tractable expression of the typical user SIR and evaluate the probability of coverage, outage probability and area spectral efficiency (ASE).
- To further improve on the location-dependent user’s QoS, we introduce the FFR scheme for interference coordination which is used to analyze cell-edge users performance. Then, to avoid spill-over of power by the high power MBSs, we investigate massive MIMO beamforming coordination among MBSs through power control.
- Finally, we obtain optimal values for MBS antenna, transmit power and Ricean factor that alleviate strong LoS channel correlation.

2. System Design

2.1. General Description

In this section, the users and BSs are associated in the Voronoi cell with the coverage areas comprising of Voronoi tessellation. Here, we assume open access network, where users are served by the nearest BS and can access any tier’s BSs in the service area. Also, assuming all the BSs are transmitting, a macrocell user receives interference induced by the femto cells. Now, by spatial stochastic process with Poisson point model, the femto cells are irregularly setup while the macrocell BSs are regularly setup (cf. Figure 1). Further, we assume all the BSs share a common frequency band for communications. Adopting orthogonal frequency in the downlink LTE system, the available frequency per tier are partitioned into sub-bands of the sub-carrier. Thus the users that connect to the
under study tier BSs have no intra-tier interference since intra-tier interference occurs from co-channel
neighboring BSs, hence we assume coordination among the MBSs. Whereas no coordination with
the femtocells, since the femtocell deployments are randomly and uncontrollably installed by users.
Again, we assume no coordination between MBS and femto BS, then inter-tier interference is in the
from of femto BS to the macro cell user. However, in dense networks, the macrocell user experiences
both dominant LoS and scattering signal (NLoS) transmissions from MBS, while transmissions from
femtocell BS are likely to be only scattering. By this transmission assumption, the network is designed
such that user to BS association and received power weakness strive on the user location.

**Assumption 1.** In this analysis, we assume the intended signal follows Ricean fading distribution whilst the
interfering signals follow Rayleigh fading distribution with sufficient scattering.

![Figure 1. Models the PPP design with the understudy cluster wrapped around.](image)

**2.2. Poisson Point Process Model**

We consider downlink massive MIMO HetNet consisting of two-tier HetNet (cf. Figures 1 and 2),
that is nth and jth tiers are macro and femto cells respectively. In the nth tier, the BSs are spatially
distributed according to independent homogeneous Poisson point Process (PPP) \( \Phi_n \) with density
\( \lambda_n \), bounded in area \( A \subset \mathbb{R}^2 \), as \( \Phi_n (A) \sim \text{PPP} (\lambda_n) \). Each BS in the n tier has equal transmit power
\( P_n \), M transmit antennas and K single antenna users spatially distributed over \( \mathbb{R}^2 \) in a homogeneous
PPP \( \Phi_K \).
2.3. Channel Model and Beamforming Design

Consider a massive MIMO HetNet with the intended signal from the nth tier (MBSs), then typical user receives interference from BSs of the jth tier (femto BSs). The small-scale fading of the desired and interference signals are given in Ricean fading \( g_n \in \mathbb{C}N(1_{M\times1}, I_M) \) and Rayleigh fading \( g_j \in \mathbb{C}N(0_{M\times1}, I_M) \), respectively. Now, massive MIMO beamforming is used in this model to surmount signal propagation loss, so the MBS transmitted signal is \( z_n = \sum_{k=1}^{\Phi} w_{n,k} s_{n,k} \), where \( w_{n,k} \) and \( s_{n,k} \) are the beamforming vector and information signal for the kth user respectively. Then, for simplicity we employ the MR transmit beamforming with perfect CSI at transmitter, and columns of beamforming matrix \( W_n = [w_{n,k}]_{1 \leq k \leq \Phi} \in \mathbb{C}^{M \times \Phi} \), with \( \tilde{G}_n = [\tilde{g}_1, ..., \tilde{g}_k, ..., \tilde{g}_{\Phi}]^* \in \mathbb{C}^{\Phi \times M} \), for \( \tilde{g}_n = \frac{g_n}{\|g_n\|} \) is the normalized channel direction to the user. The intended channel power for user located at \( x_o \) is \( h_{n,x_o} = |\tilde{g}_n^* x_o w_n|^2 \), here the channel power follows Gamma distribution which is given as \( h_{n,x_o} \sim \Gamma(M, 1) \) [1]. In the interfering marks, the beamforming matrices have unit-norm orthogonal columns, the interfering channel vector \( g_{j,x} \in \mathbb{C}^{\Phi \times 1} \), and interfering vector \( w_j \) are independent unit-norm random vectors. So, interfering channel power \( h_{j,x} = |\tilde{g}_{j,x}^* w_j|^2 \) is gamma random variable with unit shape and scale parameter as \( h_{j,x} \sim \Gamma(1, 1) \), since beamforming vectors \( w_j \) have no clear angular directions, then the channel vectors are estimated from independent \( g_{j,x} \). The \( h_{j,x} \) is modeled as Gaussian with zero mean and unit variance, this depends on the channel fading and user locations.

2.4. The Fading Distribution

The elements of the channel fading are i.i.d complex Gaussian with two independent random variables. Now, focusing on the averaged received power rather than the magnitude of the elements, the PDF of average received power with Rayleigh fading is given as

\[
f_{P_r}(z) = \frac{z}{P_r} \exp\left(-\frac{z^2}{P_r}\right) \quad z \geq 0
\]  

where \( P_r \) is the averaged received power. Consequentially, if LoS channel is present between the BS and the user, the total channel power is shared between the LoS and the scattering channels. We define Ricean factor as \( \kappa = \frac{\sigma_{LoS}^2}{\sigma_{R}^2} \), where \( \sigma_{LoS}^2 = \kappa \sigma_{R}^2 \), and channel power is [20]
\[ h_{n,x_0} = \sqrt{\sigma_{n,x_0}^2 \kappa + \Omega} \]  

(2)

where \( \Omega \) denotes the real and imaginary parts of the fading signal which are statistically independent zero-mean Gaussian variable with \( \sigma_{n,x_0}^2 \) variance. And, the average received channel power becomes

\[ P_r = (\kappa + 1) \sigma_{n,x_0}^2 \]  

(3)

Then, the PDF of average received channel power with Ricean fading is formulated as

\[ f_{P_r}(z) = \frac{2(\kappa + 1)z}{P_r} \exp\left(-\kappa - \frac{(\kappa + 1)z^2}{P_r}\right) I_0\left(2\sqrt{\frac{\kappa(\kappa + 1)z^2}{P_r}}\right) \quad z \geq 0 \]  

(4)

where \( I_0(\cdot) \) is the modified zero-th order Bessel function of the first kind. Note that \( z \) is independent of the Ricean factor \( \kappa \), so for \( \mathbb{E}[z] = 1 \), then the Laplace transform is given as

\[ \mathbb{E}\left[\exp(-zs)\right] = \frac{(\kappa + 1)}{(\kappa + 1) + s} \exp\left(-\frac{\kappa s}{(\kappa + 1) + s}\right) \]  

(5)

thus (5) decreases with \( \kappa \) for any \( s \). On the other hand, increasing the \( \kappa \) can also increase any average metric that obeys the completely monotonic function [11].

3. The SIR Distribution

Now in massive MIMO HetNet system, the received signal from \( n \)-th tier BS at the typical user located at the origin \( o \) is given as

\[ y_{n,o} = \sqrt{P_n} \| x_o \|^{-\alpha_o} g_{n,x_0}^* z_n + \sum_{j \in \Phi \setminus x_o} \sqrt{P_f} \| x \|^{-\alpha_f} g_{j,x}^* z_j \]  

(6)

where \( \alpha_o \) and \( \alpha_j \) denote the intended signal and interfering signal pathloss exponents, respectively, \( \| \cdot \| \) is the Euclidean norm and \( P_n \) is the average transmit power per BS. And, the received power of the typical user at the origin from the association metric [5] is given as

\[ P_{n,o} = p_n h_{n,x_o} \| x_o \|^{-\alpha_o} = p_n h_{n,o} r_o^{-\alpha_o} \]  

(7)

where \( r_o^{-\alpha} = \| x_o \|^{-\alpha} \) models distance path-loss effect in the standard power law. But in interference limited system, the thermal noise power is negligible with respect to the interference power. Then, the resulting SIR of the user served by MBS at location \( r_o \) in the \( n \)-th tier is given as

\[ \varphi_{n,o} = \frac{p_n h_{n,o} r_o^{-\alpha_o}}{\sum_{j \in \Phi \setminus r_o} p_j h_j r_j^{-\alpha_j}} \]  

(8)

With (8), the typical user connects to the BS that provides the strongest instantaneous received power, and accesses the optimum transmit BS antennas. For MBS equipped with \( M \) antennas, each user receives \( M \) SISO subchannels. So, the Ricean channel \( g_n \in \mathcal{CN}(1_{M \times 1}, I_M) \) follows specific pdf, where the mean of the non-central distribution is equivalent to \( M \) antennas. Because the largest eigenvalue in the non-central case grows unbounded along the rank of the channel matrix [30]. Then, Ricean channel have deterministic mean \( \kappa M \) known for beamforming, hence we write (2) as \( h_{n,o} = \kappa M + 1 \). Therefore in (7), \( P_{n,o} = p_n (\kappa M + 1) r_o^{-\alpha} \) is the average power received of the Ricean signal. Then, we can rewrite received power of the Ricean PDF (4) with the QoS threshold \( T_n \), for \( \varphi_{n,o} \stackrel{r_o}{\geq} T_n \) as
Further, following the Bessel function transformation $I_0(a) = \sum_{m=0}^{\infty} \left(\frac{a^2}{(m!)^2}\right)^m$, we reformulate (9) as

$$f_{Pr}(T_n/r_o) = \exp\left(-\kappa M - T_n r_o^\alpha\right) \sum_{m=0}^{\infty} \frac{(\kappa M r_o^\alpha)^m}{(m!)^2}$$  

(10)

where the positive integer order $m$ gives the factional moments of the received power, and for $\kappa = 0$, the Ricean received power reduces to $f_{Pr}(T_n/r_o) = \exp\left(-T_n r_o^\alpha\right)$ for the Rayleigh received power. Note that the $m$ infinite series of the (i.i.d) Ricean channel entries have same Ricean factor $\kappa$ in the non-central chi-square PDF's. Figure 3 verifies some values of $m$ with the Ricean factor. The $m$ infinite series expression in (10) converges when $m$ becomes large, the convergence is $(\kappa M r_o^\alpha)$ dependent. Therefore for large Ricean factor $\kappa \to \infty$, the PDF turns to be more narrow and reduces to approach a Dirac impulse, which corresponds to no fading condition.

![Figure 3. Convergence of the infinite series with values of Ricean factor.](image)

### 3.1. Intended Signal Power

The macro cell users are uniformly distributed over a infinite range of $R$ in a PPP, where the null probability of the user locations follow $2\pi \lambda_n r_o \exp\left(-\pi \lambda_n r_o^2\right)$ [21]. Then, we obtain the PDF of the distance $f_R(r_o)$ for a user to serving MBS as [13]

$$f_R(r_o) = \begin{cases} \frac{2r_o}{R^2} & \text{for } r_o \in [0, R] \\ 0 & \text{otherwise} \end{cases}$$  

(11)

Next, we derive the probabilistic received power for the intended user connected to the serving macro BS within the supported distance. The convolution of (10) and (11) determines the distribution of received power for the intended user with Ricean fading at location $r_o$, and this is derived as
where step (d) follows from a lower incomplete Gamma function with the integral function
\[ \int_0^x e^{-t} \frac{x^m}{\Gamma(m+1)} \, dt = \frac{x^m \exp(-\beta x^a)}{\Gamma(m+1)} \]
and step(e) follows from the
\[ \gamma(a,x) = \int_0^x e^{-t} \frac{x^m}{\Gamma(m+1)} \, dt \]
and step(f) follows from the
\[ \gamma(a+b,x) = \frac{1}{a+b} \Gamma(a+b+1) + \frac{x^{a+b}e^{-x}}{a+b} \]
Then setting \( c = a+b+1 \), and adopting \( \Gamma(c,\infty) = 0 \) the cumulative distribution function (CDF) of the intended received power (12) is also derived as

\[ F_{r,o}(T_n/r_o) = \int_0^\infty \frac{2 \exp(-\kappa M T_n)}{a_o R^2 (m+2)} \sum_{m=0}^{\infty} \frac{(\kappa M T_n)^m}{(m!)^2} \int_0^{T_n} e^{-(m+\frac{2}{a_o}) T_n} \, dT_n \]

where step (a) follows from ([31], eqn. 2321 2). In (13), performance of specific user depends on the mobility and pathloss, with \( (a_o > 2) \) fulfilling practical network design.

3.2. Interference Signal Power

Here, the interfering signals are from the \( j \)th tier BSs i.e., femto BSs, we define \( R_j = \frac{p_j}{r_j} \) as the average received pathloss power from all interferers. So, interfering signals power over Rayleigh distribution (1) is written as

\[ P_{r,j}(T_n/r_j) = \frac{1}{R_j} \exp\left( -\frac{T_n}{R_j} \right) \]

Considering independent and identically distributed interfering signals, the CDF of the interfering powers can be computed in closed form with Laplace transform. Thus the aggregated interfering power (14) in the \( j \)th tier BSs is given as

\[ L_j(s) = E_{I_j} [\exp(-s I_j)] \]

\[ = \int_0^\infty E_{I_j} \left[ \exp\left( -s \sum_{r_j \in \Phi_j \cap r_o} T_n \right) \times \prod_{j \in \Phi_j} P(T_n/r_j) dT_n \right] \]

(15)
where step (a) follows from the independence of the exponential Rayleigh fading. Further, locations of the interferers are evaluated by the probability generating functional (PGFL) of PPP [21], that is
\[ E \left[ \prod_{x \in \Phi} f(x) \right] = \exp \left( -2\pi \lambda \int_{\mathbb{R}^2} 1 - f(x) \, dx \right), \]
this simplifies the Laplace transform in closed form.

But, the total interfering signals are conditioned by the typical user at location \( r_o \) to the serving BS. Therefore, setting Laplace parameter \( s = T_n r_o^\alpha \) into (15), we get [16,21]
\[
\begin{align*}
E_{\{\text{out}\}} (r_o) &= \exp \left( -2\pi \lambda \int_{\mathbb{R}^2} 1 - \frac{1}{1 + T_n r_o^\alpha R_j r_o} \, r_j dr_j \right) \\
&= \exp \left( -2\pi \lambda \int_{r_o} \frac{1}{1 + \left( R_j r_o^\alpha \right)^{\frac{\alpha}{\alpha+1}}} \, r_j dr_j \right) \\
&= \exp \left( -2\pi \lambda \int_{r_o} \frac{1}{1 + \left( \frac{r_j}{R_j r_o^\alpha} \right)^{\frac{\alpha}{\alpha+1}}} \, r_j dr_j \right) \\
&= \exp \left( -\pi \lambda_n T_n^{\frac{\alpha}{\alpha+1}} P_j r_o^{\frac{2}{\alpha+1}} \int_{T_n^{\frac{\alpha}{\alpha+1}}}^{\infty} \frac{1}{u^\frac{\alpha}{\alpha+1}} \, du \right) \\
&= \exp \left( -\pi \lambda_n T_n^{\frac{\alpha}{\alpha+1}} P_j r_o^{\frac{2}{\alpha+1}} \log (1 + \rho) \left( T_n, a_j \right) \right) \\
\end{align*}
\]

where step (a) follows from the standard pathloss model. The aggregated interfering power is received by the typical user at location \( r_o \) to a serving BS which is associated to \( n \)th tier. This implies that user association with BS depends on the cell selection and favorable path gain.

4. Performance Metrics

A typical user is within coverage when the received SIR from the set of serving BSs is greater than the QoS threshold. Hence, the probability of outage is formulated as
\[
P_{\{\text{out}\}} (r_o) = P (\phi_o (r_o) \geq T_n) = 1 - P_{\{\text{cov}\}} (r_o)
\]
where \( \phi_o (r_o) \) is instantaneous SIR for user located at \( r_o \) and \( P_{\{\text{cov}\}} (r_o) \) is the probability of coverage that ensures SIR \( \phi_o (r_o) \) is above the \( T_n \) QoS threshold, this helps to evaluate the spectral efficiency at the cell edge. And, the second performance metric is based on the Shannon throughput \( \log_2 (1 + \phi_o (r_o)) \), we formulate the downlink average area spectral efficiency (ASE) as
\[
\text{ASE} = \Phi K \lambda_n \left[ \log (1 + T_n) \right] P_{\{\text{cov}\}} (r_o)
\]

For simplicity of this analysis, we assume all the tiers have the same QoS threshold.

4.1. Coverage Probability

The coverage probability \( P_{\{\text{cov}\}} (r_o) \) is achieved by evaluating the complementary CDF (CCDF) of the intended received power \( F_{r_o} (T_n / r_o) \), in relation with specific knowledge of the aggregated interfering power \( f_{I_j} (r_o) \) [23] in accomplishing the user SIR target.
Theorem 1. For a typical user conditioned at \( r_o \) to a MBS associated with nth tier, the probability of coverage in relation to the intended signal and interfering signals is expressed as

\[
\mathbb{P}\{\text{cov}\}(r_o) = \frac{2 \exp(-\kappa M)}{\alpha_o R^2} \sum_{m=0}^{\infty} \sum_{k=0}^{m} (-1)^k k! \left( \frac{m}{k} \right) \frac{(\kappa MT_n)^m}{(m + \frac{2}{\alpha_o})^2} \frac{d^{m-k}L_1(r_o)}{dT_n^{m-k}} \tag{19}
\]

Proof. By expression, probability of coverage associated with the SIR is obtained from the convolution of the intended and interfering signals. This approach differs from existing approach in [1,2,13,21]. From (17) and (18), ASE is defined over the SIR distribution in relation with user location bounded on the average capacity for small asymptotic probability of error over the user location.

\[\text{4.2. Area Spectral Efficiency (ASE)}\]

Now, we consider CSI available at both BS and user terminal, then the spectral efficiency is lower bounded on the average capacity for small asymptotic probability of error over the user location. From (17) and (18), ASE is defined over the SIR distribution in relation with user location \( r_o \) as

\[
\text{ASE} = \Phi_K \lambda_n \mathbb{P}\{\text{cov}\}(r_o) \int_0^\infty \mathbb{E}\{\ln (1 + \Phi_o(r_o))\} \, dr_o \tag{21}
\]

where \( \mathbb{P}\{\text{cov}\}(r_o) \) is the coverage probability which is herein considered for analytical and simulation comparison. Since (21) is non-negative variable, we determine the average rate by the equivalent combination over the user location and fading distribution as

\[
\int_0^\infty \mathbb{E}\{\ln (1 + \Phi_o(r_o))\} \, dr_o \overset{(a)}{=} \int_0^\infty \ln (1 + y) f_{\Phi_o/r_o}(y) \, dy \overset{(b)}{=} \int_0^\infty \mathbb{P}\{\text{cov}\}(y) \, dy \overset{(c)}{=} \int_0^\infty \mathbb{P}\{\text{cov}\}(\exp(t) - 1) \, dt \tag{22}
\]

where step (a) follows from \( f_{\Phi_o/r_o}(y) \) as the envelope of fading distribution w.r.t SIR, step (b) follows from the CDF of \( f_{\Phi_o/r_o}(y) \) as \( F_{\Phi_o/r_o}(y) = 1 - \mathbb{P}\{\text{cov}\}(y) \). And, applying integration by parts as \(- \ln (1 + y) \left( \frac{t}{1 - F_{\Phi_o/r_o}(y)} \right) \right|_0^\infty = 1 - \mathbb{P}\{\text{cov}\}(y) \), step(c) follows by setting \( t = \ln (1 + y) \). Then plugging (22) into (21), we arrive at...
\[ \text{ASE} = \frac{\Phi_K}{\ln(2)} \lambda_n \int_0^\infty \mathbb{P} \{ \text{cov} \} (\exp(t) - 1) dt \]

\[ \overset{(a)}{=} \frac{\Phi_K}{\ln(2)} \lambda_n \sum_{m=0}^\infty \sum_{k=0}^m (-1)^{k-2} k! \int_{t>0} \frac{(\exp(t) - 1)^{k-2}}{d} d^{k-2} L_k((\exp(t) - 1)^{r_o}) dt \]

where step (a) follows from substituting (19) and rearranging the terms, then the integral is taken over non-negative integer \( t \), and the equivalent solution is provided in [16]. Now in (23), ASE is evaluated with channel gain and received power in (7) and (8) at the user location. So, to further improve the overall performance, we design MBSs cooperation to jointly control power in (7). This improves cell edge user performance. The next section focuses on developing beamforming coordination approach.

5. Macro-Cell Coordination and Optimization

In massive MIMO HetNet, the high power MBS enhances the edge effects between adjacent macrocell. The finite range (11) of MBS creates a process with macrocell users at cell-center receiving stronger channel power \( P_{n,o} \) than at cell-edge. This calls for user association for cell center or cell edge by considering the fractional frequency reuse (FFR) [20,32]. To guarantee QoS for the macrocell user, a downlink massive MIMO beamforming coordination is proposed. This involves individual power constraints through exploiting CSI to control the QoS requirements of the user [26,33]. As such, most favorable macrocell with channel gain and power serves the user. Then, transmission power constraint provides the max-min optimality for the SIR and user fairness (maximum worst-user SIR).

Herein, we let the set of users served by \( n \) tier macro BSs be \( \Phi_k \), and \( k \in \Phi_k \) is the index of user \( k \) served by the MBS at the origin \( r_o \), with transmit power \( p_k \) and beamforming vector \( \mathbf{w}_k \in \mathbb{C}^{M \times 1} \). And the distance to the nearest macro BS as \( r \), then the received SIR of user \( k \) is written as

\[ \varphi_k(\mathbf{W}, \mathbf{p}) = \frac{p_k |g_{k,o}^\dagger \mathbf{w}_k| \, r_o^{-\alpha_o}}{\sum_{r \in \Phi_n} p_r |g_{r,o}^\dagger \mathbf{w}_r| \, r^{-\alpha_o}} = \frac{p_k |g_{k,o}^\dagger \mathbf{w}_k|^2 \, r_o}{\sum_{r \in \Phi_n} p_r |g_{r,o}^\dagger \mathbf{w}_r|^2 \, \beta_r} \]

where \( \beta_r = \left( \frac{r}{r_o} \right)^{-\alpha_o} \) is the MBSs coordination region and is different for different users, and \( g_{k,o} \) is the channel vector from MBS \( o \) to user \( k \). Also \( \mathbf{p} \overset{\triangle}{=} \left[ p_1, p_2, ..., p_{\Phi_k} \right]^T \) and \( \mathbf{W} \overset{\triangle}{=} \text{diag} \{ \mathbf{w}_1, \mathbf{w}_2, ..., \mathbf{w}_{\Phi_k} \} \) are the transmit power and massive MIMO beamforming, respectively, for the cluster of MBS. The objective of the MBS coordination is to jointly optimize the beamforming \( \mathbf{w}_k \) and transmit \( p_k \) power, the maxi-min optimization problem under weighted SIR (The weighted SIR ensures the macro BSs form coordinated beamforming and power control so as to achieve the required fairness level for users) is as

\[ \max_{\mathbf{w}, \mathbf{p}} \ \min_k \ \frac{\varphi_k(\mathbf{W}, \mathbf{p})}{\xi_k} \geq \frac{T_R}{\xi_k} \]

\[ \text{s.t. } p_k \geq 0, \| \mathbf{w}_k \|^2 = 1 \]

where \( \xi_k \) ensures QoS priority with SIR for the \( k \)th user, for large values of \( \xi_k \) ensure higher SIR \( \varphi_k \) for that macrocell user. Now the optimization problem in (25) is non-convex, but base on optimality of the beamforming [34], the feasible test can be cast as second-order cone programming (SOCP) problem [35] and implemented on MATLAB. The global optimal solution is achieved by convex optimization method. Next, we formulate the power minimization problem as
Now, uplink and downlink duality \cite{36,37} is explored for CSI exchange to control the transmit power. Thus, we define the uplink power \( q_k = [q_1, q_2, \ldots, q_{\Phi_k}]^T \), such that the uplink beamforming are decoupled \cite{38}. Then optimal downlink massive MIMO beamforming is realized from uplink estimation as

\[
\mathbf{w}_{k_{opt}} = \arg \min_{\mathbf{w}_k} \mathbf{w}_k^{\dagger} \{ \sum_{r \in \Phi_k} q_r \left( \mathbf{g}_{kr} \mathbf{g}_{kr}^H \right) \} \mathbf{w}_k
\]

And, from the optimization problem (25), we develop the maximization problem for \( T_n \) as

\[
\max_{\mathbf{W}, \mathbf{p}} T_n \\
\text{s.t.} \quad \phi_k (\mathbf{W}, \mathbf{p}) \geq \frac{T_n}{\xi_k} \quad \forall_k \\
p_k \geq 0, \quad \|\mathbf{w}_k\|^2 = 1
\]

where all the SIRs are kept above the slack variable \( T_n \). So, optimization is solved by searching for suitable \( T_n \), such that the optimal transmit power \( \mathbf{p}_{opt} \) has at least one active power constraint. Hence produce same optimal beamforming \( \mathbf{W}_{opt} \), so retrieve the Ricean channel gain (\( \kappa \) and \( M \)). The MBS beamforming coordination is solved when design criteria attains certain point on the optimization.

5.1. Algorithm Computational Analysis

The channel matrix operations determine the complexity of the algorithm. Here we assume \( K \) users, \( N \) number of MBSs and \( I \) iterations. The algorithm (in Table 2) in each iteration updates the MBS with the transmit power \( q_k \) and beamforming vector \( \mathbf{w}_k \) by exploiting own local CSI with channel \( \mathbf{g}_{kr} \). Importantly, the MBS exploits only the local CSI and have limited CSI exchange with other MBSs. The algorithm is first implemented by solving the uplink estimation and then converting it to downlink solution. This conversion is implemented once, afterwards the solution is realized. Hence in each iteration, \( K \) users transmit power vector \( \mathbf{q} \) has to be shared among MBSs. Then, the number of CSI exchange is \( IK \), and \( NK \) is the uplink-downlink estimation shared among MBSs, thus the total exchange for algorithm operation is \( (I + N)K \) (irrespective of \( M \) MBS antennas). And by comparison with the intra-tier beamforming with global CSI design \cite{4}, the algorithm requires all the other users transmit powers which are obtained by CSI exchange among all MBSs. Then the required signaling is proportional to the number of iterations, \( K \) users for the CSI exchange and \( MMBS \) antennas, thus the algorithm operation requires \( 2(NM)IK \). Then the computational complexity of the proposed algorithm is low, efficient and converges faster than intra-tier beamforming with global CSI design.

5.2. Interference Coordination

In this subsection, the coordination is facilitated by transmit power control and exerting control over the spatial reuse of resources. The power ratio \( p_{kr} = \frac{P_k}{P_r} \) is controlled between \( k \)th and \( r \)th MBSs to facilitate reuse of resources. First, from the power control, the optimal power relation is controlled by the BS antenna. Second, by resource reuse, proper allocation of resource can be reserved for each BS transmits power \( p_k \) over the total bandwidth \( B \), but the location of the user impacts the frequency reuse scheme. Now, by employing fractional frequency reuse FFR (for simplicity and tractability), the bandwidth is partitioned into orthogonal sub-bands with fixed number of consecutive sub-carrier
C, the subchannel is given as \( \omega = \frac{B}{C} \). Then, users at cell-center with low inter-cell interference employ full frequency reuse whilst cell-edge users employ partial frequency reuse to avoid interference with neighboring MBS [32]. We adopt the soft FFR (SFR) based on resource allocation and BS power control for the cell-center and cell edge users (herein we refer to [20,28]). The SFR subchannel has \( \omega \) frequency sub-bands, where integer \( \omega \geq 1 \) is frequency reuse factor [39], here all the sub-bands are allocated to each macrocell. And, to reduce the cell-edge interference and enhance the SIR performance, BSs require power control \( p_{rk} = \frac{p_r}{p_k} \) to transmit with higher power to cell-edge users. Thus, the BS transmits more power to edge region users than center region users according to \( P_{n,o} = P_n h_{n,o} \|x_o\|^{-\alpha} \), this improves the SIR and reduces interference at the edge boundary.

Table 2. Algorithm for Max-Min Weighted SIR for Macrocell.

<table>
<thead>
<tr>
<th>Initiate ( p[0], q[0], w[0] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>For ( t = 1, 2, 3, ... ) until convergence, iterate below steps</td>
</tr>
<tr>
<td>repeat</td>
</tr>
<tr>
<td>1. From (26), update the uplink transmit power ( q[t+1] )</td>
</tr>
<tr>
<td>( q_k[t+1] = \left( \frac{q_k(W[t+1]q_k)}{|W[t+1]q_k|} \right) q_k[t] )</td>
</tr>
<tr>
<td>2. Update the transmit beamforming matrix ( W[t+1] ), as given (27):</td>
</tr>
<tr>
<td>( w_k[t+1] = \left( \frac{p_k(\sum_{r \in \Phi_n</td>
</tr>
<tr>
<td>3. Update the transmit power ( p[t+1] ), as given (26):</td>
</tr>
<tr>
<td>( p_k[t+1] = \left( \frac{q_k(W[t+1]p_k)}{|W[t+1]p_k|} \right) p_k[t] )</td>
</tr>
<tr>
<td>until convergence</td>
</tr>
</tbody>
</table>

6. Numerical Results and Discussions

This section presents the numerical results of the analysis, we use simulations to discuss the theoretical study. Ricean factor \( \kappa \) is selected based on the conclusions in Figure 3, and simulation parameters follow:

6.1. Coverage Performance with Two-Tier Massive MIMO HetNet

Now, Figure 4 shows the distribution of the SIR function with the coverage probability for different values of macro cell user location. We validate the result with the SIR, it is noticeable that the user location \( r_o \) increases with lower performance. Thus coverage probability \( P_{(cov)}(r_o) \) increases and converge for all user locations \( r_o \) at high SIR, confirming that as macro cell users move towards the femtocells, the received signal is error-prone. The convergence suggests the user is at the cell center, where the femtocell interference is dominate. In contrast, macrocell interference is also dominant at the cell edge. Indicating probability of coverage always converges at cell edge. This ensures that to satisfy the macrocell QoS requirement at distance \( \geq r_o \) (i.e., user location exceeds \( r_o \)), or otherwise the user is within femtocell coverage. Since the low-powered BSs are placed almost throughout the coverage, the SIR is improved at any distance.

And, Figure 5 shows the distribution of the SIR function with the coverage probability for different values of the pathloss exponent \( \alpha \) (in Table 3). We observe that the pathloss exponent \( \alpha \) increases with weaken signals thus coverage probability \( P_{(cov)}(r_o) \) decreases, and coincide for all pathloss exponents \( \alpha \). Indicating that the network is interference limited as discussed in the analysis. The performance with lower pathloss exponents suggest the coverage is distributed and users are associated with the BSs at closer distance, thus the coverage probability converge at cell edge.
Figure 4. Probability of coverage as function of quality of service with \( \kappa = 2 \).

Figure 5. Probability of coverage with SIR comparing cases of pathloss exponent.

Table 3. Table of simulation Parameters for the Heterogeneous Network

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pathloss exponent ( \alpha )</td>
<td>2.7, 3.7, 5.7</td>
</tr>
<tr>
<td>Distance dependent-pathloss (LoS) ( PL_{LOS} )</td>
<td>( 103.8 + 20.9 \log_{10}(R) )</td>
</tr>
<tr>
<td>Distance dependent-pathloss (NLoS) ( PL_{NLOS} )</td>
<td>( 145.4 + 37.5 \log_{10}(R) )</td>
</tr>
<tr>
<td>shadowing standard deviation</td>
<td>8dB</td>
</tr>
<tr>
<td>Ricean factor ( \kappa )</td>
<td>0, 2, 5</td>
</tr>
<tr>
<td>users ( K )</td>
<td>32</td>
</tr>
<tr>
<td>BS antennas ( M )</td>
<td>128</td>
</tr>
<tr>
<td>number of macro BSs</td>
<td>1, 4</td>
</tr>
<tr>
<td>macro BS transmit power</td>
<td>30 dBm</td>
</tr>
<tr>
<td>number of femto BS</td>
<td>5</td>
</tr>
<tr>
<td>femto BS transmit power</td>
<td>3dBm</td>
</tr>
<tr>
<td>minimum distance to macro BS</td>
<td>0.035 Km</td>
</tr>
<tr>
<td>maximum distance to macro BS ( R )</td>
<td>0.3 Km</td>
</tr>
</tbody>
</table>
Then, Figure 6 plots the outage probability with the SIR, and compares various cases of Ricean factors (in Table 3). Based on the assumption that interference is scattering signals, the Ricean channel with dominate LoS has at least one eigenvalue \((\kappa M)\) pre-dominating. Thus, the MIMO channel behaves as a SISO channel for the largest eigenvalue in achieving the necessary SIR. In addition, from (20) the monotonic increase in Ricean factor \(\kappa\) improves the SIR of a user located within macrocell coverage. But since \(\kappa = 0\) have same behavior as scattered signal from femtocell hence the low SIR performance. This shows that the approximation of the interfering channel from the independent homogeneous PPP is accurate. Consequently, it is difficult to model SISO channel correlation of the interfering channels for higher order of the Laplace transform derivative, hence can be ignored [38]. However, this suggests that the user is in outage at location outside the disk radius \(r_o\), if there is no strong MBS signal.

![Ricean coverage CDF](image)

**Figure 6.** Plotting outage probability versus SIR comparing various cases of Ricean factor.

Also, Figure 7 presents the distribution of the SIR function with the outage probability, here we assume BSs transmit at maximum power. The Rate parameters in the figure is derived from Shannon instantaneous rate, which takes the form: \[
\log_2 \left(1 + \varphi_o(r_o)\right) \leq \text{Rate} = \{1, 2, 5, 7\}, \text{where } \varphi_o(r_o) \geq T_N.
\] Note that since the neighboring BSs i.e., macro and femto BSs are assigned different instantaneous effective channel distributions, interference is minimized when the user is within macrocell. This helps to improve the instantaneous SIR \(\varphi_o(r_o)\) and the ergodic channel rates, and we can always get average channel capacity with 5dB. We also observe the impact of massive MIMO fading channel with \(\kappa = 2\) is non-negligible, as such the randomness of the channel affects the SIR, the evidence is seen from the analytical and simulation results. The pre-dominated LoS in the Ricean channel has at least one eigenvalue which corresponds to the MIMO channel behaving like SISO channel, where the largest eigenvalue achieves the maximum gain.
6.2. Performance with MBS Beamforming Coordination

Next, Figure 8 shows convergence of the iteration index for the beamforming coordination. The results compare the solver, optimal and non-optimal results. Due to the uplink-downlink operation, the algorithm utilizes the bisection search optimization approach. The macrocell first chooses a set of users $k \in \Phi_K$ to be served for the beamforming. Then, solver sum rate result is solved by searching for the optimal point where the iteration loop always return to feasible fixed point. Interestingly, the iteration depends on the user $K$, as plot (a) with $K = 4$ converging faster than plot (b) with $K = 8$, this is due to the CSI exchange, and thus determines the computational complexity of the algorithm. Further, a search is done to achieve the optimal solution for (25), this is suppose to maintain a priority vector for user set, and produce the required QoS target in (28).

Then, Figure 9 presents the the ASE with number of BS antenna installed to achieve the target QoS. By comparing the two cases, the optimal beamforming is not able to meet the QoS target with...
$M \leq 30$ than non-optimal beamforming. This is due to the fact that less transmit antennas can ensure QoS within a cell signal strength is not enough to generate severe co-channel interference. In contrast, for large BS antenna, the optimal Beamforming outperforms the non-optimal beamforming in achieving the target QoS. Thus suggesting that the optimal beamforming produced solution to coordinate with other macrocells to reduce co-channel interference and achieve the same target [36], and therefore improve the ASE without any lost to the max-min optimality.

![Figure 9. Plot of the Area Spectral Efficiency with BS antenna comparing cases of QoS targets.](image)

In Figure 10, we compare the ASE, BS antenna and Ricean factor. Note that in the Ricean channel, one eigenvalue $\kappa M$ always pre-dominate. The figure depicts the optimal MBS and the strength of the LoS channel that can achieve the results can guarantee a rate-fairness for the BS. We observe the max-min optimal beamforming vectors require at least 40 BS antenna and $\kappa = 6$ Ricean factor to achieve ASE and avoid channel correlation. Thus with beamforming $W$, the optimal $W^{opt}$ will use $M = 40$ antennas and $\kappa = 6$ but achieve same rate.

Then, ASE, BS antenna (M) and SNR $p_k/\sigma^2$ are presented in Figure 11. Since transmit beamforming enables the transmit power to send the information, the optimal transmit power $p^{opt}$ with $W^{opt}$ (i.e., with $M = 50$ antennas) will require less power than $p$ in $W$ but achieve same ASE. This means the served MBS uses full power while other MBSs use less transmit power. Similarly, the optimal SNR 9 dB will guarantee rate-fairness for the users served by the beamforming coordination.
Finally, the probability of outage with the SNR $p_k/\sigma^2$ for various cases of QoS is plotted in Figure 12. Based on the optimization problem (25), a lower QoS value means the small $\beta_k$ factor and lower power $p_k$ ensures a low SIR $\varphi_k$. Thus the user is located at the cell-edge of the macro cell and prone to outage. In contrast, the higher QoS values corresponds to large $\beta_k$ factor and high power, with the user located at the cell center. Since all the QoS cases almost approach convergence it indicates cell-edge effect. Also with low power at MBS, cell-center users are better served than cell-edge users, this is practically consistent.
7. Conclusions

This paper considers the stochastic geometry model for the geographical locations of all the BSs and users, and analyze the performance of massive MIMO HetNet. Two multi-path fadings are analyzed, that is Ricean fading for the intended signal and Rayleigh fading for the interfering signals. We provide a tractable expression of the typical user SIR in evaluating probability of coverage, outage probability and area spectral efficiency. Based on the derive expressions, numerical results show that the probability of coverage and outage probability converge for different user locations, Ricean factor and pathloss. Further, with efficient transmit beamforming coordination, we improve on the ASE performance. Thus, macro BS power control improves the cell-edge user performance, guarantees user scheduling rate-fairness and avoids strong channel correlation by the MBS antenna beamforming. Also, optimal values of BS antennas, transmission power and Ricean factor are obtained. The contributions in this work project massive MIMO HetNet for future network designs.
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