Automatic Detection of Atrial Fibrillation and Other Arrhythmias in ECG Recordings Acquired by a Smartphone Device
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Abstract: Atrial fibrillation (AF) is the most common cardiac disease and is associated with other cardiac complications. Few attempts have been made for discriminating AF from other arrhythmias and noise. The aim of this study is to present a novel approach for such a classification in short ECG recordings acquired using a smartphone device. The implemented algorithm was tested on the Physionet Computing in Cardiology Challenge 2017 Database and, for the purpose of comparison, on the MIT-BH AF database. After feature extraction, the stepwise linear discriminant analysis for feature selection was used. The Least Square Support Vector Machine classifier was trained and cross-validated on the available dataset of the Challenge 2017. The best performance was obtained with a total of 30 features. The algorithm produced the following performance: $F_1$ Normal rhythm = 0.92; $F_1$ AF rhythm: 0.82; $F_1$ Other rhythm = 0.75; Global $F_1 = 0.83$, obtaining the third best result in the follow-up phase of the Physionet Challenge. On the MIT-BH ADF database the algorithm gave the following performance: $F_1$ Normal rhythm = 0.98; $F_1$ AF rhythm: 0.99; Global $F_1 = 0.98$. Since the algorithm reliably detect AF and other rhythms in smartphone ECG recordings, it could be applied for personal health monitoring systems.
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1. Introduction

Atrial fibrillation (AF) is the most common cardiac arrhythmia and is associated with several complications. According to the Global Burden of Disease, the prevalence of AF is of 33.5 million persons, affecting 2.5% to 3.2% of population worldwide [1]. Several studies suggest a rising prevalence and incidence of AF; it is expected that AF will affect 6–12 million people in the USA by 2050 and 17.9 million in Europe by 2060 [2]. Possible causes of this rise are enhanced detection, increasing ageing of the population, and lifestyle changes [3,4]. AF is associated with increased cardiovascular problems, especially stroke and heart failure, as well as increased mortality [5]. Thus, the detection of AF is helpful to prevent subsequent complications.

Academia and industry have responded to this need with an increase in research and development regarding devices and studies to widen the choices for screening and monitoring AF.

The traditional cardiac monitoring technologies for AF detection, like the Holter device, have one or more drawbacks that limit the application of signal monitoring outside the clinics, including laborious workflow, the need for specialized staff trained in arrhythmia detection, poor patient compliance, cost, and invasiveness. Recently, ECG data have been collected using novel developed...
technologies, including single-lead ECG adhesive sensors, implantable loop recorders, smartphone attachments, and wearables [6]. Recent advances in these wearable and point of care devices could potentially allow the detection of AF episodes outside of clinical settings in an easy and cost-effective way. Importantly, the computational power and the storage capacity of these devices allow the execution of complex algorithms in real time, making possible the online detection of AF or other cardiac episodes using stand-alone applications at home.

Different approaches have been adopted so far for AF detection, mainly using traditional technologies. These approaches consist in inter-beat (RR) intervals analysis [7,8], time-frequency analysis of ECG [9,10], analysis based on P wave absence (PWA) and frequency spectrum analysis (FSA) [11,12]. Algorithms based on P waves have a low performance in the presence of noise as these waves are prone to contamination with motion and noise artefacts [13]. Thus, most of the more recent approaches for AF detection are based on RR analysis. However, some algorithms have been developed combining RR analysis and analysis of PWA and/or FSA, to enhance detection performance [14–16]. Moreover, to improve accuracy and specificity in AF detection, several pattern recognition approaches have been recently proposed including neural networks [17,18]. In particular, the Support Vector Machine (SVM), a non-parametric classifier, has been employed as it gives promising results in various medical diagnostics [19] including AF detection [20,21].

One of the major limitations of the algorithms available to date is that they are usually aimed only at distinguishing AF from normal rhythms and not from the other arrhythmias. Very few attempts have been made in this direction. Carrara et al. [22] applied a K-NN (K-Nearest Neighborhood) to classify AF, normal sinus rhythm (NSR) and sinus rhythm (SR) with frequent ectopy, using entropy, local dynamics, and fractal scaling. The authors achieved high performance on their own database of 2722 patients with 24 h ECG recordings (AF: 97%, NSR: 98% and SR with ectopy: 90%). The authors also tested the algorithm on MIT-BIH databases obtaining lower performance for SR with ectopy (40%) thus suggesting that dynamical measures did not distinguish atrial from ventricular ectopy [23]. Entropy estimation was also applied to distinguish AF from ventricular tachycardia/ventricular fibrillation obtaining an accuracy of 98% [24]. Up to now, none of the published studies have tested a wide set of arrhythmias to evaluate how accurately they can be discriminated from AF.

Recently, the Physionet/Computing in Cardiology Challenge 2017 encouraged the development of algorithms to classify single short ECG lead recordings, as NSR, AF, other rhythm, or too noisy to be classified [25]. Notably, these recordings are obtained using a point of care device, AliveCor™, a novel smartphone connected ECG device coupled with an application to record and diagnose the ECG, which was previously demonstrated to provide an accurate and sensitive single-lead ECG diagnosis of AF [26,27].

In this paper, we propose a novel approach for the classification of single-lead short ECG recording as AF, normal rhythms, other type of rhythms and noise, by combining the three most important characteristics of AF, i.e., RR, PWA and FSA features. A multi-class SVM was then applied, for a robust classification. The proposed approach was tested on the Physionet Computing in Cardiology Challenge 2017 database [28]. The developed code was submitted to the Physionet Open-Source Challenge call and is available for download (https://www.physionet.org/challenge/2017/sources/). For the sake of comparison, the algorithm was also tested on the MIT-BIH AF database (AFDB), consisting in long-term ECG signals acquired using ambulatory ECG recorders, although in this database only AF and NSR are annotated.

2. Materials and Methods

2.1. Datasets

The Physionet Computing in Cardiology Challenge 2017 database consists of a total of 12,186 ECG recordings. These data are single-channel signals obtained by the AliveCor™ Kardia
smartphone connected device. Data were bandpass filtered (0.5-40 Hz) and stored at 300 sps, with 16 bit precision and a ±5 mV dynamic range.

The dataset was divided in a dataset, available to the public, for the development, training, and validation of the algorithms and a hidden dataset, not available to the public, on which the performance of the algorithms was evaluated by the Challenge organizers. The available dataset consisted of 8528 recordings lasting from 9 s to 61 s while the hidden dataset contained 3658 recordings of similar lengths and class distributions. The recordings were labeled as belonging to four different classes: NSR, AF, other rhythm, and noisy recordings. After the official Challenge closure, there was follow-up phase in which the annotations were reviewed and re-evaluated by experts to create a corrected version (v3). Further details about the Physionet Computing in Cardiology Challenge 2017 database can be found in Clifford et al. [25].

The AFDB database [29] includes 25 fully annotated ECG recordings and a total of 299 AF episodes (mostly paroxysmal). Each ECG recording is approximately 10 h long and is sampled at 250 Hz. It also contains some cases of atrial flutter and NSR.

In Figure 1 the full process of the proposed method is reported.
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**Figure 1.** Flowchart of the proposed algorithm. Abbreviations are: P wave absence (PWA), frequency spectrum analysis (FSA), atrial fibrillation (AF).

### 2.2. ECG Pre-Processing and RR Series Construction

ECG signals were first submitted to some pre-processing steps in order to reduce noise and improve quality. First, impulsive artifact canceling was obtained by comparing the ECG signal with a median filtered signal (60 ms window): the ECG values whose absolute difference with the filtered ones exceeded a threshold were replaced with the average of the values before and after them [30]. The resulting signal was then upsampled to 1200 Hz to increase the accuracy in the localization of QRSs thus reducing the quantization of the RR intervals.

QRS detection was performed by applying a threshold on the absolute amplitude of a filtered derivative signal. This threshold was updated at each new detection and was changed with the temporal distance from the previous QRS. The fiducial point of each QRS was selected as the time occurrence of the maximum (minimum) of the signed derivative signal. The beginning and the end of QRS were estimated by the crossing of derivative through the 0.25 threshold. This algorithm for QRS detection has been previously published by our group and obtained a very good performance [31]. The RR series was then obtained as the difference between successive QRSs.

### 2.3. Feature Extraction and Selection

The extracted features can be categorized in four types: (1) derived from the RR series analysis; (2) derived from PWA; (3) derived from FSA; and (4) other features derived from the ECG and QRS.
analysis. A set of 55 features was considered. The motivation for the selection of these features is that in clinical practice arrhythmia can be distinguished from normal heartbeats in terms of both morphological and dynamic differences. Indeed, arrhythmia are typically associated with various irregularities in heart rhythm, but can usually be characterized also by different abnormal or distorted patterns in the waveform shape (e.g., distorted QRS complex) or by them missing some important components (e.g., P wave). For this reason, we decided to use a combination of different types of features for the representation of the rhythm.

ANOVA was used for feature pre-selection and tuning (some features were log-transformed in order to normalize their distribution and increase their discriminant power), then the stepwise discriminant analysis with Rao’ V criterion for feature inclusion was applied to select ten sets with an increasing number of features. The final set of features was determined by the validation of LS-SVM classifiers as described in Section 2.4. The 30 finally selected features, as well as their discriminant power (F), are reported in Table 1. In the following, a generic description of the features is reported, for details see the submitted code.

**Table 1. Description of the selected features. F: discriminant power.**

<table>
<thead>
<tr>
<th>Feature</th>
<th>F</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>bigem</td>
<td>910</td>
<td>Bigemy rhythm index</td>
</tr>
<tr>
<td>trigem</td>
<td>440</td>
<td>Trigemy rhythm index</td>
</tr>
<tr>
<td>RRmean</td>
<td>250</td>
<td>Mean value of the RR intervals</td>
</tr>
<tr>
<td>RRmax</td>
<td>168</td>
<td>Max value of the RR intervals</td>
</tr>
<tr>
<td>RRbrady</td>
<td>125</td>
<td>Mean value of the RR intervals above the threshold of 1.2 s</td>
</tr>
<tr>
<td>RTachy</td>
<td>659</td>
<td>Mean value of the RR intervals below the threshold of 0.7 s</td>
</tr>
<tr>
<td>CoEn</td>
<td>1913</td>
<td>Coefficient of sample entropy</td>
</tr>
<tr>
<td>Mawsdo</td>
<td>1771</td>
<td>Mean of the absolute weighted successive difference with weight optimization</td>
</tr>
<tr>
<td>Mawsdco</td>
<td>2114</td>
<td>Mean of the absolute weighted successive difference controlling for premature beats with compensatory pause (weight optimization)</td>
</tr>
<tr>
<td>KFD</td>
<td>993</td>
<td>Katz Fractal Dimension</td>
</tr>
<tr>
<td>mPdAF</td>
<td>357</td>
<td>Mean of the absolute weighted successive difference with weight optimization</td>
</tr>
<tr>
<td>mPdAFr</td>
<td>449</td>
<td>Power around the peak of the weighted spectral density in the 3–20 Hz band.</td>
</tr>
<tr>
<td>P_numr</td>
<td>88</td>
<td>Index of P wave existence based on the comparison between a moving average of 0.06 s width and a moving average of 0.12 s width</td>
</tr>
<tr>
<td>Pexist</td>
<td>67</td>
<td>Index of P wave existence obtained comparing a moving average of 0.06 s width with the output of a comb filter consisting of two moving average of 0.04 s width, delayed by 0.04 s</td>
</tr>
<tr>
<td>PintNr</td>
<td>240</td>
<td>Index of P wave existence obtained calculating the power peaks within intervals before the QRS onset and computing the mode of the distribution of the positions of such peaks</td>
</tr>
<tr>
<td>pRhif</td>
<td>62</td>
<td>Power of the signal obtained as the difference between the original and the low-pass filtered (30 Hz) signal (index of noise)</td>
</tr>
<tr>
<td>QRWidthMeanQ</td>
<td>1101</td>
<td>Trimmed mean (2% tail discard) of the QRS width values</td>
</tr>
<tr>
<td>QRWidthStdQ</td>
<td>545</td>
<td>Trimmed standard deviation (2% tail discard) of the QRS width values</td>
</tr>
<tr>
<td>QRWidthMaxQ</td>
<td>619</td>
<td>Mean of the three max values of the QRS width</td>
</tr>
<tr>
<td>QRWidthMaxQs</td>
<td>292</td>
<td>Max value of the moving average on 3 values of the QRS width</td>
</tr>
<tr>
<td>QRSpAmplMea</td>
<td>44</td>
<td>Trimmed mean (2% tail discard) of the QRS peak-peak amplitude</td>
</tr>
<tr>
<td>QRSpAmplMea</td>
<td>311</td>
<td>Ratio between the QRSpAmplMea and the peak-peak amplitude of the signal outside the QRS interval</td>
</tr>
<tr>
<td>QRSpolMea</td>
<td>26</td>
<td>Trimmed mean (3% tail discard) of the QRS polarity computed as the sum of the maximum and the minimum of the QRS values</td>
</tr>
<tr>
<td>QRSpolMin</td>
<td>183</td>
<td>Min value of the QRS equivalent widths, defined as the QRS absolute area divided by the peak-peak amplitude</td>
</tr>
<tr>
<td>QRSpMaxQs</td>
<td>508</td>
<td>Trimmed mean (discarding 40% of high values) of the QRS equivalent widths</td>
</tr>
<tr>
<td>PsWideQRS</td>
<td>149</td>
<td>Ratio between the number of QRS with equivalent width &gt;1.25 × QRWidthQsMin</td>
</tr>
<tr>
<td>morphDiff</td>
<td>550</td>
<td>Mean of the sum of absolute differences between the QRSs and the QRS mean</td>
</tr>
<tr>
<td>QRSsadV</td>
<td>19</td>
<td>Sum of the absolute differences between the two first right-singular-vectors</td>
</tr>
<tr>
<td>nPVCp</td>
<td>353</td>
<td>Fraction of the premature beats that are followed by a compensatory pause</td>
</tr>
<tr>
<td>AtypBeatPrk</td>
<td>450</td>
<td>Ratio between the relative QRS width and the beat prematurity</td>
</tr>
</tbody>
</table>
2.3.1. RR Analysis

The features extracted from the RR series were the most discriminant. The subset selected by step-wise discriminant analysis included: the mean and the max value of the RR intervals; an index of tachycardia; an index of bradycardia; and index of bigeminy and an index of trigeminy; the mean of the absolute weighted successive difference (Mawsd); the coefficient of sample entropy (CoSEn) \[32\] and the Katz Fractal Dimension (KFD) \[33\].

For the computation of the bigeminy rhythm index, we defined RRodd as the mean of RR with odd index and RReven as the mean of RR with even index. The bigeminy index was then calculated as the absolute value of the ratio: \( \frac{\text{RRodd} - \text{RReven}}{\text{RRodd} + \text{RReven}} \).

For the computation of the trigeminy rhythm index, we defined RRmd as the median filtered RR using a window length of 3 values. Trigeminy index was computed as the ratio between the sum of the absolute value of successive differences of RR and the sum of the absolute value of successive differences of RRmd.

The feature Mawsd was built with the aim of getting an index which takes into account mostly the RR variability due to AF, excluding that due to respiratory sinus arrhythmia and that due to other arrhythmic events. Mawsd was calculated as the mean of absolute weighted successive differences of RR obtained as follows: (a) only the RR successive differences lower than a high threshold value and higher than a low threshold value were considered (these thresholds are proportional the median RR); (b) a different weight was then assigned to these RR differences depending on the sign change between two consecutive RR differences. Moreover, a specific control aimed at excluding the changes due to premature contractions with a compensatory pause was introduced in a modified version of the feature (Mawsdc). We also computed an optimized version of these two features (Mawsdo and Mawsdco). In this case, the initial values of the weights and thresholds which control the routine behavior, were optimized by the Mesh Adaptive Direct Search (MADS) algorithm. We used the toolbox “NOMAD” \[34\] with the target to maximize the \( F_1 \) score in AF detection using a single feature decision rule.

2.3.2. P Wave Analysis

The existence of a P wave was evaluated by applying a previously published algorithm \[35\]. The algorithm is based on two moving average filters (widths: 0.06 s and 0.12 s), followed by a dynamic event-related threshold. A modified version of this algorithm was also applied, which used a moving average of 0.06 s width and a comb filter consisting of two moving averages of 0.04 s width delayed by 0.04 s. In addition, an index of P wave existence was also obtained by evaluating the power of the signal in a specific interval before the QRS complex.

2.3.3. Frequency Spectrum Analysis

The measures for the detection of the weak oscillation which characterize AF were extracted by frequency spectrum analysis. Since the high QRST power may cover this weak AF component, a QRST cancelling procedure was applied. This was based on approximating each QRST by Principal Component method using the powerful Singular Value Decomposition (SVD). The signal around each QRS was weighted by a trapezoidal window and stored in the columns of the matrix X, which was decomposed by SVD. A matrix Xr was then rebuilt from the SVD decomposition using only the eigenvectors associated to the greatest 2 or 3 eigenvalues. These eigenvectors contain only the signal components which are powerful and synchronous, thus the columns of the matrix Xr approximate the original QRST. A signal, containing mainly the component with ventricular origin, was obtained by unweighting the estimated QRST segments and connecting them with a straight line. This signal was subtracted from the original ECG, obtaining a residual signal which retains the AF component. Figure 2 shows, on the left, an example of QRST cancellation (from the top: the original signal, the QRST estimated component, and the residual signal where the oscillatory AF is enhanced), on the right,
the estimate of the power spectral density obtained by the Welch method showing the peak due to the AF component.

The measures related to AF extracted were: the power of the signal in the band 4–10 Hz; the ratio between the power in 4–10 Hz band and the power outside this band; the power around the peak of a weighted spectral density in the 3–20 Hz band (the power of three harmonics was considered); the ratio between the power of the peak and the power around.

Figure 2. Record A0090: QRST cancellation by Singular Value Decomposition (SVD) (a) and Power spectral density (PSD) of residual signal (b). eQRST: estimated QRST; resSgn: residual signal after SVD cancellation.

2.3.4. Other Features

From the whole ECG an index of noise was obtained as the power of difference between the original signal and the 30 Hz low-pass pass filtered ECG (pRhf). From the QRS complex, measures of QRS width, peak-peak amplitude, and polarization were extracted. Other features were obtained combining QRS morphology measures (e.g., QRS width) and rhythm (e.g., prematurity). Descriptions of these features are reported in Table 1.

2.4. Classification

In this study, we applied the LS-SVM (Least Square SVM) classifier [36], which is derived by the original SVM [37]. As LS-SVM involves a least squares cost function with equality constraints, the solution can be obtained by solving a system of linear equations in the transformed space. Defining a positive kernel:

\[ k(x_i, x_j) = \varphi(x_i)^T \varphi(x_j) \]  

(1)

the LS-SVM classifier formulation results as:

\[ y(x) = \text{sign} \left[ \sum_{i=1}^{n} \alpha_i y_i K(x, x_i) \right] \]   

(2)

The radial basis function (RBF) was selected as kernel function \( K(\cdot, \cdot) \):

\[ K(x, x_i) = \exp \left[ -\frac{\|x - x_i\|^2}{\sigma^2} \right] \]  

(3)

For the classification of the rhythms of the Physionet Challenge database, a multiclass model was adopted. The multiclass categorization problem is solved by a set of binary classifiers. We adopted the “one-versus-one” coding [38], consisting in a set of binary classifiers, each discriminating between two classes.

The LS-SVMlab toolbox [39] was used. First, the hyper-parameters (regularization \( \gamma \) and the RBF kernel dispersion \( \sigma^2 \)) were estimated and optimized by cross-validation (10-fold) selecting the
values which minimize the rate of misclassifications. Then, the parameters $\alpha$ and $b$ of the SVM model were estimated. Overfitting of the dataset may occur and the estimated classifier may have poor generalization capability. Therefore, we compared different LS-SVM classifiers using different numbers of features, pre-selected by step-wise discriminant analysis. Such classifiers were trained on the 80% of the available dataset and then they were validated on the remaining 20%. The feature set leading to the best performance on the validation set was selected. Since cross-validation is used to validate the hyper-parameters to train a model, rather than to validate the model itself, we then selected the best parameters to re-train the selected model on all the available dataset. This allowed us to reduce overfitting using a higher number of cases.

The final performance of the algorithm was then assessed by the Challenge organizers running the code on an independent hidden “test set”, which was never used for the classifier estimation.

For the AFDB, a binary classification was applied as the rhythms were only categorized as NSR or AF. In this case, the classifier was trained on the 60% of the AFDB and then validated on the remaining 40%. In order to test the generalization capabilities of the approach, the same set of 30 features selected for the Physionet Challenge database was used for AFDB.

2.5. Scoring

According to the Physionet Challenge 2017 scoring system [25], we evaluated the performance of the algorithm using the $F_1$ measure, which is the harmonic mean between sensitivity and positive predictive value. The following notation proposed in Clifford et al. [25] is used: the true classes for Normal, AF, Other and Noisy rhythms are indicated by the uppercase letters “N”, “A”, “O” and “P” respectively, the predicted classes are indicated by the lowercase letters “n”, “a”, “o” and “p”. The notation “Xy” denotes the number of elements of the class “X” assigned to the class “y”. The $F_1$ value was obtained for each class as follows:

$$\text{NSR : } F_{1n} = \frac{2 \times N_n}{\sum N + \sum n}$$

$$\text{AF rhythms : } F_{1a} = \frac{2 \times A_a}{\sum A + \sum a}$$

$$\text{Other rhythms : } F_{1o} = \frac{2 \times O_o}{\sum O + \sum o}$$

$$\text{Noisy rhythms : } F_{1p} = \frac{2 \times P_p}{\sum P + \sum p}$$

The global value was then calculated as the mean of the single values:

$$F_1 = \frac{F_{1n} + F_{1a} + F_{1o}}{3}$$

Notably, the global score was the average of performance for NSR, AF rhythms and other rhythms with the intent to emphasize correct classification of usable recordings, reducing the effective weight assigned to recordings that are too noisy to be analyzed [25]. In the AFDB only NSR and AF rhythms were present and so the $F_1$ was computed as:

$$F_1 = \frac{F_{1n} + F_{1a}}{2}$$

3. Results

3.1. Physionet Challenge 2017 Database

The results reported hereafter refer to the latest results achieved on the final set of ground-truth labels (v3) of the follow-up phase of the challenge agreed upon by the challenge organizers, which were
made available in November 2017. Indeed, these annotations were corrected and revised compared to the official challenge version and so the results are more reliable.

The stepwise discriminant analysis selected 30 discriminant features, which are described in Table 1. Among these, the Mawsdco (F = 2114) and the CosEn (F = 1913) were the features with the most discriminant power, according to the multiclass ANOVA analysis.

In order to understand which were the most significant features in discriminating each pair of classes, every between classes ANOVA was also performed. Mawsdco had the maximal F in discriminating NSR and AF rhythms (F = 10208) as shown in Figure 3a. It is possible to notice that this feature is usually higher in AF rhythms compared with NSR.

One important aim of this study was to accurately discriminate AF from other rhythms as the literature on this topic is still poor. According to the ANOVA, the CoSEn (F = 2563) and the Mawsdco (F = 1933) were the features with the most discriminant power for the classification between these two classes as observed in Figure 3c,d. Both the two features resulted generally higher in AF rhythms compared with other rhythms.

For the discrimination between normal and other rhythms, RMSSD results as the most powerful in the discrimination (F = 1712) followed by KFD (F = 1551) as shown in Figure 3e,f. Although there

Figure 3. Histograms of Mean of the absolute weighted successive difference controlling for premature beats with compensatory pause (weight optimization) (Mawsdco) (a) and coefficient of sample entropy (CoSEn) (b) for N and A rhythms; histograms of CoSEn (c) and Mawsdco (d) for O and A rhythms; histograms of root mean square of successive differences (RMSSD) (e) and Katz Fractal Dimension (KFD) (f) for N and O rhythms. N: normal; A: atrial fibrillation; O: other.

One important aim of this study was to accurately discriminate AF from other rhythms as the literature on this topic is still poor. According to the ANOVA, the CoSEn (F = 2563) and the Mawsdco
(F = 1933) were the features with the most discriminant power for the classification between these two classes as observed in Figure 3c,d. Both the two features resulted generally higher in AF rhythms compared with other rhythms.

For the discrimination between normal and other rhythms, RMSSD results as the most powerful in the discrimination (F = 1712) followed by KFD (F = 1551) as shown in Figure 3e,f. Although there is a window of overlap between the two classes, other rhythms have often a higher RMSSD compared with NSR. It should be noted that, despite its discriminant power in differentiating between normal and other rhythms, the RMSSD was not selected by the stepwise discriminant analysis, as probably its discriminant information was redundant considering the other included features.

In all the figures, the areas of the histograms for each class are normalized to one, so are estimates of the class-conditional probability densities.

Using the 30 selected features, the LS-SVM classifier provided the following performance in the multi-class classification on all the available dataset of the Challenge (after the re-train of the model): F₁n = 0.93; F₁a = 0.85; F₁o = 0.83 and F₁ = 0.87. For noisy recordings we got F₁p = 0.83. The confusion matrix obtained is reported in Table 2.


<table>
<thead>
<tr>
<th></th>
<th>n</th>
<th>a</th>
<th>o</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>4923</td>
<td>16</td>
<td>129</td>
<td>8</td>
</tr>
<tr>
<td>A</td>
<td>23</td>
<td>635</td>
<td>95</td>
<td>5</td>
</tr>
<tr>
<td>O</td>
<td>459</td>
<td>74</td>
<td>1875</td>
<td>6</td>
</tr>
<tr>
<td>P</td>
<td>58</td>
<td>7</td>
<td>3</td>
<td>108</td>
</tr>
</tbody>
</table>

On the hidden test of the follow-up phase the performance was: F₁n = 0.919; F₁a = 0.824; F₁o = 0.746 and F₁ = 0.83. With this performance we obtained the third place out of 84 participants in the final rank of the follow-up challenge (first place: F₁n = 0.921; F₁a = 0.857; F₁o = 0.766 and F₁ = 0.848 [40]; second place: F₁n = 0.908; F₁a = 0.841; F₁o = 0.745 and F₁ = 0.832 [41] (https://groups.google.com/forum/#!topic/physionet-challenges/qA2iUFQmRtc). A comparative summary of the algorithms [40–43], which obtained the top five scores in the follow-up phase of the Physionet Challenge 2017, is reported in Table 3.

### Table 3. Comparison of the results of the proposed methods with that of the other algorithms proposed for the Physionet Challenge 2017 obtained in the follow-up phase.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Number of Features</th>
<th>Classification Method</th>
<th>Overall Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teijero et al. [40]</td>
<td>42</td>
<td>Gradient Boosting classifier and</td>
<td>F₁ = 0.848</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Recurrent Neural Network</td>
<td></td>
</tr>
<tr>
<td>Kropf et al. [41]</td>
<td>380</td>
<td>Random Forest</td>
<td>F₁ = 0.832</td>
</tr>
<tr>
<td>Billeci et al. (proposed method)</td>
<td>30</td>
<td>Least Square-Support Vector Machine</td>
<td>F₁ = 0.830</td>
</tr>
<tr>
<td>Datta et al. [42]</td>
<td>150</td>
<td>Multi-layer Cascaded Binary</td>
<td>F₁ = 0.8294</td>
</tr>
<tr>
<td>Plesinger [43]</td>
<td>60</td>
<td>Neural Netwok + Bagged Tree Ensemble</td>
<td>F₁ = 0.8278</td>
</tr>
</tbody>
</table>

Notably, our performance on the hidden test set of the official challenge phase was: F₁n = 0.911; F₁a = 0.784; F₁o = 0.739 and F₁ = 0.812 (obtaining the 12th place in the official ranking list). The increase in performance achieved from the official phase to the follow-up phase suggests the importance of having reliable annotations for the algorithm training and evaluation.

### 3.2. MIT-BH AF Database

The application of the binary SVM classifier on the AFDB provided the following performance: F₁ Normal rhythm = 0.98; F₁ AF rhythm: 0.99; Global F₁ = 0.98. The confusion matrix obtained is reported in Table 4.
Table 4. Confusion matrix on the AFDB. N: normal, A: atrial fibrillation; lowercase letters denote the classifier predicted classes. The background green color indicates correct classifications.

<table>
<thead>
<tr>
<th></th>
<th>n</th>
<th>a</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>5393</td>
<td>75</td>
</tr>
<tr>
<td>A</td>
<td>80</td>
<td>10,937</td>
</tr>
</tbody>
</table>

4. Discussion

In this study, we proposed a novel approach for discriminating between normal, AF, other rhythms, and noisy ECG records. The algorithm achieved high global performance both in short-term ($F_1 = 0.83$) and long-term recordings ($F_1 = 0.98$). Importantly, the results of this study showed the possibility of accurately detecting and discriminating AF in single short-lead ECG recordings obtained with a smartphone-connected device. In particular, as can be observed from the confusion matrix, the classifier seems particularly efficient in discriminating between normal AF rhythms and AF from other rhythms, while it is less efficient in discriminating normal from other rhythms, as shown in Table 2. Very few attempts have been made, outside the Physionet Challenge 2017, to discriminate AF from the other arrhythmia. Thus, the classification of different types of rhythms is an important novel aspect of the algorithms, including ours, implemented for the challenge.

Compared to the other algorithms submitted for the challenge, the strength of our approach is that it used a quite simple method for extracting temporal and spectral features and applying the LS-SVM for classification. This allowed us to obtain a good trade-off between accuracy and computational time, thus potentially allowing a real-time application of the algorithm. Moreover, we used a low number of features compared to the other algorithms, as seen in Table 3, which fostered a good generalization capability of the algorithm.

Notably, the proposed algorithm relies on the combination of different types of features, obtained by RR analysis, PWA, and FSA for a better characterization and discrimination of AF. Moreover, other features extracted from the ECG or specifically from the QRS have been computed in order to better discriminate AF from other rhythms. Few previous studies have used a similar combined approach for a binary classification of AF and NSR obtaining high performance [14,15]. The results of our study suggest that a similar multidimensional approach can be extended to the multiclass problem. Indeed, according to the results of a comparative study of AF detection algorithms, the ones that combine RR and atrial activity (AA) analysis are those with the highest positive predictive value, so with both a high specificity and sensitivity [13]. This is relevant when the aim is not only to detect AF but also to distinguish it from other rhythms.

According to the ANOVA analysis, the features extracted from the RR series were the most discriminant ones. Indeed, the AF does not convey to the ventricles the rhythm of the sinus node, but irregular stimulation due to the recurrent propagation of the depolarization wave on the atria. Thus, the irregularity of AF mostly affects the RR. In addition, the AA can be influenced by noise [13] limiting the reliability of the FSA features.

In particular, the Mawsdco and the CoSEn were the most discriminant features for distinguishing among the different classes. CoSEn also resulted as one of the two most discriminant features in classifying NSR and AF rhythms. The high efficiency of CoSEn in detecting AF confirms previous studies [18]. Indeed, during AF, electrical discharges conducted from the atrium into the ventricles are irregular and disorganized so that randomness and entropy increase during an AF episode. In particular, it has been noticed that CoSEn is particularly relevant when classifying short length recordings [32,44]. Importantly, we observed that CoSEn is also the most powerful feature in the discrimination between AF and other rhythms. The few studies which attempt to discriminate between AF and other type of rhythms showed the good discriminant power of this feature [22–24]. Thus, our study confirms the importance of including this feature to discriminate AF from other rhythms.
Importantly, we introduced a novel feature, the Mawsdco, specifically designed for AF discrimination. Indeed, this feature showed the highest discriminant power in multiclass discrimination overall the other computed features. This result suggests that the new developed feature could be relevant in the complex task of discriminating different types of rhythms. In addition, the Mawsdco displayed the highest discriminant power in the discrimination between AF and NSR and was one of the most powerful features in classifying AF and other rhythms. Indeed, this feature excludes or penalizes the effect of small RR changes typical of NSR (as that due to RSA) and large RR differences typical of ectopic beats, thus exalts intermediate differences that are mostly related to AF.

The problem of discriminating between normal and other rhythms was the most difficult, as observed in the confusion matrix resulting from the application of LS-SVM. Among the computed features RMSSD appeared as the most discriminant one. Probably this is because RMSSD is obtained as the sum of quadratic difference and thus exalts big differences that may be characteristics of other rhythms. The second most powerful feature in classifying NSR and other rhythms was KFD, which could be due to the higher fractal properties of RR series with ectopic beats [45].

The inclusion of features which are a direct index of AA substantially improved the performance of our algorithm. Indeed, AF causes, on the surface ECG, a weak oscillation in the range of 3–10 Hz; although sometimes it may be too small to be observable, it is of considerable importance in the detection of AF. The FSA consists of the cancellation of ventricular activity (QRS complex and T wave) followed by the spectral computation of the remaining atrial signal. Some previous algorithms have used different approaches to implement QRS cancellation, including blind source separation, spatio-temporal cancellation and wavelet transform [46–48]. However, most of these approaches need several ECG leads to be implemented so they are not suitable for mobile devices, such as AliveCor, where only one ECG lead is available. Alcaraz and Rieta [49] previously demonstrated that SVD can give an accurate AA extraction in short and single-lead AF recordings. In this work spectral analysis for AF oscillation detection was performed using a quite novel approach, considering the residual signal resulting from canceling the QRST complexes reconstructed by weighted SVD, which provided an accurate estimation of AA, as seen in Figure 2.

With the aim of evaluating the applicability of the proposed approach also on long-term recordings, we tested the algorithm on the AFDB. However, on this database, only the capability of discriminating between NSR and AF rhythms was evaluated as only these two types of rhythms are annotated. The performance obtained on this database was much higher than that obtained on the Physionet Challenge database. This result suggests that short single-lead signals, acquired with a mobile device, are more difficult to analyze. However, as stated above, the use of novel technologies allows to overcome several limitations of the traditional ECG recorders, including laborious workflow, the need for specialized staff trained in arrhythmia detection, poor patient compliance, cost, and invasiveness.

In the future, it will be important to implement a real-time version of the algorithm so that it could be applied for an online detection of AF and other arrhythmias in a point of care device. Notably, the computation time of our overall algorithm (including pre-processing and QRS detection) is quite short, taking on average 0.004 s for processing 1 s of ECG signal. However, some of the features used for AF detection need to be calculated on a longer ECG segment containing a few dozen of QRs. Obviously, for a real-time AF detection, small window lengths are preferred, while the accuracy of the diagnosis increases with the number of RR intervals. Thus, the window size of the ECG represents a trade-off between accuracy and speed of detection. Our experiments on long term recordings containing AF episodes showed that a good compromise between the accuracy and the time resolution in AF detection is to use an ECG segment of 30 s. It should be noted that the vast majority of the records for the Physionet Challenge database acquired with the smartphone device have this duration. This window size is shorter compared to that used in most of the previously developed algorithms which did not show a good performance with short window lengths and required at least 1 min of data in order to have a good performance [13]. Notably, our algorithm employs on average about 0.12 s with a maximum time of 0.40 s, to process a 30 s length segment (values were obtained using a Matlab
script running on a 2013 notebook with I7-dual core-cpu@2.00 GHz). The time lag between the arising of an AF episode and its detection is therefore less than 30.4 s, i.e., the sum of segment length and the time needed to process it. This suggests that our algorithm could be used for a real-time detection of AF episodes in ECG recordings from smartphone or wearable devices.

Thus, the good performance of the proposed algorithm in signals obtained with the Alivecor technology and the widespread distribution of smartphones foster the application of the proposed approach for the continuous ECG signal monitoring, possibly using a real-time approach for self-monitoring application.

5. Conclusions

In conclusion, we showed that our algorithm was efficient in classifying AF from normal rhythm and to distinguish it from other kinds of rhythms. An accurate differentiation between AF and other types of rhythms would be important in the clinical practice for the implementation of the specific treatment. For example, the diagnosis of AF could require the use of anticoagulation, rate control, and rhythm control. Other types of arrhythmias can have a different prognosis and require different treatment. For example, atrial ectopy may predict the onset of AF [50] while ventricular ectopy may lead to cardiomyopathy or increase the risk of mortality [51].

Notably, the algorithm performed well even in short single-lead registrations acquired with a smartphone connected device. Thus, it could be implemented both in a clinical setting and in personal monitoring devices.
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