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Abstract: In this work, a new real-time Simulation method is designed for nonlinear control techniques applied to power converters. We propose two different implementations: in the first one (Single Hardware in The Loop: SHIL), both model and control laws are inserted in the same Digital Signal Processor (DSP), and in the second approach (Double Hardware in The Loop: DHIL), the equations are loaded in different embedded systems. With this methodology, linear and nonlinear control techniques can be designed and compared in a quick and cheap real-time realization of the proposed systems, ideal for both students and engineers who are interested in learning and validating converters performance. The methodology can be applied to buck, boost, buck-boost, flyback, SEPIC and 3-phase AC-DC boost converters showing that the new and high performance embedded systems can evaluate distinct nonlinear controllers. The approach is done using matlab-simulink over commodity Texas Instruments Digital Signal Processors (TI-DSPs). The main purpose is to demonstrate the feasibility of proposed real-time implementations without using expensive HIL systems such as Opal-RT and Typhoon-HL.
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1. Introduction

The rapid advance of digital and embedded systems has enabled the use of such systems in different applications [1]. Although still little explored, one of these utilities includes Hardware in The Loop (HIL) Simulations, in which both software and hardware are tested.

Real-time simulation (RTS) methods can be a feasible way to verify controllers performance and stability of dynamic systems. Commercial platforms, such as OPAL-RT Technologies Inc. (Montreal, QC, Canada), that implemented sophisticate and expensive test bench, are widely available [2]. Examples of Digital real-time simulator (DRTS) with applications attaining high accuracy results are: TYPHON HIL [2], OPAL-RT [3], dSPACE [4] and RTDS [5].

On the other hand, a real-time simulation platform with less complexity than those previously mentioned may be desirable. On these terms, the employment of powerful computational devices does not justify increased costs. Along these lines, a Processor in the Loop (PIL) applying the SimCoder platform of PSIM (Power System Simulator) is designed in [6], where a F28335 Texas Instruments micro-controller is employed to embed a PFC (Power Factor Correction) and motor drive circuits via software simulation. Also, Ref. [7] presents a simple and interesting real-time implementation.
In view of these concerns, an RTS based method is proposed in order to verify the power converters dynamics and validate the stability of their implemented control equations. The approach is made in a way that justifies the required computational power needed to simulate the elementary converters in real-time, with lower cost and spent time. In the proposed Single Hardware in The Loop (SHIL), both control and state equations implemented on Matlab/Simulink development environment are directly embedded in a C2000 F28377 Texas Instruments device, through Simulink Coder and Embedded Coder packages. In Double Hardware in The Loop (DHIL), the equations are embedded in distinctive DSPs, as illustrated in Figure 1. In the first DSP, the converter model is embedded (usually described by state-space equations or switched model). In the second DSP, the equation of the duty cycle \( d \) is calculated for the input control of the switch.

![Figure 1. SHIL and DHIL.](image)

As illustrated in Figure 1, the methodology of this work differs from the concepts found in the literature about Software in The Loop (SIL), Processor in The Loop (PIL) [7] and HIL [8] implementation. That is the reason we call it “Single Hardware In The Loop” (SHIL), since it contains hybrid characteristics of these methodologies. Given this, we can easily test the control law without needing a desktop computer and a real plant. In addition, the data transfer occurs directly and more quickly when both model and control are inserted in the same DSP or different DSPs.

The main objective of this work is to validate nonlinear control laws in embedded systems using the proposed real-time simulation methods. When dealing with unconventional control equations the following question appears: are these new methods feasible? To achieve this goal, it is not necessary to use complex models, since such models will be replaced by the real prototype. In fact, it is worth highlighting here that the controllers are usually performed by embedded systems in power electronics applications. This is the preponderant trend.

So, this work presents two different RTS approaches, where model and control equations are executed on DSP processors. The models and control equations are demonstrated in Section 2 and Appendix A. The proposed SHIL and DHIL simulation methods and their experimental results are explained in Section 3. Furthermore, the additional contribution of this work is the comparison of nonlinear control techniques (SFL, PBC and IDAPBC) applied to static power converters. As a whole, three converters models (Table 1) and nine control equations (Table 2) are validated using the proposed methods. Finally, results and conclusions are presented in Sections 4 and 5.
Table 1. Converters models.

<table>
<thead>
<tr>
<th></th>
<th>Boost</th>
<th>Buck</th>
<th>Buck-Boost</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS</td>
<td>( x_1 = -(1 - d) \frac{1}{2} x_2 + \frac{d}{2} x_2 )</td>
<td>( x_1 = -\frac{1}{4} x_2 + d \frac{E}{C} )</td>
<td>( x_1 = (1 - d) \frac{1}{2} x_2 + d \frac{E}{C} )</td>
</tr>
<tr>
<td></td>
<td>( x_2 = (1 - d) \frac{1}{2} x_1 - \frac{d}{2} x_2 )</td>
<td>( x_2 = \frac{1}{2} x_1 - \frac{d}{2} x_2 )</td>
<td>( x_2 = -(1 - d) \frac{1}{2} x_1 - \frac{d}{2} x_2 )</td>
</tr>
<tr>
<td>EL</td>
<td>( x = \begin{bmatrix} x_1 \ x_2 \end{bmatrix} ; D_B = \begin{bmatrix} L &amp; 0 \ 0 &amp; C \end{bmatrix} )</td>
<td>( R_B = \begin{bmatrix} 0 \ 0 \end{bmatrix} )</td>
<td>( F = \begin{bmatrix} E \end{bmatrix} )</td>
</tr>
<tr>
<td></td>
<td>( D_B x + (1 - d) f_B x + R_B x = F )</td>
<td>( D_B x + (f_B + R_B) x = dF )</td>
<td>( D_B x + (1 - d) f_B x + R_B x = dF )</td>
</tr>
<tr>
<td></td>
<td>( I_B = \begin{bmatrix} 0 &amp; 1 \ -1 &amp; 0 \end{bmatrix} )</td>
<td>( I_B = \begin{bmatrix} 0 &amp; 1 \ -1 &amp; 0 \end{bmatrix} )</td>
<td>( I_B = \begin{bmatrix} 0 &amp; 1 \ -1 &amp; 0 \end{bmatrix} )</td>
</tr>
<tr>
<td>PCH</td>
<td>( x = \begin{bmatrix} x_1 \ x_2 \end{bmatrix} )</td>
<td>( I_H = \begin{bmatrix} 0 \ \frac{1}{R H} \end{bmatrix} )</td>
<td>( \frac{1}{R H} )</td>
</tr>
<tr>
<td></td>
<td>( L_H = \begin{bmatrix} 0 \ \frac{1}{\tau} \end{bmatrix} )</td>
<td>( R_H = \begin{bmatrix} 0 \ \frac{1}{\tau R^2} \end{bmatrix} )</td>
<td>( g_H = \begin{bmatrix} \frac{d}{\tau} \ 0 \end{bmatrix} )</td>
</tr>
<tr>
<td></td>
<td>( g_H = \begin{bmatrix} \frac{d}{\tau} \ 0 \end{bmatrix} )</td>
<td>( g_H = \begin{bmatrix} \frac{d}{\tau} \ 0 \end{bmatrix} )</td>
<td>( g_H = \begin{bmatrix} \frac{d}{\tau} \ 0 \end{bmatrix} )</td>
</tr>
</tbody>
</table>

Table 2. Control equations.

<table>
<thead>
<tr>
<th></th>
<th>SFL</th>
<th>Boost</th>
<th>Buck</th>
<th>Buck-Boost</th>
<th>PBC</th>
<th>IDA-PBC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( d = 1 - \frac{E + L x_1 (x_1 - x_2)}{x_2} )</td>
<td>( d = 1 - \frac{E + R_{\text{damp}} (x_1 - x_2)}{x_2} )</td>
<td>( d = 1 - \frac{E}{x_2} )</td>
<td>( d_1 = 1 - \frac{E}{x_2} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( s_{2d} = \frac{1 - (1 - d_1) (\frac{E}{x_2})^a}{x_2} = \frac{1 - (1 - d_1) (\frac{E}{x_2})^a}{1} )</td>
<td>( s_{2d} = \frac{1 - (1 - d_1) (\frac{E}{x_2})^a}{x_2} = \frac{1 - (1 - d_1) (\frac{E}{x_2})^a}{1} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( d = \frac{L x_2 - R_{\text{damp}} (x_1 - x_2) + x_2}{x_2} )</td>
<td>( d = \frac{L x_2 - R_{\text{damp}} (x_1 - x_2) + x_2}{x_2} )</td>
<td>( d = 1 - \frac{E}{x_2} )</td>
<td>( d_1 = 1 - \frac{E}{x_2} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( s_{2d} = \frac{1 - (1 - d_1) (\frac{E}{x_2})^a}{x_2} = \frac{1 - (1 - d_1) (\frac{E}{x_2})^a}{1} )</td>
<td>( s_{2d} = \frac{1 - (1 - d_1) (\frac{E}{x_2})^a}{x_2} = \frac{1 - (1 - d_1) (\frac{E}{x_2})^a}{1} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( d = \frac{L x_2 + R_{\text{damp}} (x_1 - x_2) + x_2}{x_2} )</td>
<td>( d = \frac{L x_2 + R_{\text{damp}} (x_1 - x_2) + x_2}{x_2} )</td>
<td>( d_1 = 1 - \frac{E}{x_2} )</td>
<td>( d_1 = 1 - \frac{E}{x_2} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( s_{2d} = \frac{1 - (1 - d_1) (\frac{E}{x_2})^a}{x_2} = \frac{1 - (1 - d_1) (\frac{E}{x_2})^a}{1} )</td>
<td>( s_{2d} = \frac{1 - (1 - d_1) (\frac{E}{x_2})^a}{x_2} = \frac{1 - (1 - d_1) (\frac{E}{x_2})^a}{1} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2. Modeling and Control Equations

The basic power converters, such as boost, buck and buck-boost (shown in Figure 2), are typical switching-mode nonlinear systems, which customarily adopt conventional linear control method. These classic linear controllers, as mentioned in [9], exhibit some natural inconsistencies (for example, the intrinsic non-minimum phase characteristic related in [10]) and cannot satisfy the meaningful prerequisites of high performance control. The boost has inductor positioned in the input to reducing spikes in grid voltage, so is recommended to power factor (PFC) systems. Buck-boost inverts the polarity of the output voltage signal relative to the input signal and allows up-down output voltages. Note that the state variables are those related to energy store elements, i.e., capacitors and inductors.

In this context, there is a growing demand for new controllers to deal with this problem. Some nonlinear methods, such as SFL [11,12], PBC [13,14], IDA-PBC [15–17], fuzzy logic control [18], backstepping approach [19], predictive control [20], piecewise affine (PWA) [21] and repetitive control [22] have been designed and implemented in power converters.

This section presents the relevant models and control equations used in this work, collected in a literature review [10–17]. Notice in Figure 3, the Euler Lagrange (EL) is the base model to find the others. With the EL model, the PBC control equations are obtained. But the SFL control uses the model description in state space (SS). In turn, the IDA-PBC control requires the Port-controlled Hamiltonian model (PCH) system. Note that each model is associated with a control technique. Despite having specific mathematical and physical interpretations, the Euler-Lagrange and Hamiltonian models are mathematically similar to the models described in state space. It should be noted that the controllers are designed for continuous time operation [23].
As case studies, the control methods used in this work are SFL, PBC and IDA-PBC. A study and comparison of these methods are presented in [14]. The SFL control uses state space equations. PBC and IDAPBC include passivity properties, applying Lagrangian and Hamiltonian approaches, respectively. It should be noted that nonlinear control methods are currently widely discussed in the literature. However, another important trend in the design of these new controllers is the practical implementation.

To make the paper self-contained, we recall non linear concepts, including and intercalating different control equations associated with specific converter (see Appendix A). Further details and concepts of the applied methodology can be seen in the Section 3.

### 2.1. Buck-Boost and Flyback Examples

In the following paragraphs, the control equations (summarized in Table 3) and models of the Buck-Boost and Flyback converters will be described. Figure 2 presents the converters topologies. The readers that are familiar with nonlinear control can go directly to Section 3.

![Basic power converters circuits.](image)

![Models associated with non-linear control techniques.](image)

**Table 3. Control equations.**

<table>
<thead>
<tr>
<th></th>
<th>SFL</th>
<th>PBC</th>
<th>IDA-PBC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Buck-Boost</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>(-Lx_2 + \frac{L}{L} x_1 + \frac{1}{C} x_2) + \frac{1}{C} E) &amp; (-Lx_2 + \frac{L}{L} x_1 + \frac{1}{C} x_2) + \frac{1}{C} E) &amp; (-Lx_2 + \frac{L}{L} x_1 + \frac{1}{C} x_2) + \frac{1}{C} E)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\dot{x}_2)</td>
<td>(-\left(\frac{1}{C} x_1 - \frac{G}{C} x_2\right)) &amp; (-\left(\frac{1}{C} x_1 - \frac{G}{C} x_2\right)) &amp; (-\left(\frac{1}{C} x_1 - \frac{G}{C} x_2\right))</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Flyback</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>(-Lx_2 + \frac{L}{L} x_1 + \frac{1}{C} x_2) + \frac{1}{C} E) &amp; (-Lx_2 + \frac{L}{L} x_1 + \frac{1}{C} x_2) + \frac{1}{C} E) &amp; (-Lx_2 + \frac{L}{L} x_1 + \frac{1}{C} x_2) + \frac{1}{C} E)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\dot{x}_2)</td>
<td>(-\left(\frac{1}{C} x_1 - \frac{G}{C} x_2\right)) &amp; (-\left(\frac{1}{C} x_1 - \frac{G}{C} x_2\right)) &amp; (-\left(\frac{1}{C} x_1 - \frac{G}{C} x_2\right))</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

According to [24] the average Buck-Boost converter circuit can be written by equivalent state space equations:

\[
\dot{x}_1 = (1 - d) \frac{1}{L} x_2 + \frac{E}{L},
\]

\[
\dot{x}_2 = -(1 - d) \frac{1}{C} x_1 - \frac{G}{C} x_2.
\]
where, \( d \) is the converter duty cycle, \( 0 \leq d < 1 \). As it can be seen from (1) and (2), there are two state variables, \( x_1 \) and \( x_2 \) and an input (control) variable, the duty cycle \( d \).

2.2. SFL Control

Summarily, the procedure to obtain the state feedback linearization [25] includes the steps:

1. Select the state variable to be controlled. Two possibilities: indirect control (current \( x_1 \)) or direct control (voltage \( x_2 \));
2. Derivation of the output \( n \) times until an explicit relation between output \( y \) and the input \( E \) is achieved;
3. Determine \( d = d(v, x) \) in order to perform the feedback linearization;
4. Investigate the stability of internal dynamics.

Defining \( L_f \) as the derivative of Lie [25] and consider that:

\[
\begin{align*}
  x_1 &= h(x), \quad y = x_1, \quad x_2 = L_f h, \\
  \dot{y} &= \dot{x}_1, \quad \dot{x}_1 = (1 - d) \frac{1}{L} x_2 + \frac{E}{L}.
\end{align*}
\] (3)

Since we have to accomplish one derivation to obtain a relation between the input and output, the relative degree is unitary \( n = 1 \). On these terms, the general expression for the duty cycle equation is:

\[
d_{SFL} = \frac{L}{E - x_2} \left[ x_1 d - k_1 (x_1 - x_1 d) \right] - x_2.
\] (4)

A literature review of the main stability analysis methods applied to power converters is presented in [26]. PBC and IDAPBC control techniques, reported in [27,28], are demonstrated in details on appendices.

2.3. Flyback Modelling and Control Equations

Derived from a mathematical formulation, the flyback converter can be interpreted as an isolated buck-boost converter. As shown by [29], the average state-space model of the circuit illustrated in Figure 2 are given by:

\[
\begin{align*}
  \dot{x}_1 &= \frac{L_1}{L_1 L_2 - L_M^2} (1 - d) x_2 - \frac{L_M}{L_1 L_2 - L_M^2} d E, \\
  \dot{x}_2 &= (1 - d) \frac{1}{C} x_1 - \frac{G}{C} x_2.
\end{align*}
\] (5)

where \( L_1 \) and \( L_2 \) are the primary and secondary inductances, respectively, and \( L_M \) is the mutual inductance. After replacing:

\[
L_{eq} = \frac{L_1 L_2 - L_M^2}{L_1}, \quad E_{eq} = \frac{L_M}{L_1} E.
\] (7)

the flyback converter Equations (8) and (9) become similar to the buck-boost Equation:

\[
\begin{align*}
  \dot{x}_1 &= \frac{1}{L_{eq}} (1 - d) x_2 - \frac{E_{eq}}{L_{eq}}, \\
  \dot{x}_2 &= (1 - d) \frac{1}{C} x_1 - \frac{G}{C} x_2.
\end{align*}
\] (8)

Thus, the adapted mathematical models from buck-boost are evaluated to represent and withdraw the flyback control equations. All control equations (detailed in [30]) are summarized in Table 3.
By collecting and manipulating the terms, it is possible to obtain the general expression for the duty cycle (by considering \( \dot{x}_1 = 0 \)), defined by:

\[
d_{SFL} = \frac{x_2 + R_{damp}(x_1 - x_{1d})}{E_{eq} + x_2}.
\]  

(10)

One of the lessons learned from previous researches \[31\] is that the nonlinear controllers need an integral action to achieve voltage regulation. Therefore, in order to improve steady-state performance and assure the convergence of error between the output voltage and desired value \( V_d \), a proportional integrative term is recommended, given by:

\[
G_{int} = -k_{int} \int_0^t [x_2(s) - V_d] ds.
\]  

(11)

3. SHIL and DHIL Proposed Methods

In order to validate a simulation, a modeling or a controller design it is necessary to obtain experimental results through hardware implementation. In the context of Power Electronics, as systems complexity increases \([3,32]\):

- Costs with semiconductor devices and power components rise significantly.
- Implementation of controller conditioning and communication systems complexity increase.
- Time spent for concluding the hardware implementation may become a problem.

In this session, we present a procedure for high-level programming of a DSP (Digital Signal Processor) using SHIL and DHIL Simulations. The HIL based method simulation is a technique that mixes both virtual and real elements. Currently, this technique is often used to test embedded control systems, where both the hardware and system software are tested. Also, we can verify the control and the system operations without the need of a physical circuit.

Besides the independence of the physical prototype, the proposed methodology has other advantages:

- There is no need for costly real-time Simulators (RTS) systems, such as those offered by OPAL RT, Typhon HIL, dSPACE and RTDS. In the same way, it is possible to use the method remotely, in residences, in the laboratory, using desktop pc, laptop, without being conditioned to a complex system—which involves both hardware and software—previously installed;
- It is possible to emulate only the converter model and perform several tests, regardless of control;
- The control of the system is embedded and its proper functionality can be evaluated in DSP; therefore, the determination of the processing time of each step of the algorithm can also be achieved. It is possible to monitor, make initial parameter updates, controller gains, input and load disturbances, etc., through the friendly interface offered by Matlab/Simulink.
- In addition, there is the possibility of the DSP to emulate the model or the control independently of the pc/laptop. In other words, it's possible to upload the codes into the flash memory of the embedded system (tests are limited to DSP input/output capabilities, for example, DAC and other digital/analog ports).
- Simple and complex converters can be evaluated;

The major drawbacks are also listed:

- It needs Matlab installation.
- The approach depends on the mathematical model of the converter.

3.1. SHIL

Figure 4 shows the overview of SHIL proposed methodology. The first step is obtaining the plant and the control equation models. After that, such models can be simulated using commonly
softwares as Matlab or PSIM. As an example, Figure 4 illustrates the Flyback’s converter model and the SFL control equations, designed with Matlab/Simulink tools. Figure 5 shows the simulation in PSIM software. After the implementation, it is necessary to run the simulation and verify if the control and state variables are converging to the desired state. Once this is achieved, the next step is to embed the simulated system in the DSP. By using the external mode of Simulink and a compiler for the DSP, the model will be converted in code and then embedded to the target. Finally, the target will run the code, emulating the converter and control models. It is possible to verify desired signals in an oscilloscope by programming the DSP pins through DAC (Digital Analog Converter) blocks available in the C2000 Texas Instruments package. An important detail is the need of a scale adjustment for voltage compatibility between the simulation and target.

Figure 4. Flyback model, Equations (8) and (9), and SFL control Equation (10) in block diagrams (high level programming) that is embedded in DSP C2000.
Figure 5. Simulation of flyback switched model using PSIM software. Normalized output voltage $x_2$ for load perturbation with a fixed time step 100 times smaller than the switching period. SFL (red), PBC (green) and IDAPBC (blue).

3.2. DHIL

With the proposed SHIL and DHIL methodologies, we can easily test the control law without needing a desktop computer or a real plant. In SHIL, the data transfer occurs directly and faster when both model and control are inserted in the same Digital Signal Processor. However, DHIL is best suited for synchronization, measurement and data communication tests between different systems.

The supporting package for C2000 microcontrollers available in Matlab/Simulink can be found in the Simulink library. Basic information about block functions, simulation configurations for real-time simulation or external mode and examples of systems implementation using the fundamental blocks such as PWM, ADC, DAC and interruptions can be found in Mathworks [33] website, or in Matlab “Help” area. Once selected, a list of C2000 DSP family will be displayed. By choosing the corresponding DSP, available blocks for the microcontroller are displayed. It is possible to build block systems with other Simulink blocks, by simply dragging them to the model window.

In DHIL, the use of a PWM (Pulse Width Modulation) block is necessary in order to control the converter switching sequence and also to synchronize 3 ADCs (Analog Digital Converter) available for measuring the inductor current ($x_1$), capacitor voltage ($x_2$) and the input voltage $E$. As seen in Figure 6, the control laws and the converter model are embedded in different microcontrollers. For computing the control laws, the inputs of the model are ($x_1$, $x_2$) and $E$. Since those inputs are originated from the converter model computation—configured as analog signals type—it is necessary to convert those signals to a digital one, through analog-digital converter (ADC). After conversion, the output of the control law is the duty cycle. Since this control variable is digital, it will be converted to analog (DAC), for reading in the ADC of the DSP embedded with the converter model. For closing the loop, the variables ($x_1$, $x_2$) and $E$ are calculated and consequently converted from digital to analog type. It is important to notice that the conversions are based on the PWM sample rate, then requires the synchronization between both DSPs for a correct computation of control laws and converter model.

Figure 6. DHIL.
3.3. Details of the Implementation

Also, the approach used for programming the microcontroller diverges from the conventional one, being unnecessary the development of code lines. By using code generation tools and software libraries it is possible to resort the implementation of converter models and controllers through Matlab/Simulink blocks. The evident advantages of this approach are the clear visualization of the programming process and the time spared for development. Figure 7 illustrates the proposed steps for this methodology.

The first stage consists in developing an equation model for the system, demonstrating the relation between the state and control variables. It is up to the user to consider or not the nonlinearities of the system. Next, it is necessary to choose a control technique for actuating in the variable of interest. The nature of the control technique is wide, and can include since classical techniques, as PID controllers, to nonlinear control approaches. This stage ends with the implementation of the model and control equations in the simulation software. Figure 8 presents the implemented model and control equations of a buck-boost converter, as an example. Figure 9 shows the general SHIL simulation scheme for any converter. The main control goal is to calculate the duty cycle $d$ (used in mathematical model), then the corresponding PWM signal is generated as an input control to command the switch of the physical converter. The state variables (inductor current $x_1$ and voltage capacitor $x_2$) and input voltage $E$ are the required measures. An integral action is added to better regulate the output voltage.
The second phase consists of simulating the implemented system. Aiming at minimizing the errors, it is advised to simulate the system in continuous time and afterly in discrete time. For the continuous system it is important to work with float data type, by programming the operations of multiplication, division and constant blocks to “single/double” types. Although the increasing in processing time, this data type conversion configures one less source of error in the continuous time simulation.

After that, it is necessary to discretize the system, by changing the controllers structure and continuous operators to the corresponding discrete blocks (defining a sample time in which the blocks will be sampled). In a way to approach the results of the first discretized system to the continuous simulation it is proposed the use of a high sample frequency (or a small sample time).

The next task is to simulate the system, considering a standard sample frequency (e.g., nominal 50 kHz), in such way to obtain a discrete model that is less approached by the continuous model. The selection of this frequency must be cautiously chosen, since the system can converge to instability. Another common problem associated to a bad choice of the sample frequency is the signal aliasing (Nyquist rule). The final objective of this stage consists in transforming the floating point data in fixed point data. This conversion can be done by programming the operations of multiplication, division and constant blocks to fixed-point type, or by using operational blocks offered in specific libraries for microcontrollers (libraries that are offered by Mathworks for users of C2000’s microcontrollers family, by Texas Instruments, for example), as shown in Figure 10.

Some recomendations: avoid operations with floating data and divisions that increase the processing time. Always when possible, use multiplication operations instead of division operations (ex: when the denominator is a constant). Declare the variables as fixed point, preventing calculus with float and optimzing the code’s execution. Discrete models can be embedded for HIL simulation, since the user compiler can convert the blocks in code. However, a discrete model that converges, when working with fixed point data, makes the compilation and the processing time of the microcontroller smaller (and also the memory used smaller). In this way, the last step brings a discrete model more appropriated for a HIL procedure.

The final stage is the SHIL simulation itself. Once the compiler has generated the code and the system is embedded to the microcontroller (also called target) the communication between the target and the computer, in which Matlab/Simulink is running, begins. Usually microcontrollers of C2000 family communicates to the computer through USB or ethernet cable. In this application it is proposed the use of a USB cable. For running the system as a real-time simulation it is proposed to set the
simulation as “external mode” simulation on Simulink. Also, it is necessary to set on the simulation configurations which target the connection must occur.

Since we are interested in plotting or viewing the gathered data, it is necessary to use specific blocks in the simulation for real-time plotting or setting DSP pins as analog outputs [33]. By doing that the user can see the data generated in the target in a Simulink “scope” or in an oscilloscope (by analog output reading). Each case can be achieved by using the RTDX (real-time Data Exchanged) or the DAC blocks, as seen in Figure 11. Since the R2016b version of Matlab there is a DAC block for DSP28377S of C2000 family (Texas Instruments). This block configures 3 digital inputs as 3 analog outputs (also called channels A, B and C). In this way it is possible to use 3 channels of an oscilloscope and view the curves in real-time.

![Figure 11. DAC Block: Used for showing state and internal variables in a scale between 0 V–3.3 V (12-bit resolution).](image)

More details of the control algorithms implementation in block diagrams can be seen in the Figures 12 and 13. Since the didactical background available in the literature lacks of information, details of the functional blocks are shown, providing a development base for future works. Although the approach of this chapter deals with a specific study of case, the available content makes it simple to adapt the program to other applications. General files, containing the control methods for Buck-Boost, Boost and Buck converters are shown in Figures 8, 12 and 13, respectively.

![Figure 12. Boost model and IDA-PBC control equations in block diagrams.](image)

![Figure 13. Buck model and PBC control equations in block diagrams.](image)
4. SHIL and DHIL Results for Buck-Boost and Flyback

This section shows the digital simulations using Matlab (Model in The Loop: MIL) and SHIL/DHIL experimental results. The converters are designed according to specifications listed on Table 4 and the three control laws studied in this work. The experimental setup is sketched in Figure 14. The plots displayed in Figure 15a,c present the capacitor voltage response when an input voltage and a load variations, respectively, are included in the Buck-Boost converter simulated in software. The same effect is reported for the Flyback converter in Figure 15b,d. In both input and load variation, consecutive steps of 70% to 100% are applied in the simulated systems. An open-loop control test is also presented in Figure 16. Figures 17 and 18 show the output capacitor voltage of Flyback and Buck-Boost converters, respectively, for the SHIL and DHIL applications. A load variation (70–100%) is applied for evaluate the three control laws.

![Figure 14. Experimental setup.](image)

![Figure 15. Software simulation result for Buck-Boost (a,c) and Flyback (b,d) (using control techniques SFL (red), PBC (blue) and IDA-PBC (green). Output voltage $x_2$ for input voltage (a,b) and for load variation (c,d).](image)
Table 4. Initial and converters parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Buck-Boost</th>
<th>Flyback</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{in}$</td>
<td>$-24,\text{V}$</td>
<td>$24,\text{V}$</td>
</tr>
<tr>
<td>$E$</td>
<td>$50,\text{V}$</td>
<td>$50,\text{V}$</td>
</tr>
<tr>
<td>$R$</td>
<td>$10,\Omega$</td>
<td>$11.5,\Omega$</td>
</tr>
<tr>
<td>$L$</td>
<td>$0.6,\text{mH}$</td>
<td>$146,\mu\text{H}, 35,\mu\text{H}$</td>
</tr>
<tr>
<td>$C$</td>
<td>$470,\mu\text{F}$</td>
<td>$470,\mu\text{F}$</td>
</tr>
<tr>
<td>$f_{sw}$</td>
<td>$50,\text{kHz}$</td>
<td>$100,\text{kHz}$</td>
</tr>
<tr>
<td>$R_{damp} = Lk_1$</td>
<td>$100$</td>
<td>$15$</td>
</tr>
<tr>
<td>$k_{int}$</td>
<td>$200$</td>
<td>$-5000$</td>
</tr>
</tbody>
</table>

Figure 16. Open loop control comparing SHIL (blue line) with Software Simulation (red line) results for Buck-Boost converter. Normalized output voltage $x_2$ for load perturbation (70–100%) using fixed $d = 0.325$.

Figure 17. SHIL experimental result for Flyback (A) and Buck-boost (B) converters. Normalized output voltage $x_2$ for load perturbation (70–100%).

Figure 18. DHIL experimental compared with Software Simulation (MIL) result for Buck-Boost converter (SFL control). Normalized output voltage $x_2$ for load perturbation (70–100%).
It is possible to appreciate in the figures how the waveforms in both software and real-time simulations are compatibles. Although consecutive perturbations can be applied, the convergence of the variables to steady-state values is assured. In addition, similar transient dynamics can be observed, none of the implemented systems in software or in HIL present instability. Therefore, the embedded models and control equations are validated. The processing time for the DSP to compute the control law and converter state, and therefore to run a real-time simulation, is 1.2 $\mu$s.

5. SHIL Results for Second Order Power Converters and Comparison

This section presents the digital simulation results using Matlab and SHIL method for buck, boost and buck-boost. The converters are implemented according to design specifications of Table 5 and the three control laws studied in this work. Figure 19 shows the capacitor voltage response to a load voltage variation (70% G to 100% G), respectively, in the converters simulated in software. Figure 20 shows the capacitor voltage of the converters for the SHIL application. A load variation (70–100%) is applied to evaluate the three control laws. Figure 21 shows the PWM signal generated in HIL simulation for the buck-boost converter in steady state operation.

Figure 19. Software simulation result using control techniques SFL (red), PBC (blue) and IDA-PBC (green). Output voltage $x_2$ for buck (a) and boost PFC (b); buck-boost (c) for load variation in 0.25 s and 0.75 s.

Figure 20. SHIL experimental result. Normalized output voltage $x_2$ for load perturbation (70–100%).

Figure 21. PWM signal generated in SHIL Simulation for buck-boost permanent condition ($d = 0.37$).
As seen in the figures, both software simulations and SHIL results converged to the steady state value after the consecutive step applications. It should be noticed that the dynamical response of the systems is compatible, since the same transient dynamics is seen, even for the IDA-PBC’s oscillatory dynamics. None of the implemented systems in software or in SHIL presented instability. Therefore, it means that the embedded models and control equations are capable in controlling the systems, and therefore, validating the control techniques.

In general, the SFL, PBC and IDA-PBC control laws show satisfactory results for the three types of converters studied: boost, buck and buck-boost. It was observed that the inductor current and output voltage in the capacitor, the main variables, follow the reference set points, reaching the control objectives. Since one of the main objectives of this work is the comparison of control methods, Table 6 shows, from an implementation point of view, the advantages and disadvantages of each method.

It is seen that SFL and PBC present similar results. Reminding that, for both control techniques the indirect control is the only possibility [10]. On one hand the SFL is a didactic and easier solution than the PBC. On the other hand, the control complexity of PBC is justified for load estimation and better voltage output regulation. However, there is a trade-off, since the overshoot and undershoot increase with the adaptative control law and the integral gain used.

SFL and PBC control present small error in steady state for the output voltage of the capacitor, without the integral action. On the other hand, the IDA-PBC control presented larger overshoot/undershoot and accommodation times, notably for input voltage variations. This is because this technique is even more dependent on the exact knowledge model parameters. Thus, to improve the results it is necessary to include other non-modeled effects like parasitic resistances, diode and switches voltage drops [34].

Once IDA-PBC control is a direct control, it does not require the measurement of the current $x_1$, which is an advantage in terms of implementation. In general terms, we can verify:

- SFL: simpler, didactic, effective, dispenses load estimation for DC-DC systems when using integrative gain.
- PBC: has medium complexity, needs more measurements and control parameters to better estimate the load and regulate the output capacitor voltage. It is the most recommended technique for PFC systems, since it offers lower THD levels [13]. It has the same processing time as the SFL control because of the same amount of division operations, which effectively determine the total processing time (sums and multiplications offer irrelevant contributions).
- IDA-PBC: non-trivial control solution, allows direct control, which exempts current measurement and eventual problems. By the same direct nature of the control, does not work correctly for AC-DC systems, since the objective is to impose the current in phase with grid input voltage.

### Table 5. Initial and converters parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Boost</th>
<th>Buck</th>
<th>Buck-Boost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_d$</td>
<td>$\xi V_d^2$</td>
<td>$G V_d$</td>
<td>$G V_d \left(\frac{\xi}{\tau} - 1\right)$</td>
</tr>
<tr>
<td>$R$</td>
<td>52.5 $\Omega$</td>
<td>10 $\Omega$</td>
<td>10 $\Omega$</td>
</tr>
<tr>
<td>$L$</td>
<td>0.6 mH</td>
<td>0.6 mH</td>
<td>0.6 mH</td>
</tr>
<tr>
<td>$C$</td>
<td>2800 $\mu$F</td>
<td>470 $\mu$F</td>
<td>470 $\mu$F</td>
</tr>
<tr>
<td>$E$</td>
<td>100 V</td>
<td>50 V</td>
<td>50 V</td>
</tr>
<tr>
<td>$V_d$</td>
<td>180 V</td>
<td>24 V</td>
<td>$-24$ V</td>
</tr>
<tr>
<td>$P_{out}$</td>
<td>630 W</td>
<td>57.6 W</td>
<td>57.6 W</td>
</tr>
<tr>
<td>$f$</td>
<td>50 kHz</td>
<td>50 kHz</td>
<td>50 kHz</td>
</tr>
<tr>
<td>$R_{slamp}$</td>
<td>33</td>
<td>500</td>
<td>100</td>
</tr>
<tr>
<td>$R_{slamp}$</td>
<td>50</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$k_g$</td>
<td>0.0356</td>
<td>2.5</td>
<td>14</td>
</tr>
<tr>
<td>$k_{int}$</td>
<td>$-150$</td>
<td>2000</td>
<td>200</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.8</td>
<td>$-10$</td>
<td>0.8</td>
</tr>
</tbody>
</table>
Table 6. Comparison of non-linear control methods.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>SFL</th>
<th>Advantage</th>
<th>Disadvantage</th>
<th>PBC</th>
<th>Advantage</th>
<th>Disadvantage</th>
<th>IDA-PBC</th>
<th>Advantage</th>
<th>Disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control law</td>
<td>simple</td>
<td></td>
<td>medium</td>
<td>open loop</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Solution</td>
<td>easy</td>
<td></td>
<td>medium complexity</td>
<td>Nontrivial</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parameters</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measurements</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AC-DC System</td>
<td>low THD levels and high PF</td>
<td></td>
<td>low THD levels and high PF</td>
<td>incorrectly, high THD rates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control Type</td>
<td>direct control is only for the buck</td>
<td></td>
<td>direct control is only for the buck</td>
<td>Direct control is possible for all</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Integral term</td>
<td>Soft integration</td>
<td></td>
<td>Soft integration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dependence on realistic model</td>
<td>medium</td>
<td>medium</td>
<td>medium</td>
<td>very sensitive</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parametric dependence control</td>
<td>Does not depend on C</td>
<td></td>
<td>It depends on the G, L and C.</td>
<td>Control law does not depend on G, L or C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Processing Time (TMS320F2812 fixed-point DSP)</td>
<td>Fast (2.4 µs)</td>
<td></td>
<td>Fast (3.2 µs)</td>
<td>Fast (6 µs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Processing Time (TMS320F2837S floating-point DSP)</td>
<td>Fast (1.2 µs)</td>
<td></td>
<td>Fast (1.2 µs)</td>
<td>Fast (1.2 µs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sum</td>
<td>4</td>
<td>8</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>div</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mult</td>
<td>3</td>
<td>6</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>other operation</td>
<td></td>
<td></td>
<td>1 (exp)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Load Estimation</td>
<td>Cannot estimate by the output voltage error.</td>
<td></td>
<td>Can estimate the load by voltage error</td>
<td>It is not necessary estimate the load</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
6. Conclusions

This work showed the buck, boost, buck-boost, flyback, SEPIC and 3-phase AC/DC boost converters modeling as well as the development of nonlinear control techniques using SHIL and DHIL implementations. In addition, the control and converter models were implemented in a DSP, resulting in a quick and cheap HIL realization of the proposed systems, ideal for students and engineers interested in learning and validating converters performance. Using a switching frequency of 50 kHz (20 µs), the processing time of the model/control equations (1.2 µs) demands 6% of the bandwidth (for buck, boost, buck-boost, flyback and SEPIC). According to the data in Table 6, there is a clear preference for new embedded systems with floating-point operation. As illustrated in Figures 16 and 18 and despite measurement noises, the SHIL/DHIL results remained close to the model-simulated one. The advantages provided by the proposed method are: security, saving development time, facilitating the understanding of the programming process, standardization, concurrent simulation, rapid prototyping and, mainly, an easy and cheap way to validate linear and nonlinear controllers.
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Nomenclature

- E: Input voltage.
- d: Duty cycle.
- x\textsubscript{1}: Inductor current.
- x\textsubscript{d1}: Desired inductor current.
- l\textsubscript{d}: Constant desired inductor current.
- x\textsubscript{2}: Capacitor voltage.
- x\textsubscript{d2}: Desired capacitor voltage.
- V\textsubscript{d}: Constant desired capacitor voltage.
- L: Converters inductance.
- L\textsubscript{1}: Flyback primary-side inductance.
- L\textsubscript{2}: Flyback secondary-side inductance.
- L\textsubscript{M}: Flyback mutual inductance.
- C: Converters capacitance.
- G: Load conductance.
- R\textsubscript{damp}: Nonlinear PBC gain.
- k\textsubscript{g}: Load estimation gain.
- k\textsubscript{int}: Integral gain.
- a: IDAPBC control gain.
- k: SFL control gain.

Appendices

These appendices are optionals for those who are familiar with non-linear control applied to converters. So, we exemplify how to obtain SFL control for the buck, PBC for the buck-boost and IDA-PBC equations for the boost. Notice that we mix the three control laws and the three converters distinctly, to cover the maximum information in a smaller space. In time, the boost converter will be analyzed with power factor correction (PFC), since it is the most suitable for this specific application. The other systems are analyzed as voltage regulators (DC-DC) in which the input voltage comes up to a constant value. We also included SEPIC (Appendix B) and 3-phase AC-DC boost converter (Appendix C).
Appendix A. Nonlinear Controllers

The state feedback linearization control is used in this work mainly because it represents a didactic and effective procedure. This method facilitates the understanding of the system being useful for an initial contact with nonlinear control techniques and leads to a change of coordinates that shows an interesting structure and mathematical properties. Moreover, it allows dynamic change of a nonlinear system into a linear dynamics through a nonlinear feedback of the output state conveniently chosen. For this purpose, it is necessary to perform a change of state variable input and an auxiliary input variable. Then, it is possible to use familiar linear techniques to effect control of the proposed system.

Appendix A.1. SFL Control Equations of the Buck Converter

According to [35,36] the average Buck converter circuit can be written as:

$$\dot{x}_1 = -\frac{1}{L}x_2 + \frac{d}{L}E,$$  \hspace{1cm} (A1)
$$\dot{x}_2 = \frac{1}{C}x_1 - \frac{G}{C}x_2,$$  \hspace{1cm} (A2)

where, \(d\) is the converter duty cycle, \(0 \leq d < 1\). As it can be seen from (A1) and (A2), there are two state variables, \(x_1\) and \(x_2\) and an input (control) variable, the duty cycle \(d\). Defining \(L_f\) as the derivative of Lie \([25]\) and choosing:

$$x_1 = h(x), y = x_1, x_2 = L_fh, \dot{y} = 1\dot{x}_1,$$
$$\dot{x}_1 = -\frac{1}{L}x_2 + \frac{d}{L}E.$$  \hspace{1cm} (A3)

Since we have to derive \(g_r = 1\) times to obtain a relation between the input and output, the relative degree is \(g_r = 1\). In this way, the new coordinate system is:

$$\begin{bmatrix} z_1 \\ z_2 \end{bmatrix} = \begin{bmatrix} x_1 \\ v \end{bmatrix}.$$  \hspace{1cm} (A4)

Using the control law \(v = r^{(g_r)} - k^Te\), with \(k\) and \(e\) given by:

$$k = [k_1],$$
$$e = [e_1] = [x_1 - r]$$

obtains:

$$v = \dot{r} - k_1 e,$$  \hspace{1cm} (A6)
$$-\frac{1}{L}x_2 + \frac{d}{L}E = \dot{r} - k_1 (x_1 - r).$$  \hspace{1cm} (A7)

Isolating \(d\) and considering the reference \(r = x_{3d}\), the general expression for the duty cyclic equation is:

$$d_2 = d_{SFL},$$
$$d_{SFL} = \frac{L}{E} \left[ \dot{r} - k_1 (x_1 - r) \right] + x_2.$$  \hspace{1cm} (A8)

We can observe that as the system relative degree is one (there is only one switch to control two variables), we need to perform only one branch, which is already inferred directly from (A1). Thus, we need only control equation given by (A8).
Appendix A.2. Passivity-Based Control (PBC)

The goal of the passivity-based control is to modify the dissipative structure since the inputs and store elements are constant. The basic premise is to keep the energy stored in the capacitors and inductors less than injected by the source. This effect is achieved by the addition of “virtual” resistors in parallel or in series with the load. Such resistances are emulated by the controller through the duty cycle signal conditioning.

Other definitions about passivity, as well as the equations necessary to control in view of this method, can be visualized in [10,13].

Appendix A.3. PBC Control of Buck-Boost Converter

According to [35,37] the average Buck-Boost converter circuit can be written by Euler-Lagrange equations, as:

$$D_B \dot{x} + (1 - d) J_B x + R_B x = dF,$$

with

$$x = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}, \quad D_B = \begin{bmatrix} L & 0 \\ 0 & C \end{bmatrix},$$

$$R_B = \begin{bmatrix} 0 & 0 \\ 0 & G \end{bmatrix}, \quad F = \begin{bmatrix} E \\ 0 \end{bmatrix}, \quad J_B = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}.$$  \hspace{1cm} (A10)

The equivalent state space equations are:

$$\dot{x}_1 = (1 - d) \frac{1}{L} x_2 + d \frac{E}{L},$$
$$\dot{x}_2 = -(1 - d) \frac{1}{C} x_1 - \frac{G}{C} x_2,$$  \hspace{1cm} (A11) (A12)

For PBC control, let us consider the state error in function of desired vector $x_d$:

$$\tilde{x} = e,$$
$$\bar{x} = x - x_d.$$  \hspace{1cm} (A13)

The error equation formulated as in (A11) and (A12) becomes:

$$D_B \dot{\tilde{x}} + (1 - d) J_B \tilde{x} + R_B \tilde{x} + R_{damp} \bar{x} = \psi,$$
$$\psi = F - [D_B x_d + (1 - d) J_B x_d + R_B x_d] + R_{damp} \bar{x}.$$  \hspace{1cm} (A14)

In order to guarantee the error vector to converge to zero, one has to impose $\Psi = 0$, which can be written as:

$$L \tilde{x}_{1d} - (1 - d) x_{2d} - R_{1damp} \tilde{x}_1 = dE,$$
$$C \tilde{x}_{2d} + (1 - d) x_{1d} + G x_{2d} = 0.$$  \hspace{1cm} (A15)

where $R_{damp}$ is the damping matrix defined as:

$$R_{damp} = \begin{bmatrix} R_{1damp} & 0 \\ 0 & R_{2damp} \end{bmatrix}.$$  \hspace{1cm} (A16)

$R_{damp}$ is the damping added to the system which shapes its energy. Some fundamental definitions regarding passivity, and the derivation of the control equations in view of this method, can be found in [10,38]. Aiming at rendering the system passive, via the condition established by (A15), one has:

$$d_3 = d_{PBC},$$
\begin{equation}
\dot{x}_{2d} = \frac{-(1-d)x_{1d} - Gx_{2d}}{C}, \quad (A17)
\end{equation}

\begin{equation}
d_{PBC} = \frac{R_{1damp}(x_1 - x_{1d}) + x_{2d}}{x_{2d} - E} \quad (A18)
\end{equation}

The load estimation is given by (A19):

\begin{equation}
\dot{G}_s = -k_g x_{2d}(x_2 - x_{2d}). \quad (A19)
\end{equation}

Equation (A19) can be used for all four converters.

**Appendix A.4. IDA-PBC Control**

The IDA-PBC control methodology provides a clear separation between elements of the system in terms of their energy functions, enabling the controllers design with a clear physical interpretation [17]. Based on the Hamiltonian model, in which the term \( H(x) \) is represented explicitly, describes how the energy flows within the system and between the subsystems interconnections, represented by the \( H \) matrix, and energy dissipation elements, represented by \( R_H \) matrix. The IDA-PBC controller design is to find the solution that leads to the stabilization of the system in closed loop, by modifying the matrix interconnection and system damping. Thus, it is necessary to solve partial differential equations from the interconnected subsystems, to enter the desired damping energy function.

Based on [15,17,36,39] the IDA-PBC control equations are obtained for the boost, buck and buck-boost converters.

**Appendix A.5. IDA-PBC Control for Boost Converter**

The average boost converter circuit can be written by equivalent state space equations, as:

\begin{equation}
\begin{align*}
\dot{x}_1 &= -(1-d) \frac{1}{L} x_2 + \frac{E}{L}, \\
\dot{x}_2 &= (1-d) \frac{1}{C} x_1 - \frac{G}{C} x_2, 
\end{align*}
\end{equation}

(A20)

(A21)

The modeling and IDA-PBC control of boost converter is presented in [39]. Consecutively, PCH can be obtained by EL model:

\begin{align*}
J_H &= \begin{bmatrix} 0 & \frac{1-d}{LC} \\ \frac{1-d}{LC} & 0 \end{bmatrix}, \quad R_H = \begin{bmatrix} 0 & 0 & 0 \\ 0 & \frac{1}{RC^2} & 0 \end{bmatrix}, \\
S_H &= \begin{bmatrix} \frac{1}{L} & 0 \\ 0 & \frac{1}{C} \end{bmatrix}, \\
\dot{x} &= [J_H (d) - R_H] \frac{\partial H}{\partial z} (z) + S_H E 
\end{align*}

(A22)

The equilibrium points of the boost converter system obtained when \( \dot{x}_1 = 0 \) and \( \dot{x}_2 = 0 \) on Equations (A20) and (A21) are:

\begin{equation}
\begin{align*}
\bar{x}_1 &= \frac{EG}{(1-d)^2}, \\
\bar{x}_2 &= \frac{E}{(1-d)} 
\end{align*}
\end{equation}

(A23)

Considering the desired output capacitor voltage as \( x_{2d} = \bar{x}_2 = V_d \), the equilibrium point to stabilize \( x \) and the constant input control \( \bar{d} \) given by:

\begin{equation}
\bar{d} = 1 - \frac{E}{V_d}, \quad \bar{x} = [\bar{x}_1, \bar{x}_2]^T = \left[ GV_d \left( \frac{V_d}{E} \right), V_d \right]^T. 
\end{equation}

(A24)
The main objective of IDA-PCB control is to find a static function through space state feedback, \( d = v(x) \). In this way the closed loop dynamics becomes a Port Controlled Hamiltonian, given by:

\[
\dot{x} = [J_d(x,d) - R_d] \frac{\partial H_d}{\partial x}(x)
\]

(A25)

Given this, the IDA-PBC control equation:

\[
d = 1 - (1 - \bar{d}) \left( \frac{x_2}{V_d} \right)^\alpha.
\]

(A26)

Substituting (A24) in (A26) derives:

\[
d = 1 - \left( \frac{E}{V_d} \right) \left( \frac{x_2}{V_d} \right)^\alpha.
\]

(A27)

**Appendix A.6. Boost PFC**

For Boost PFC converter, considering a rectified sinusoidal input voltage, the inductor desired current, \( x_{1d} \), must be sinusoidal and in phase with the input voltage \( E \). So, if:

\[
E = E_{max} |\sin (wt + \varnothing)|, \quad I_d = \frac{2V_d^2 G}{E_{max}},
\]

then

\[
x_{1d} = I_d |\sin (wt + \varnothing)|.
\]

(A28)

Note that for a system with input \( E \) constant, we obtain some simplifications

\[
x_{1d} = 0, \quad I_d = \frac{G V^2_d}{E}, \quad x_{1d} = I_d.
\]

(A29)

By deriving from a direct control, IDA-PBC control Equation (A27) does not correct the power factor. Thus, we make the following adaptation based on PBC control law:

\[
d_3 = d_{PBC},
\]

\[
\dot{x}_{2d} = \frac{(1 - d)x_{1d} - Gx_{2d} + R_{2damp}(x_2 - x_{2d})}{C},
\]

\[
\bar{d}_3 = 1 - \left[ \frac{E + L_{1damp}(x_1 - x_{1d}) - L\dot{x}_{1d}}{X_{2d}} \right],
\]

\[
d = 1 - (1 - \bar{d}_3) \left( \frac{x_2}{V_d} \right)^\alpha
\]

(A31)

**Appendix A.7. Integral Action**

In order to minimize errors in steady state of the output voltage at a desired value \( V_d \), it is useful to add a proportional integrative term in the control law, given by:

\[
G_{int} = -k_{int} \int_0^t [x_2(s) - V_d] ds.
\]

(A32)

Equation (A32) can be used for all converters and SFL, PBC and IDA-PBC control laws. For SFL control and boost converter:

\[
\mu = 1 - \frac{[E + Lk_1(x_1 - x_{1d}) - L\dot{x}_{1d}]}{X_{2d}},
\]

\[
x_{2d} = -k_{int} \int_0^t [x_2(s) - V_d] ds
\]

(A33)
Appendix B. SHIL of SEPIC Converter

The state equation describing the behaviour of the CCM SEPIC converter [40], shown in Figure A1, is given by:

\[
\begin{align*}
L_1 \frac{dx_1}{dt} &= E - (1 - d) \cdot (x_4 + x_2) \\
C_0 \frac{dx_2}{dt} &= (1 - d) \cdot (x_1 + x_3) - Gx_2 \\
L_2 \frac{dx_3}{dt} &= d \cdot x_4 - (1 - d) \cdot x_2 \\
C_1 \frac{dx_4}{dt} &= (1 - d) \cdot x_1 - d \cdot x_3
\end{align*}
\]  

(A34)

where \(d\) is the duty cycle of the semiconductor switch.

Figure A1. SEPIC converter.

Now, let us illustrate applications of SHIL using nonlinear equations, previously and recently found in the literature. Firstly, we consider two control laws based on IDA-PBC. In [39], Classic IDAPBC, which will refer as CIDAPBC, is applied to boost converters attaining a simplified control equation described by:

CIDAPBC-BB (CIDAPBC—Based on Boost converter):

\[
d = 1 - E \cdot \left(1 - d\right) \left(\frac{x_2}{V_d}\right)^{k_a}.
\]

(A35)

Yet, Ref. [41] accomplish an evolution of (A35) given by:

IDAPBC-BB (IDAPBC—Based on Boost converter):

\[
d = 1 - \frac{k_z \cdot E}{2E \cdot x_2 + (k_z - 2E) \cdot x_{2d}}
\]

(A36)

For more details, refer to [42]. In Figure A2 is sketched the output voltage \(x_2\) in view of load change and nonlinear controllers IDAPBC-BB and CIDAPBC-BB. The following nominal conditions are: \(R = 10 \Omega, L_1 = 146 \mu H, L_2 = 35 \mu H, C = 470 \mu F, E = 50 V, k_a = -0.77, k_z = -150, V_d = 12 V\).

Figure A2. SHIL result for SEPIC: IDAPBC-BB (magenta) and CIDAPBC-BB (cyan). Normalized output voltage \(x_2\) for load perturbation (30–100%).

Appendix C. 3-Phase AC/DC Boost

Based on the work of [43,44], the average model(a-b-c) of the three-phase boost converter, shown in Figure A3, are given by:
where $E_a$, $E_b$ and $E_c$ represent the line input voltages, $L$, $C$ and $R_p$ denote the inductance, the filter capacitance and the line resistance, respectively. The bipolar functions that control the semiconductor switches are $d_a$, $d_b$ and $d_c$.

Figure A3. 3-phase AC-DC boost converter circuit.

The space-state variables of (A38) are already represented on the dq axis:

\[
\begin{aligned}
L \dot{x}_1 &= E - R_p x_1 - \frac{1}{2} x_2 \mu_d - w L x_3, \\
\frac{2}{3} C \dot{x}_2 &= \frac{1}{2} x_1 \mu_d + \frac{1}{2} x_3 \mu_q - \frac{2}{3} G x_2, \\
L \dot{x}_3 &= w L x_1 - \frac{1}{2} x_2 \mu_q - R_p x_3,
\end{aligned}
\]

(A38)

where $w$ is the angular frequency of the sinusoidal voltage, $x_1$ is the mean current in the d-axis, $x_2$ is the output voltage in the capacitor, $x_3$ is the average current in the q-axis, $\mu_d$ and $\mu_q$ are the duty cycles and $E_m$ is the amplitude of input voltage:

Thereby, the control goal is always to find the equations for $\mu_d$ and $\mu_q$. With dq/abc transformations, the signals of the duty cycle $d_{abc}$ are synthesized and then the corresponding PWM signal is produced for input to the converter. The converter state variables (currents on the dq axis of the inductor $x_1$ and $x_3$ and the voltage on the capacitor $x_2$) and the references (desired values of the output voltage $V_d$ and the currents on the inductor $x_{1d}$ and $x_{3d} = 0$) feedback the nonlinear controller, given by:

\[
\mu_d = \frac{2}{V_d} \left[ -R_p x_{1d} + k_1 (x_1 - x_{1d}) + E_m \right],
\]

(A39)

\[
\mu_q = \frac{2}{V_d} [w L x_{1d} + k_2 x_3],
\]

(A40)

\[
x_{1d} = \frac{1}{2} \left[ \frac{E_m}{R_p} - \sqrt{\frac{E_m^2}{R_p^2} - \frac{4 V_d^2}{R_p}} \right].
\]

(A41)

For demonstrating the evaluation of the method applied to 3-phase boost converter, Figure A4 shows the SHIL experimental results in view of the nominal conditions: $R = 40 \, \Omega$, $R_p = 0.1 \, \Omega$, $L = 5 \, mH$, $C = 2200 \, \mu F$, $E_m = 80 \, V$, $k_1 = 50$, $k_2 = 20$, $V_d = 200 \, V$. For further information, refer to [43].
Appendix D. Other Applications

The proposed methodology is used to evaluate another study cases: a PFC (Power Factor Correction) Boost converter [45] and the SST (Solid-State Transformer) [46]. In the last case, 32 control loops are embedded in the same DSP, which also justifies the use of the approach in more complex applications.
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