Multi-Object Detection in Traffic Scenes Based on Improved SSD
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Abstract: In order to solve the problem that, in complex and wide traffic scenes, the accuracy and speed of multi-object detection can hardly be balanced by the existing object detection algorithms that are based on deep learning and big data, we improve the object detection framework SSD (Single Shot Multi-box Detector) and propose a new detection framework AP-SSD (Adaptive Perceive). We design a feature extraction convolution kernel library composed of multi-shape Gabor and color Gabor and then we train and screen the optimal feature extraction convolution kernel to replace the low-level convolution kernel of the original network to improve the detection accuracy. After that, we combine the single image detection framework with convolution long-term and short-term memory networks and by using the Bottle Neck-LSTM memory layer to refine and propagate the feature mapping between frames, we realize the temporal association of network frame-level information, reduce the calculation cost, succeed in tracking and identifying the targets affected by strong interference in video and reduce the missed alarm rate and false alarm rate by adding an adaptive threshold strategy. Moreover, we design a dynamic region amplification network framework to improve the detection and recognition accuracy of low-resolution small objects. Therefore, experiments on the improved AP-SSD show that this new algorithm can achieve better detection results when small objects, multiple objects, cluttered background and large-area occlusion are involved, thus ensuring this algorithm a good engineering application prospect.
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1. Introduction

Pedestrian and vehicle object detection and recognition in traffic scenes is not only an important branch of object detection technology but also the core technology in the research fields of automatic driving, robot and intelligent video surveillance, both of which highlights its significance in research [1].

The object detection algorithm based on deep learning can be applied to a variety of detection scenarios [2], mainly because of its strong comprehensiveness, activeness and capability of detecting and identifying multiple types of objects simultaneously [3–6]. Among various types of artificial neural network structures, deep convolutional networks, with powerful feature extraction capabilities, have achieved satisfactory results in visual tasks such as image recognition, image segmentation, object detection and scene classification [7].

Faster R-CNN (where R corresponds to “Region”) [8] is the best method based on deep learning R-CNN series object detection. By using VOC2007 + 2012 training set, the VOC2007 test set tests mAP to 73.2% and the object detection speed can reach 5 frames per second. Technically, the RPN [8] network and the Fast R-CNN network are combined and the proposal acquired by the RPN is directly connected...
to the ROI (Region of interest) pooling layer, which is a framework for implementing end-to-end object detection in the CNN network.

YOLO (You Only Look Once) [9] is a new object detection method, which is characterized by fast detection and high accuracy. Its author considers the object detection task as a regression problem for object area prediction and category prediction. This method uses a single neural network to directly predict item boundaries and class probabilities, thus rendering end-to-end item detection possible. With its detection speed fast enough, YOLO’s basic version can achieve real-time detection of 45 frames/s and the Fast-YOLO can reach 155 frames/s. In comparison with other object detection systems that exist currently, the YOLO object area has a larger positioning error but its false positive of the background prediction is better than the currently existing ones of other systems.

SSD, the abbreviation for Single Shot Multi-box Detector [7], is an object detection algorithm proposed by Wei Liu on ECCV 2016 and is one of the most-often used detection frameworks so far. In comparison with Faster-RCNN [8], it is much faster; and in comparison with YOLO [9], it has a more satisfactory accuracy mean (MAP). Generally speaking, SSD has the following main characteristics:

1. It incorporates YOLO’s innovative idea of transforming detection into regression, thus making it possible to complete network training at one time;
2. Based on the Anchor in Faster RCNN, it proposes a similar Prior box;
3. It incorporates a detection method based on the Pyramid Feature Hierarchy, with similar ideas to those of FPN.

Although SSD has achieved higher accuracy and better real-time performance on specific data sets, the training process of the model is not only time-consuming but also heavily dependent on the quality and quantity of training samples. The object is detected by the color and edge information of the image, which undermines the detection effects of those objects that do not have enough image information, particularly when small and weak objects and large-area occlusion of objects are involved. The detection efficiency of the algorithm still needs to be improved to meet the real-time requirements of equipment operation.

According to the characteristics and requirements of pedestrian and vehicle object detection tasks in complex traffic scenes, the following four improvements have been made to the traditional SSD algorithm:

1. Inspired by the shape of the primary feature convolution kernel which is trained by the deep neural network, we take into account human visual characteristics so as to design and construct a Gabor feature convolution kernel library which is composed of multi-scale Gabor, multi-form Gabor and color Gabor. Aiming at the multi-object self-characteristics to be detected in traffic scenes, we get the optimal feature extraction Gabor convolution kernel set through training and screening and this set is to replace the low-level convolution kernel set which is used by the original feature extraction network model VGG-NET (Visual Geometry Group) for regional basic feature extraction, thus we obtain a new feature extraction network Gabor-VGGNET, which greatly enhances SSD’s ability to distinguish multi-object;

2. In order to solve the problem that SSD has difficulty in detecting small and weak objects with low resolution in large traffic scenes, a dynamic region zoom-in network (DRZN) is proposed after we use enhanced learning and sequential search methods and consider those characteristics and requirements of object detection tasks in large traffic scenes. The network framework greatly reduces the amount of computation by down-sampling images and maintains the detection accuracy of objects with different sizes in high resolution images through dynamic region zoom-in, thus improving significantly the detection and identification accuracy of small and weak objects with low resolution and reducing the missed-alarm rate;

3. The traditional SSD has the defect that the fixed confidence threshold is not flexible enough. Therefore, the fuzzy threshold method is used here to employ the adaptive threshold strategy so as to reduce the missed-alarm rate and the false alarm rate;
(4) In order to realize real-time video object detection on low-power mobile and embedded devices, a single-image multi-object detection framework is combined with a Long Short Term Memory (LSTM) network to form an interleaved circular convolution which realizes the temporal correlation of network frame level information by using an efficient Bottleneck-LSTM layer to refine and propagate the feature mapping between frames and greatly reduces the network computing cost. Using the timing correlation feature of LSTM and the dynamic Kalman filter algorithm, we can track and recognize the object affected by strong interference such as illumination variation and large-area occlusion.

2. Improved Feature Extraction Network Gabor-VGGnet

2.1. Gabor Convolution Kernel Design by Simulating Photoreceptive Cells

Convolutional neural network [10] is a special deep neural network model. Its particularity is embodied in two aspects. On the one hand, its connections between neurons are not fully connected and on the other hand, some neurons are in the same layer which means that the weights of the connections are shared (i.e., the same). Its network structure of non-full connection and weight-sharing makes it more similar to biological neural networks, which reduces the complexity of the network model and reduces the number of weights [10].

Deep convolution neural network can combine feature extraction with recognition and can be optimized continuously through back propagation, thus making feature extraction a self-learning process that avoids the limitations caused by manual feature selection. Training a certain convolution layer of the deep convolution neural network is actually training a series of filters to activate these filters’ high sensitivity to specific objects and in so doing we can recognize and detect the deep convolution neural network. The filter bank of the first convolution layer of the convolution neural network is used to detect low-order features. With the increase of convolution layer, the features detected by the corresponding filters are more complex. At the beginning of the training, the filters of the convolution layer are completely random and they will not activate any features, that is, they will not be able to detect any features [11]. Then, through the deep convolution neural network visualization toolbox “Yo shin ski/Deep-Visualization-Toolbox” [12], we can obtain the feature convolution kernels of each level by visualizing the CNN model, all of which can be shown in the following Figure 1:

![Convolution kernel of different rank features extracted by convolution neural network (CNN) model.](image_url)

The Gabor wavelet is similar to the visual stimulus response of simple cells in the human visual system. It has good characteristics in extracting the local spatial and frequency domain feature information of the object and has strong robustness to the change of the brightness and contrast of the image as well as to the change of the object attitude. Moreover, it demonstrates the most useful local features for object recognition, which is mainly why it is widely used in computer vision and texture analysis. Compared with other methods, Gabor wavelet transform can deal with fewer data.
analysis. Compared with other methods, Gabor wavelet transform can deal with fewer data to meet the real-time requirements of the system; on the other hand, wavelet transform is insensitive to light changes and can tolerate a certain degree of image rotation and deformation, both contribute to the improved robustness of the system [13].

In the airspace, a 2-dimensional Gabor filter is the product of a sinusoidal plane wave and a Gaussian kernel function. Gabor filters are self-similar, that is, all Gabor filters can be generated from expansion and rotation of a mother wavelet. Traditional Gabor filters extract relevant features in different directions in different frequency domains. However, when it is practically applied, we found that the two-dimensional Gabor function can enhance the edge and the underlying image features such as peak, valley and ridge contours. The mathematical expression of the two-dimensional Gabor function is shown in Equation (1), Equation (2) is the real part of the function and Equation (3) is the imaginary part of the function.

\[
g(x, y, \lambda_1, \theta_1, \psi_1, \sigma_2, \gamma_1) = \exp\left(-\frac{x'^2 + \gamma_1^2 y'^2}{2\sigma_2^2}\right) \exp\left(i\left(2\pi \frac{x'}{\lambda_1} + \psi_1\right)\right)
\]

\[
g(x, y, \lambda_1, \theta_1, \psi_1, \sigma_2, \gamma_1) = \exp\left(-\frac{x'^2 + \gamma_1^2 y'^2}{2\sigma_2^2}\right) \cos\left(2\pi \frac{x'}{\lambda_1} + \psi_1\right)
\]

\[
g(x, y, \lambda_1, \theta_1, \psi_1, \sigma_2, \gamma_1) = \exp\left(-\frac{x'^2 + \gamma_1^2 y'^2}{2\sigma_2^2}\right) \sin\left(2\pi \frac{x'}{\lambda_1} + \psi_1\right)
\]

In the equation, \(x\) and \(y\) represent the abscissa and ordinate of this pixel, \(x' = x\cos\theta + y\sin\theta, y' = -x\sin\theta + y\cos\theta\), \(\lambda_1\) represents the sine function wavelength; \(\theta_1\) represents the direction of the kernel function; \(\psi_1\) represents the phase shift; \(\sigma_2\) represents the standard deviation of the Gaussian function; \(\gamma_1\) represents the aspect ratio of the space. The real part can smooth the image and the imaginary part can be used for edge detection. The schematic diagram of the real part of the filter is shown in Figure 2, where the left side is the real component and the right side is the imaginary component.

![Gabor filter real component](image1)

![Gabor filter imaginary component](image2)

**Figure 2.** 3D schematic diagram of Gabor filter.

Traditional convolution kernels are generally rectangular or square in shape but our experiments generate the finding that the shape of the Gabor filter convolution kernel has a decisive influence on the edge enhancement effect of the Gabor filter. Each of those different-structured Gabor filters can form an optimal response to the image content that is consistent with its scale, direction, center position, phase and structure type. In order to enable the Gabor filter to extract more complex and rich edge
and texture feature information, we introduce parameters $k_1, k_2, k_3, k_4$ and $k_5$ to adjust the Gabor convolution verification part, as shown in Equation (4).

$$g(x, y, \lambda_1, \theta_1, \psi_1, \sigma_1, \gamma_1, k_1, k_2 \cdots, k_5) = \exp\left(-\frac{x^2 + \gamma_1^2 y^2}{2\sigma_1^2}\right) \cos\left(2\pi \left(\frac{k_1 x + k_2 y + k_3 y + k_4 y + k_5}{\lambda_1}\right) + \psi_1\right)$$

Figure 3 shows the partial two-dimensional Gabor filter convolution kernel constructed by Equation (4). The parameters $k_2, k_3$ and $k_5$ determine the structure type of the convolution kernel. The parameters $k_1$ and $k_4$ determine the direction of the Gabor filter convolution kernel and thereby extract more complex and rich information on edge and texture feature.

**Figure 3. Convolution kernel of two dimensional Gabor filters with various shapes.**

Compared with other visual features, color features require less computation and depend less on the viewing angle, direction and size of the image, thereby they have better robustness and lower complexity. RGB space is currently the most commonly used way to express color information. It uses the brightness of the three primary colors of red, green and blue to quantitatively express color and uses R (red), G (green) and B (blue) three-color lights to superimpose each other to realize color mixing. If the proportion of the three colors is different, the colors obtained will be different. The traditional Gabor filter is only used to extract edge, texture and other features from gray images, thus ignoring the color information that plays an important role in image object detection. Inspired by the color convolution kernel trained by the deep convolution neural network, we use the color convolution kernel trained by the neural network as a reference to construct a three-dimensional color Gabor filter through reconstruction to activate the color features of color images.

There are three different kinds of cone cells in the eye, which are sensitive to light of red, green and blue wavelengths respectively. When light waves of different wavelengths enter the eye and are projected on the retina, the brain perceives the color of the scene by analyzing the information input by each cone cell [14]. Imitating the visual mechanism of human eyes, we take a two-dimensional Gabor filter to filter the color feature detection of one color component in a three-dimensional color space, then we construct the relationship among the three color components according to the color characteristics of the object to be extracted and finally we obtain Gabor filters of the other two color components respectively. By combining these three two-dimensional filters [15,16], we can obtain a color Gabor filter too extract the specified object color features.

$$gb_C = gb_R + gb_G + gb_B$$

In Equation (5), $gb_R$ represents a two-dimensional Gabor filter of color Gabor on the R color channel and the shape of the $gb_R$ convolution kernel is determined by the above formula. $gb_G$ and $gb_B$ are two-dimensional Gabor filters of color Gabor on G and B color channels, respectively.
In the acknowledged receptive field, there are four components: red, green, blue and yellow, with four receptive fields [17]. In order to imitate the perception of color by human visual cells, we use the color convolution kernel trained by neural network as a reference and summarize the mathematical relationship between each color channel by imitation and reconstruction, as is shown in Equations (6) and (7):

\[
\begin{align*}
    g_{b C} &= \begin{cases} 
        255 - g_{b R}, R\&G & \text{or} \ Y\&B \\
        g_{b R}, R\&G\&B\&Y & \text{or} \ R\&B 
    \end{cases} \\
    g_{b B} &= \begin{cases} 
        255 - g_{b R}, R\&G\&B\&Y \\
        g_{b R}, R\&G \\
        255 - g_{b C}, Y\&B \\
        g_{b C}, G\&B
    \end{cases}
\end{align*}
\]  

(6) 

(7)

The constraint behind Equation (7) is the color Gabor-sensitive object color. For example, \(R\&G\) indicates that the object primary color is red and green and \(Y\) represents yellow. Figure 4 shows a partial color Gabor convolution kernel:

![Figure 4. Three-dimensional color Gabor filter convolution kernel.](image)

2.2. Intelligent Screening Process for Optimal Gabor Convolution Kernel Set

In the experiment, we use vehicle objects datasets to train the SSD512 [7] model and then assess the convolution kernels’ influence on the object recognition rate when the number of convolution kernels vary. After analyzing the experimental results, we set the depth of the convolution layer to be 128 \(\rightarrow\) 256 \(\rightarrow\) 384 \(\rightarrow\) 384 \(\rightarrow\) 384 respectively in order to ensure the highest possible detection accuracy. In the human retina, there are about 6 million to 8 million cone cells and the total number of rod cells is more than 100 million. The ratio of the two is about 10:1 [14]. Therefore, we set the number of two-dimensional Gabor convolution kernels in the first layer of Gabor convolution core group to be 110 and the number of color Gabor convolution kernels to be 18. Then we use the vehicle object dataset in the KITTI dataset [15] to train several different convolution kernels and test their influence on the recognition rate. Through the experiment, we find that the two-dimensional Gabor filter convolution kernel is \(3 \times 3\) in size, the color Gabor filter convolution kernel is \(5 \times 5\) and when the \(1 \times 1\) convolution kernel is added to the Inception structure of the network for dimensionality reduction, the combined filter bank can obtain better object feature sensitivity. In order to effectively improve the detection accuracy of the algorithm as a whole, it is important to construct a reasonable Gabor feature extraction convolution kernel group to extract multiple features with different degrees of discrimination. The screening process of the optimal Gabor convolution kernel group is shown in Figure 5.

First, a two-dimensional Gabor library containing various forms is constructed by means of transforming parameters from Equations (1) and (4); a color Gabor library of the same size can be constructed from Equations (6) and (7); and then a small-scale test image set containing only
“people,” “riders” and “vehicles” respectively (20 for each of the three objects, 60 in total) is constructed. Convolution kernels are randomly and non-repeatedly extracted from two Gabor libraries to form convolution kernel groups; each convolution kernel group rolls up the images of the test set one by one and then corresponding feature maps can be obtained through non-maximum suppression. Then we convert the feature maps into feature vectors through pooling and input the soft max classifier, a traditional SSD detection framework that has trained with small sample data. Thus we can obtain the detection confidence of the test image object and with it we take the average of all confidence of the test set as the evaluation score for the feature extraction effectiveness of the convolution kernel group, so that we obtain the optimal convolution kernel group which is corresponding to the highest evaluation score.

The scale of Gabor library is reasonably determined by the actual number of convolution kernels in the convolution kernel group. If the scale of Gabor library is too large, then the calculation amount is too large and if it is too small, then it is not representative and the information is not comprehensive enough. The combination of \( m_1 \) convolution kernels from the library with a total number \( n_1 \) is shown in Equation (8)

\[
C_1 = \binom{n_1}{m_1} = \frac{n_1!}{m_1! \cdot (n_1 - m_1)!}
\]  

(8)

In order to avoid the data explosion caused by too many combinations and the incompleteness of feature extraction caused by the small-sized database, we randomly divide two-dimensional Gabor convolution kernels into 2 groups each with 10 convolution kernel inside and then divide color Gabor convolution kernels into 2 groups each with 18 convolution kernel inside. The scale of the constructed Gabor library is 180 convolution kernels.

### 3. Improvement of Small and Low-Resolution Object Detection Problem

The SSD adopts the feature pyramid structure for detection and has good detection accuracy for small and weak objects. However, the detection effect for low-resolution and weak objects in complex and large traffic scenarios is still not ideal [7].
In order to solve the problem that the existing SSD is difficult to detect small and weak objects with low resolution in complex large scenes, this paper proposes a dynamic region zoom-in network (DRZN), which reduces the calculation of object detection by down-sampling the images of high resolution large scenes while maintaining the detection accuracy of small and weak objects with low resolution in high resolution images through dynamic region zoom and the effect of improving the detection and recognition accuracy is obvious. The detection is performed in a coarse-to-fine manner. First, the down-sampled version of the image is detected and then the areas identified as likely to improve the detection accuracy are sequentially enlarged to higher resolution versions and then detected. The method is based on enhanced learning and consists of an amplification precision gain regression network \([16]\) (R-net) and a Zoom-in region selection algorithm. The former learns the correlation between coarse detection and fine detection and predicts the precision gain after region amplification and the latter performs learning and predicts the result before it dynamically selects regions to be amplified.

First, the down-sampled version of the image is roughly detected in order to reduce the amount of computation and to improve the operation efficiency. Then, the regions where low-resolution small objects may exist are sequentially selected for amplification and for analysis to ensure the recognition accuracy of the low-resolution small objects. We use the reinforcement learning method to model the amplification reward in terms of detection accuracy and calculation efficiency and then we dynamically select a series of regions to be amplified to high resolution for analysis. Reinforcement learning (RL) is a branch of machine learning. Compared with the typical problems generated from supervised-learning and unsupervised-learning of machine learning, the biggest feature of reinforcement learning is learning from interaction. In the interaction between agent and environment, agent learns knowledge continuously as it is motivated by the reward or punishment obtained and adapts to the environment more. The RL learning paradigm is very similar to our human learning process and therefore RL is regarded as an important way to achieve universal AI.

RL is a popular mechanism for learning sequential search policies, as it allows models to consider the effect of a sequence of actions rather than individual ones. The current machine learning algorithms can be divided into three types: supervised learning, unsupervised learning and reinforcement learning.

In many other machine-learning algorithms, the learner is just learning how to do, while RL can learn which action to choose so as to get the maximum reward in a specific situation. In many scenarios, the current action will not only affect the current rewards but also affect the subsequent status and a series of rewards.

The three most important characteristics of RL are:

1. It is usually a closed-loop form;
2. It does not directly indicate which actions to choose;
3. A series of actions and reward signals will affect the action that follows. Existing works have proposed methods to apply RL in cost sensitive settings. We follow the approach and treat the reward function as a linear combination of accuracy and cost.

The overall framework of the algorithm is shown in Figure 6.

The algorithm mainly consists of two mechanisms: (1) the first one is to learn the statistical relationship between the coarse detector and the fine detector, so as to predict which areas need to be amplified with the given output of the coarse detector; (2) The second mechanism is to analyze the sequence of regions at high resolution when the coarse detector output and the region that needs to be analyzed by the fine detector are already given.

The strategy proposed and used in this paper can be expressed as a Markov decision process \([17]\). At each step, the system first observes the current state, estimates the potential cost-perceived rewards for different actions and selects actions with the greatest long-term cost-perceived rewards. The elements include: action, state set, cost-aware reward.
Figure 6. Network Architecture of Dynamic Region Enlargement Algorithm.

Action. The algorithm analyzes regions with high magnification returns in high resolution. Here, the action refers specifically to the selection of an area to be analyzed with high resolution. Each action can be represented by a vector \((x, y, w, h)\), among which \((x, y)\) represents the location of the specified area and \((w, h)\) indicates the size of the specified area. In each step, the algorithm makes assessment of a set of potential actions (list of rectangular regions) based on potential long-term rewards.

State set. It represents the encoding of two types of information: the prediction accuracy gain of the area to be analyzed and the history of the area that has been analyzed with high resolution (the same area should not be amplified by multiple times). We design an amplification precision gain regression network (R-net) to learn the information accuracy gain map (AG map) as a representation of the state. The AG map has the same width and height as the input image. The value of each pixel in the AG map is an estimation of how much detection accuracy can be improved by including that pixel in the input image. Therefore, the AG map provides a detection accuracy gain for selecting different actions. After the action is taken, the value corresponding to the selected region in the AG map is correspondingly reduced, so the AG map can dynamically record the action history.

Cost-aware reward. The state encodes the prediction accuracy gain when the amplification of every image sub-region is involved. In order to maintain high precision with a limited amount of computation, we define a loss-return function, as Equation (9) shows. Given the state and
We use the superscripts $h$ to denote high-resolution versions of each image. Here, $d$ is the detection bounding box, $p$ is the probability of being the object and $f$ is the corresponding detected feature vector.

Given a set of correspondences $\{(d_i^l, p_i^l, f_i^l, d_i^h, p_i^h, f_i^h)\}$, we can estimate the amplification accuracy gain of the coarse detection. The detector can only handle objects within a certain range, so applying the detector to a high resolution image does not necessarily produce the best accuracy. For example, if the detector is primarily trained on a small object dataset, the detection accuracy of the detector for larger objects is not high. Therefore, we use $|g_k - p_k^l| - |g_k - p_k^h|$ to measure which test result (rough or fine) is closer to the fact and in the equation $g_k \in \{0, 1\}$ is a measure of the real tag. When the high resolution score is closer to the basic fact than the low resolution score, the function indicates that the object is worth zooming in. Otherwise, applying a coarse detector on the down-sampled image may result in higher precision, so we should avoid zooming in on the object. We use the correlation regression (CR) layer to estimate the amplification accuracy gain of the object $K$, such as Equation (10).

$$\min_{W_1} \left( |g_k - p_k^l| - |g_k - p_k^h| - \phi(W_1, f_k) \right)^2$$

Here, $\phi$ represents the regression function and $W_1$ represents the parameter set. The output of this layer is the estimated accuracy gain. The CR layer consists of two fully connected layers, with 4096 cells in the first layer and only 1 output cell in the second layer.
An AG map (Accuracy Gain map) can be generated based on the learning accuracy gain of each object. We assume that each pixel within the candidate frame has an equal contribution to its accuracy gain. Therefore, the AG map generated is:

$$AG(x, y) = \begin{cases} \alpha \frac{\hat{\phi}(\hat{W}, f_k)}{b_k} & \text{if } (x, y) \text{ in } d^l_k \\ 0 & \text{otherwise} \end{cases}$$ \hspace{1cm} (11)

In Equation (11), \((x, y)\) indicates that the point \((x, y)\) is within the bounding box \(d^l_k\). \(b_k\) indicates the number of pixels contained in \(d^l_k\). \(\alpha\) is a constant and \(\hat{W}\) indicates the estimated parameters of the CR layer. The AG map is used as a state representation, which naturally contains information about the quality of the rough detection. After zooming in and detecting the area, all values in the area are set to be 0 so as to prevent future scaling in the same area. The R-net structure of the amplification precision gain regression network is shown in Figure 7.

![Figure 7. R-Net network framework.](image)

Through R-net we obtain the AG map and the value of each pixel in the AG map is an estimate of how much detection accuracy can be improved by including that pixel in the input image. Therefore, the AG map provides a detection accuracy gain for the selection of different actions. After the action is taken, the value corresponding to the selected region in the AG map is correspondingly reduced, so the AG map can dynamically record the action history. According to AG map, we propose a dynamic zooming region selection algorithm. The specific algorithm flow is shown in Figure 8.

![Figure 8. Dynamic zoom area selection process.](image)

Firstly, we divide the AG map into equal-area rectangular regions according to the 8 × 8 grid, count the sum of the pixel values in each rectangle, set the threshold and select the regional center...
block. The $3 \times 3$ rectangles that center on the center block of each region constitute the enlarged screening area. If an enlarged screening area has several rectangular regions that satisfy the threshold value of the pixel value, then the one with the largest pixel value is taken as the center of the region. If the center of the region is taken on the side of the large square, the $3 \times 3$ is formed by adding blank squares of the same size. In the enlargement and screening area, we take the central point of enlarged screening area as the center. Then four prediction bound boxes with different ratios of length, width and breadth are constructed and the best enlargement area bounding box can be selected after we compare the structural indicators (pixel values, ratios) of each prediction bounding box.

The total pixel value $s_{ump}x_i$ in the rectangular area $rtg_i$ in the grid-divided AG map is shown in Equation (12).

$$s_{ump}x_i = \sum_{j \in rtg_i} px_j$$ (12)

Here, the $px_j$ represents the pixel value of the $j$th pixel in the $rtg_i$ region. The larger the $s_{ump}x_i$ value, the larger the amplification gain of the rectangular region $rtg_i$ and the region with high magnification gain is taken as the center to make it correspond to the human eye’s processing of the block domain. We adaptively select the pixel value threshold by the second-order difference method to complete the initial screening of the regional center block. The second-order difference can represent the magnitude of the change in the discrete array and can be used to determine the threshold in a set of pixel values. By detecting an AG map, 64 candidate regions are obtained by default. Finally, each candidate region obtains an overall pixel value $s_{ump}x_i$ for indicating the amplification gain. Therefore, a total of $64 \times 1$ arrays can be obtained and elements less than 0.1 are discarded. To have no object, get an $n \times 1$ array $C$. Let the function of estimating the slope of the $s_{ump}x_i$ from decreasing by $f(g)$, see Equation (13).

$$f(C_k) = \frac{(C_{k+1} - C_k) - (C_k - C_{k-1})}{C_k}, k = 2, 3, \ldots, n - 1$$ (13)

Then, take the $C_k$ as the $s_{ump}x_i$ threshold of the AG map image and this $C_k$ is obtained when $f(C_k)$ takes the maximum value.

In order to reduce the calculation amount of area enlargement and fine detection, to effectively improve the efficiency and real-time of the algorithm and to ensure the better tolerance of the selected area, we form an enlarged screening area with $3 \times 3$ rectangles centering on each regional central block. If the same zoom-in filter area has multiple rectangular areas that satisfy the pixel value threshold condition, the one with the largest pixel value is taken as the center of the area.

We use the center point of the enlarged screening area as the center position to predict the prediction bounding boxes of six fixed sizes according to different aspect ratios. The area of the enlarged screening area is $S_Z$. The area of each predicted bounding box is shown in Equation (14).

$$s_k = s_{min} + s_{max} - \frac{s_{min}}{m-1}(k-1), k = 1, 2, \ldots, 5$$ (14)

Here, $s_{min} = 0.1 \times S_Z$, $s_{max} = 0.7 \times S_Z$, $m = 5$. We give different aspect ratios for different prediction bounding boxes, such as Equation (15).

$$a_r = \frac{W}{H}, a_r \in \{1, 2, 3, \frac{1}{2}, \frac{1}{3}\}$$ (15)

In the equation, $W$ and $H$ respectively indicate the width and length of the bounding box. Then, the width and length of the bounding box are predicted to be $H_k = \sqrt{s_k}$, $W_k = \sqrt{a_r s_k}$ respectively. When $a_r = 1$, there is also a prediction bounding box with a scale of 6, that is, $s'_k = \sqrt{s_k}$, so there
are a total number of 6 prediction bounding boxes. For any bounding box, \( b_l \), we calculate the total pixel value in the box \( s_{ump}x_{li} \), such as Equation (16).

\[
s_{ump}x(b_l) = \sum_{i \in b_l} px_i, \quad l = 1, 2, 3, 4
\]

(16)

\[
S(b_l) = W \times L
\]

(17)

\( W \) and \( L \) represent the width and length of the box respectively. The proportion \( P \) of pixels with high amplification income in the region \( b_l \) is shown in Equation (18):

\[
P(b_l) = \frac{p_{n1}}{p_{n2}}
\]

(18)

\( p_{n1} \) represents the total number of pixels in the \( b_l \) region with pixel gains (pixel values with pixel values greater than 0.1) and \( p_{n2} \) represents the total number of pixel points in the \( b_l \) region. That is, for each prediction bounding box, \( b_l \) has a feature vector \((x, y, s_{ump}x_{li}, W, L, P)\) and \( x \) and \( y \) respectively represent the abscissa and ordinate of the center point of \( b_l \).

We use a manually calibrated training sample to train a Logistic classifier [18] to evaluate the frame selection effect of each prediction bounding box. We classify the evaluation results into two categories: a prediction bounding box that satisfies the amplification requirements and a prediction bounding box that does not meet the amplification requirements.

For the input prediction bounding box, \( b_l (x, y, s_{ump}x_{li}, W, L, P) \), Logistic classifier introduces weight parameter \( \theta = (\theta_1, \theta_2, \ldots, \theta_6) \), then weights the attributes in \( b_l \) to obtain \( \theta^T b_l \) and then it introduces a logistic function (sigmoid function) to get the function \( h_\theta(b_l) \), as is shown in Equation (19):

\[
h_\theta(b_l) = \frac{1}{1 + e^{-\theta^T b_l}}
\]

(19)

Thus, we get the estimation function \( P(y | b_l; \theta) \), as is shown in Equation (20):

\[
P(y | b_l; \theta) = \begin{cases} 
    h_\theta(b_l); & y = 1 \\
    1 - h_\theta(b_l); & y = 0 
\end{cases}
\]

(20)

It means the probability that the label is \( y \) when the test sample \( b_l \) and the parameter \( \theta \) are determined.

After evaluating the frame selection effect of each prediction bounding box by Logistic classifier, we can obtain a corresponding frame selection evaluation score for each prediction bounding box and then perform a non-maximum value suppression to obtain the final prediction as the final Enlarged bounding box.

After completing the selection of the enlarging bounding box, we set all the pixel values in the enlarged screening area to 0 so as to avoid the inefficiency caused by repeated selection. Then we update the corresponding area of the AG map and detect whether the AG map has been highly enlarged profit area for detection (whether the total value of the AG map pixel is 0) has been detected; if yes, then we complete the detection, if no, then we continue to repeat the detection process.

Before the original image of the obtained fine detection candidate region is sent to the fine detector for detection, the bilinear interpolation is first performed to be enlarged to the minimum size of the candidate detection region of fine detector detection (This paper sets the minimum candidate region to be 10 × 10).

4. Confidence Determination by Adaptive Threshold

In the final stage of SSD classification, we use Soft-max to classify the candidate region which will obtain the confidence level (i.e., the probability of belonging to each category) belonging to each
category. When the confidence level belonging to a certain class is higher than the set threshold, the candidate region is used. It is judged as the object of this kind and if the same candidate area has multiple categories whose confidence level is higher than the threshold, the highest one is taken [19]. Aiming at the insufficiency of SSD to detect the fixed confidence threshold, the fuzzy adaptive threshold method [20] is used to make adjustment to the adaptive threshold strategy so as to reduce the missed alarm rate and false alarm rate.

The fuzzy degree is determined by the fuzzy rate function. When the fuzzy rate is the lowest, the segmentation effect is the best. Among them, the fuzzy rate is related to the membership function and the basic idea of fuzzy mathematics is the idea of membership degree [18]. By default, \( N \) candidate regions obtained by detecting an image are sent to SSD and finally \( M \) confidence levels are obtained for each candidate region to represent \( M \) categories. So \( N \) arrays of \( M \times 1 \) size can be obtained altogether. The maximum value in each array is taken out and sorted from large to small and the values less than 0.1 among them are discarded (if all the \( n \) values are less than 0.1, it is determined that there is no object), resulting in an array \( C \) of \( n \times 1 \). \( \mu(x) \) is the membership function and \( \mu(C_k) \) is the membership of the region in the array \( C \) where the confidence level is \( C_k \). The ambiguity rate \( \gamma(C) \) of array \( C \) is the ambiguity measure parameter for array \( C \). Here \( h(C_k) \) represents the number of elements in the array \( C \) whose confidence is \( C_k \) and the ambiguity rate \( \gamma(C) \) of the array \( C \) is defined in Equation (21).

\[
\gamma(C) = \frac{2^{n-1}}{n} \sum_{k=0}^{n-1} T(C_k)h(C_k) 
\]  

(21)

In this equation, the ambiguity rate \( \gamma(C) \) of the array \( C \) depends on the membership function \( \mu(x) \).

\[
h(x) = \begin{cases} 
0, & 0 \leq x \leq q - \Delta q \\
2 \left( \frac{(x-q+\Delta q)}{2\Delta q} \right)^2, & q - \Delta q \leq x \leq q \\
1 - 2 \left( \frac{(x-q+\Delta q)}{2\Delta q} \right)^2, & q < x \leq q + \Delta q \\
1, & q + \Delta q < x \leq C_n 
\end{cases} 
\]  

(22)

Then \( \mu(x) \) is determined by the window width \( c = 2\Delta q \) and the parameter \( q \). Once the window width is selected, \( \gamma(C) \) is only related to the parameter \( q \). The solution process of the fuzzy threshold method is to preset the window width and the coefficient is often set to be 0.3. By changing \( q \) to make the membership function \( \mu(x) \) slide over the confidence interval \([C_0, C_{n-1}]\), the blur rate curve is obtained by calculating the blur rate \( \gamma_q(C) \), the valley point of the curve is \( q \) that makes \( \gamma_q(C) \) get a minimum value, which is the adaptive threshold value.

5. Video Multi-Object Detection Technology Based on Recurrent Neural Network

This section examines strategies for building video detection models by increasing time perception while the operating speed and low computational resource consumption are both ensured. Video image data contains a variety of time cues that can be expanded to achieve more accurate and stable object detection than a single image. Therefore, the detection result information from the earlier frame can be used to refine the prediction result at the current frame. Since the network can detect objects in different states across frames, the network prediction results will also have higher confidence as the training time progresses, thus effectively reducing the instability in single image object detection.

In order to realize real-time video object detection on low-power mobile and embedded devices, a single-image multi-object detection framework is combined with a Long Short Term Memory (LSTM) network to form an interleaved circular volume. The product structure, by using an efficient Bottleneck-LSTM layer [21] to refine and propagate the feature mapping between frames, achieves the temporal correlation of network frame-level information and greatly reduces the network computing cost. By using the timing correlation feature of LSTM and the dynamic Kalman filter algorithm [22],
we can track and recognize the object affected by strong illumination and large-area occlusion in the video is realized.

The Recurrent Neural Network (RNN) solves this problem better. They are networks with loops that allow information to persist. One of the advantages of RNN is that they can relate previous information to current tasks, such as using previous video frames to help detect current video frame [23]. Long-Short Term Memory (LSTM) is a special RNN designed to avoid long-term dependencies. A method of combining convolutional LSTMs into a single image detection framework is proposed as a means of propagating frame level information across time. However, the simple integration of LSTMs leads to a large amount of computation and prevents the network from running in real time. To solve this problem, a Bottleneck-LSTM was introduced, which uses the features of deep separable convolution and Bottleneck design principles to reduce computational costs.

The video data is regarded as a sequence $V$ composed of multiple frames of images, $\{V_0, V_1, \ldots, V_n\}$. The task of the algorithm is to obtain the frame-level detection result $D$, $\{D_0, D_1, \ldots, D_n\}$. $D_k$ represents the detection result of the image frame $I_k$, which includes the position of a series of detection frames and the recognition confidence of each object. We consider constructing an online learning mechanism so that the detection result $D_k$ can be predicted and corrected by the image frame $I_{k-1}$, such as Equation (23)

$$F^{11,\ldots,t\ldots,t} = A^{11,\ldots,t\ldots,t} G^{11,\ldots,t\ldots,t}$$

Figure 9. Mobile video object detection framework based on time-aware feature mapping.

A layer of Conv-LSTM in the network receives the feature map of its previous Conv-LSTM and then we form a new feature map by combining the current map obtained in the above process with the one transmitted from the previous frame and then we predicts the detection result and transmits the feature map to the following Conv-LSTM and convolution layer. The output of Conv-LSTM will replace all the previous feature maps in all subsequent calculations and continue the detection task. However, the simple integration of LSTMs can lead to a large amount of computation and thus prevents the network from running in real time. To solve this problem, we introduce a Bottleneck-LSTM that takes advantage of its deep separable convolution as well as of the Bottleneck design principles to reduce computational costs.
The video data is regarded as a sequence \( V \) composed of multiple frames of images, \( V = \{ I_0, I_1, \cdots, I_n \} \) The task of the algorithm is to obtain the frame-level detection result \( D \), \( D = \{ D_0, D_1, \cdots, D_n \} \). \( D_k \) represents the detection result of the image frame \( I_k \), which includes the position of a series of detection frames and the recognition confidence of each object. We consider constructing an online learning mechanism so that the detection result \( D_k \) can be predicted and corrected by the image frame \( I_{k-1} \), such as Equation (23)

\[
F(I_k, s_{t-1}, AG_{t-1}) = (D_t, s_t, AG_t)
\]

Here \( s_k = \{ s^0_k, s^1_k, s^2_k, \cdots, s^{m-1}_k \} \) refers to the vector of feature maps which describes the image of the \( k \)th frame of the video; \( AG_k = \{ AG^0_k, AG^1_k, AG^2_k, \ldots, AG^{m-1}_k \} \) represents an AG map describing the image of the \( k \)th frame of the video. We can construct a neural network with \( m \) layer LSTM convolution layer to approximately realize this function. This neural network takes each feature map and amplification precision enhancement map \( AG_{t-1} \) in the feature map vector \( s_{t-1} \) as the input of LSTM convolution layer and thus we can obtain the corresponding feature map vector \( s_t \) and amplification precision enhancement map \( AG_t \). If we want to get the detection result of the whole video, we only need to run each frame of image sequentially through the network.

When applied to video sequences, the LSTM state can be understood as a feature representing timing. LSTM can then refine its input using timing features at each timing step and meanwhile it can extract additional time information from the input and updating its status. This refinement pattern can be applied by placing LSTM convolution layers immediately on any intermediate feature map. The feature map is used as the input to LSTM and the output of LSTM will replace the previous feature map in all subsequent calculations. The single frame image object detector can be defined by a function \( G(I_t) = D_t \), which will be used to construct a composite network with \( m \) LSTM layers. These LSTM convolution layers can be considered as dividing the layer of function \( G \) into \( m+1 \) suitable sub-networks \( \{ g_0, g_1, \cdots, g_m \} \), then such as Equation (24)

\[
G(I_t) = (g_m \circ \cdots \circ g_1 \circ g_0)(I_t)
\]

The “\( \circ \)” represents the Hadamard product. We also define any layer of LSTM convolutional layer into a function.

\[
L_k(M_+, s^k_{t-1}, AG_{t-1}) = (M_+, s^k_t, AG_t)
\]

In Equation (25), \( M \) and \( M_+ \) are feature maps of the same dimension. Then we calculate the formula according to the timing as Equation (26):

\[
\begin{align*}
(M^0_+, s^0_t, AG^0_t) &= L_0(g_0(I_t), s^0_{t-1}, AG^0_{t-1}) \\
(M^1_+, s^1_t, AG^1_t) &= L_1(g_1(M^0_+, s^0_t, AG^0_t), s^1_{t-1}, AG^1_{t-1}) \\
& \vdots \\
(M^{m-1}_+, s^{m-1}_t, AG^{m-1}_{t-1}) &= L_{m-1}(g_{m-1}(M^{m-2}_+, s^{m-2}_t, AG^{m-2}_{t-1}), s^{m-1}_{t-1}, AG^{m-1}_{t-1}) \\
D_t &= g_m(M^m_+, s^m_{t-1}, AG^{m-1}_{t-1}) \\
AG_t &= g_m(AG^{m-1}_{t-1})
\end{align*}
\]

Figure 10 depicts the input and output of the entire model when video is processed.

Because multiple gates need to be computed in a single forward channel, LSTMs have high requirements for computing resources, which greatly affects the overall efficiency of the network. To solve this problem, a series of changes have been introduced to make LSTMs compatible with the purpose of real-time moving object detection.
The original width multiplier is a super parameter used to scale the channel size of each layer rather than uniformly applying this multiplier to all layers. Three new parameters $\alpha_{\text{base}}$, $\alpha_{\text{ssd}}$ and $\alpha_{\text{lstm}}$ are introduced to control the channel sizes of different parts of the network. Any given layer in a basic mobile network with $N$ output channels is modified to have $N_{\text{base}}$ basic output channels, while $\alpha_{\text{ssd}}$ is applied to all SSD feature maps and $\alpha_{\text{lstm}}$ is applied to LSTM layers. Here we set $\alpha_{\text{base}} = \alpha$, $\alpha_{\text{ssd}} = 0.5\alpha$, $\alpha_{\text{lstm}} = 0.25\alpha$ and then the output of each LSTM is a quarter of the input size, which greatly reduces the calculation required.

At the same time, the efficiency of traditional LSTM is greatly improved by adopting a new Bottleneck-LSTM [22], such as Equation (27).

$$b_t = \phi(\sum_{W}^{N} x_t \times [h_{t-1}])$$

(27)

Here, $x_t$ and $h_{t-1}$ are the input feature maps; $\phi(x) = \text{ReLU}(x)$ and ReLU indicates the Rectified Linear Unit activation. $\sum_{W}^{N} x_t \times X$ represents a deep separable convolution with weight $W$ which come into being after the input channels of $X$ and $j$, as well as the output channels of $k$ are all input. The benefits of this modification are twofold: first, the use of bottleneck feature mapping reduces the computation within the gate and is thereby superior to standard LSTMs in all practical scenarios; second, the Bottleneck-LSTM is deeper than the standard LSTM and the deeper model is better than the wider and shallower one.

Strong interference phenomena such as occlusion, illumination and shadow in complex traffic scenes may cause loss of object appearance information, which may cause object omissions in the detection process. The well-trained convolutional neural network can cope with a certain degree of interference but it cannot cope with the strong interference of large-area occlusion and the object image information is seriously missing. In this paper, a spatiotemporal context strategy is proposed to obtain useful a priori information from previous detection results to reasonably predict a small number of candidate regions and increase the probability of the object being detected.

This paper chooses Kalman filter [24] as a tool to transfer object information between the previous frame and the current frame and combines the object detection task to design the Kalman filter model. $D_k = \{X_k^0, X_k^1, \cdots, X_k^n\}$ indicates the detection result of the image frame $I_k$ using the detector without filtering; $X_k^t = [x_t^k, y_t^k, a^k_t, b^k_t, c^k_t, d^k_t]$ indicates the detection result of the image frame using the detector without filtering; $x, y, a, b$ and $d$ are the coordinates and width of the upper left corner of the circumscribed rectangle of an object $t$ of the $k$th frame respectively, $c$ is the object confidence and $d$ is

Figure 10. Schematic diagram of the model processing video input and output.
the category to which the object belongs. The predicted value $\hat{D}_{k+1}^t$ of the detection result $D_{k+1}$ of the $(k + 1)$th frame of the video can be obtained through LSTM. However, there are errors caused by noise and other factors in the prediction process and so if the prediction result is not corrected, the error will be infinitely amplified during the video detection process due to the iterative process. In order to avoid that, the prediction value $\hat{D}_{k+1}^t$ of LSTM is corrected by taking the initial detection result $Z_{k+1}$ of the video frame $k + 1$ as the measurement value, that is to say, the estimation value $\hat{D}_{k+1}$ of the detection result $D_{k+1}$ of the video frame $k + 1$ is obtained by means of “prediction + measurement feedback.” The estimated value filtering equation of the system is Equation (28):

$$
\hat{X}_{k+1}^t = A_k \hat{X}_k^t + K_{k+1} \left( Z_{k+1}^t - H_{k+1} A_k \hat{X}_k^t \right)
$$

(28)

The measurement equation of the system is such as Equation (29):

$$
Z_{k+1}^t = HX_{k+1}^t + v_{k+1}
$$

(29)

The prediction error covariance matrix equation is such as Equation (30):

$$
K_{k+1} = P_{k+1/k} H^T \left( H P_{k+1/k} H^T + \sigma^2_k + W_k \right)^{-1}
$$

(30)

The Kalman gain equation is such as Equation (31):

$$
P_{k+1/k} = AP_{k} A^T + W_k
$$

(31)

The modified error covariance matrix equation is such as Equation (32):

$$
P_{k+1} = (I - K_{k+1} H) P_{k+1/k}
$$

(32)

$A$ is a state transition matrix, $H_1$ is an observation matrix and $w_k$ is a state noise, $v_k$ is an observation noise, both of the two kinds of noise are Gaussian white noise. Both state noise $w_k$ and observed noise $v_k$ are Gaussian white noise.

The initial values of $P_{k+1/k}$ and $X_k$ are $P_{k+1} = W$ and $X_1^t = \hat{X}_1^t$ respectively. $\hat{X}_1^t$ is the state vector of the detection result of the first frame in which the object $t$ appears, which is passed to the second frame as the estimated value of the first frame for filtering, with the five change values initialized to 0. Starting from the second frame when the object $t$ appears, the predicted value $\hat{X}_k^t$ and the estimated value $\hat{X}_{k+1}$ of the current frame are taken as the two candidate regions of the frame image and pooling features are extracted along with the candidate regions extracted by SSD. When the frame detection is finished, the result is sent to the next frame for filtering as the filter value of the frame. When there are multiple objects, they are filtered separately and when the number of objects increases, the corresponding number of filters is added. In addition, this paper sets to cancel the filter [10] when the candidate region that corresponds to the ten continuous frames of a certain object is not used as the detection result.

The improved overall detection algorithm framework process is shown in Figure 11, which consists of three major network structures: Dynamic Region Zoom-in Network (yellow border mark), LSTM & Dynamic Klaman filter (green border mark), Adaptive Gabor SSD Detector (red border mark).

1. Input a single frame image of the video to be detected, down-sample the image to obtain a low resolution version and reduce the amount of calculation;
2. The predicted AG map transmitted by DRZN combined with the LSTM network is used to sequentially select and amplify the object region that needs to be detected at high resolution and the Adaptive Gabor SSD Detector is combined with the predicted Feature map transmitted by the LSTM network for object detection and recognition. Thus we obtain the result $R_1$ and the resolution of detected areas is set to be 0 in the original image with low resolution;
(3) Input the remaining low-resolution image into the Adaptive Gabor SSD Detector and combine the predicted feature maps transmitted by the LSTM network to perform object detection and identification and thereby we obtain the result $R_3$;
(4) Merging the $R_1$ and $R_2$ detection results to obtain the initial detection result $R_3$;
(5) Obtaining the prediction detection result $R_4$ of the current frame through the LSTM network and combining the initial detection result $R_3$ and the prediction detection result $R_4$ by Dynamic Klamann filter to obtain the final detection recognition result $R_5$;
(6) Input the AG map generated in the current frame detection process, the Feature maps of each layer and the detection result $R_5$ into the LSTM network to guide the detection result of the next frame.

![Figure 11. Overall framework of the improved detection algorithm.](image)

6. Experimental Analysis

6.1. Experimental Basic Conditions and Data Sets

This article uses the DELL Precision R7910 (AWR7910) graphics workstation with Intel Xeon E5-2603 v2 (1.8 GHz/10 M) and NVIDIA Quadro K620 GPU accelerated computing. The SSD is based on the deep learning framework Caffe. Caffe supports parallel computing between CPU and GPU, enabling computationally intensive deep learning to be completed in the short term.

We conducted experiments on the traffic scene dataset [25] (Web dataset) and KITTI dataset collected by YFCC100M. The KITTI dataset, co-founded by the Karlsruhe Institute of Technology in Germany and the Toyota Institute of Technology in the United States, is the largest data collection for computer vision algorithms in the world’s largest autopilot scenario. It is used to evaluate the performance of computer vision technology such as vehicle (motor vehicle, non-motor vehicle, pedestrian, etc.) detection, object tracking and road segmentation in the vehicle environment. KITTI contains real-world image data from scenes such as urban, rural and highways, with up to 15 vehicles and 30 pedestrians per image, with varying degrees of occlusion. In the test set,
100 low-resolution small objects (images with a small object size smaller than $10 \times 10$) were selected to form a low-resolution small object test set of the KITTI data set.

The YFCC100M dataset contains nearly 100 million images along with abstracts, titles and tags. To better demonstrate our approach, we collected 1000 higher resolution test images from the YFCC100M dataset. Images are collected by searching for the keywords “pedestrians,” “roads” and “vehicles.” For this dataset, we annotate all objects with at least 16 pixel width and less than 50% occlusion. The image is rescaled to 2000 pixels on the longer side to fit our GPU memory.

Usually the object detection data set has only one rectangular edge frame for representing the position of the object. In order to detect the object of large-area partial occlusion and to learn from the idea of deformable component model, this paper proposes a local labeling strategy which is to mark some parts of the object with a rectangular frame. Since the local occlusion of the object is generally short during the object motion, the local annotation should not be used too much. Otherwise, the normal object without occlusion will have a higher local detection score and the overall object is not greatly suppressed due to the lower detection score. Exclusion situation. Half of the images from each category in the image are selected as test set 1 and the remaining half of the images are used as training proof sets (where the ratio of the training set to the verification set is 4:1). The proportion of the local annotation of the training set is about 5% and the test set does not use local annotation. In the test set, 100 low-resolution small objects (images with a small object size less than $10 \times 10$) were selected to form a low-resolution small object test set of the WD data set. In the experiment we normalized all image sizes to $320 \times 320$.

6.2. Experimental Parameter Settings

This paper selects SSD512 [26] in the SSD series to make improvement. SSD512 provides deep convolutional neural network models of large, medium and small scales. We select the medium-sized VGG_CNN_M_1024 model as the basic model and changes the parameters related to the number of object categories. (The original model needs to identify 20 categories of objects and this article has only 3 categories).

The selection of hyperparameters in convolutional neural networks is a key factor affecting the recognition rate. In order to select appropriate hyperparameters, most researchers rely on empirical tests on all data sets to determine the value of hyperparameters based on the recognition results. The method is time-consuming and laborious in the case of a complex data model with a large amount of data and the efficiency is extremely low. Therefore, in order to optimize the tuning process and quickly select the optimal value of adaptive pooled error correction, a small sample data set (200 images) was produced, which greatly saved time and improved the efficiency of parameter adjusting the value selecting. The parameter selection process is shown in Figure 12.

![Figure 12. Small sample tuning parameters flow chart.](image-url)

In the extraction of small samples, both the number of categories of the population and the proportion of each category in the population should be considered and the stratified sampling method can well take care of these two points. Therefore, according to the
extraction rule, the small sample data set can represent the original data set to a certain extent and the optimal hyperparameter obtained by the small sample data set training can adapt to the original data set to a certain extent. With small sample tuning, the threshold is set to 0.1 (the default setting is 0.7) when the adaptive threshold is not used; the number of candidate regions left by non-maximum suppression in all experiments is set to 100 (the default setting is 300). Other settings remain the same as default and all subsequent experiments are based on the above settings. For LSTM, we expand the LSTM to 10 steps and train in a 10-frame sequence with a channel width multiplier and a model learning rate of 0.003.

6.3. Evaluation Indicators

Object detection needs to achieve both object localization and object recognition. By comparing the Intersection over Union (IOU) and the size of the threshold, the accuracy of the object positioning is determined. The correctness of object recognition is determined by comparison of confidence score and threshold value. The above two steps comprehensively determine whether the object detection is correct and finally transform the detection problem of multi-category objects into the binary problem: “For a certain kind of object, the detection is correct or wrong,” so that the confusion matrix can be constructed and the accuracy of the model can be evaluated by using a series of indicators of object classification [22].

In the discrimination of multi-object classifier, the number of classes of objects is set as \( n \). The discrimination of single object still follows four possibilities that each hypothesis has two results, namely, suppose \( D_j^I (j = 1, 2, \cdots, n) \) represents an object \( j \) and select hypothesis \( H_j^I \) is true. In any experimental problem of binary hypothesis, four possibilities should be considered when making judgment:

(a) \( H_j^0 \) is assumed to be true and evaluated to be \( D_j^1 \); (b) \( H_j^0 \) is assumed to be true and discriminated as \( D_j^1 \); (c) \( H_j^1 \) is assumed to be true and discriminated as \( D_j^0 \); (d) \( H_j^1 \) is assumed to be true and discriminated as \( D_j^1 \).

(a) and (d) select the object \( j \) correctly; (b) is named the first type of error, also called the false alarms (alarmed when there is no such object); (c) is called a type ii error and is called misreporting (where there is an object and misjudgment is no object). In addition, in the multi-object recognition, object \( D_j^I \) is identified as the error discrimination of object \( D_k^I (k = 1, 2, \cdots, n, k \neq j) \).

If the probability density functions of the object \( Z_j^I \) in the discrimination domain \( Z_j^0 \) and \( Z_j^1 \) are \( f(z \mid H_0) \) and \( f(z \mid H_1) \) respectively, then there are:

False alarm rate such as Equation (33):

\[
P_f = \sum_{j=1}^{n} P \left( D_j^1 \mid H_j^0 \right) = \sum_{j=1}^{n} \int_{Z_j^1} f \left( z \mid H_j^0 \right) dz \quad (33)
\]

Leakage alarm rate such as Equation (34):

\[
P_m = \sum_{j=1}^{n} P \left( D_j^0 \mid H_j^1 \right) = \sum_{j=1}^{n} \int_{Z_j^0} f \left( z \mid H_j^1 \right) dz \quad (34)
\]

Detection rate such as Equation (35):

\[
P_d = \sum_{j=1}^{n} P \left( D_j^I \mid H_j^I \right) = \sum_{j=1}^{n} \int_{Z_j^I} f \left( z \mid H_j^I \right) dz \quad (35)
\]
Check error rate such as Equation (36):

\[
P_e = \sum_{j=1}^{n} \sum_{k=1, j\neq k}^{n} P(D_j^i|H_k^i) = \sum_{j=1}^{n} \sum_{k=1, j\neq k}^{n} \int f(z_j|H_k^i)dz
\]  

(36)

In multi-object classification, we are concerned with the recognition effect of the existing objects and the recognition rate generally refers to the detection rate. From the definition, we can clearly know that the sum of false alarm rate, detection rate, missed alarm rate and error detection rate is 1. In the actual calculation, the recognition rate is calculated first and then the false alarm rate and false alarm rate are calculated. For multi-object recognition, the false alarm rate accumulated in a certain period of time should be calculated. For the data set, we use the averaging method to calculate the overall false alarm rate, missing alarm rate, detection rate and error detection rate.

Deep learning adjusts the weight of the neural network through the back propagation of the error to achieve the purpose of modeling. The number of back-propagation iterations is gradually increased from tens of thousands of times to hundreds of thousands of times, until the training error tends to converge. Finally, the model is evaluated by the average accuracy of the computational model (average precision, AP) and the average accuracy of all categories (mean AP, m AP). The AP measures the accuracy of the detection algorithm from both the recall rate and the accuracy rate. The AP is the most intuitive standard for evaluating the accuracy of a depth detection model and can be used to analyze the detection of a single category, mAP is the average of APs of each category and the higher the mAP, the higher the overall performance of the model in all categories [19].

6.4. Experimental Design

First, each strategy is combined with SSD512 separately and corresponding comparison experiments are carried out to show the function of each strategy. Then we combine all the strategies with SSD512 to make an overall assessment of the final improved algorithm.

First, we train the original SSD 512 with the training set and record this model as M0. Then a new feature extraction network Gabor-VGGnet strategy is added to the M0 to generate the model M1. An adaptive threshold strategy is added to M0 so as to generate model M2. After that, a dynamic local area enlargement strategy is employed on the basis of M0 to generate a model M3. Based on M0, a moving video object detection improvement strategy based on time-aware feature mapping is added to generate model M4. Finally, M0 is combined with all strategies to generate model M5. Finally, all of the M0, M1, M2, M4 and M5 are tested and compared by using the two database test sets. Moreover, to highlight the low-resolution small object detection, M0 and M3 are tested and compared by using the small object test set.

In addition, this paper selects Faster R-CNN, SSD series and YOLO series detection framework as the deep learning comparison algorithm and compares the detection effect on Web Dataset and KITTI dataset with M5. The Faster R-CNN, SSD Series and YOLO Series detection frameworks use the default parameter settings in the official code published by the author and perform training in the same training set of M5. What’s more, we make test with the common test set in the Web Dataset and KITTI datasets.

6.5. Validation of Each Improvement Strategy

The experimental results are shown in Table 1 and the detection results of the common test sets of the models M0, M1, M2, M4 and M5 on the KITTI and WD data sets are compared as follows:
Table 1. Comparison of each model identification and detection effect.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dataset</th>
<th>AP (%)</th>
<th>mAP (%)</th>
<th>Pf (%)</th>
<th>Pm (%)</th>
<th>Pd (%)</th>
<th>Pe (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Person</td>
<td>Car</td>
<td>Cyclist</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M0</td>
<td>KITTI</td>
<td>73.36</td>
<td>71.53</td>
<td>65.32</td>
<td>70.07</td>
<td>20.21</td>
<td>19.34</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>71.59</td>
<td>69.63</td>
<td>62.75</td>
<td>67.99</td>
<td>19.25</td>
<td>21.38</td>
</tr>
<tr>
<td>M1</td>
<td>KITTI</td>
<td>87.53</td>
<td>82.16</td>
<td>78.28</td>
<td>82.66</td>
<td>16.48</td>
<td>17.91</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>85.64</td>
<td>80.59</td>
<td>74.34</td>
<td>80.19</td>
<td>18.95</td>
<td>19.28</td>
</tr>
<tr>
<td>M2</td>
<td>KITTI</td>
<td>77.18</td>
<td>72.35</td>
<td>68.69</td>
<td>72.74</td>
<td>12.31</td>
<td>13.29</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>73.52</td>
<td>70.45</td>
<td>64.83</td>
<td>69.61</td>
<td>15.17</td>
<td>14.49</td>
</tr>
<tr>
<td>M4</td>
<td>KITTI</td>
<td>88.42</td>
<td>81.73</td>
<td>74.38</td>
<td>81.51</td>
<td>9.53</td>
<td>11.69</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>74.92</td>
<td>72.34</td>
<td>65.63</td>
<td>70.96</td>
<td>16.24</td>
<td>15.19</td>
</tr>
<tr>
<td>M5</td>
<td>KITTI</td>
<td>92.42</td>
<td>92.23</td>
<td>90.85</td>
<td>91.83</td>
<td>5.19</td>
<td>7.13</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>88.46</td>
<td>87.38</td>
<td>83.24</td>
<td>86.36</td>
<td>8.26</td>
<td>11.27</td>
</tr>
</tbody>
</table>

In the KITTI data set, the AP of various object detections increases by 19~25%, the mAP increases by about 21.76%, the false alarm rate decreases by 15.02% and the detection rate increases by 40.15%, just as what we can see from the M0 and M5 test results through comparison. The missed alarm rate decreases by 12.21% and the false detection rate decreases by 11.99%. The rate increases by 32.22%, the missed alarm rate decreases by 8.07% and the detection rate increases by 11.12%. The improvement of various indicators is obvious, indicating that the overall strategy of this paper is effective in making up for the defects of SSD512.

We compare the M0 and M1 test results in the table so as to find that, in the KITTI data set, the AP of all kinds of object detection increases by 11~14%, the mAP increases by 12.59%, the false alarm rate decreases by 3.73%, the detection rate increases by 16.06%, the missing alarm rate decreases by 1.43% and the false detection rate decreases by 10.9%. In the data set of WD, AP of all kinds of object detection increases by 10~13%, mAP increases by about 12.2%, false alarm rate decreases by 0.3%, detection rate increases by 12.59%, missing alarm rate decreases by 2.1% and false detection rate decreases by 10.19%. Based on M0, M1 model is obtained by adding a new feature extraction network Gabor-VGGnet. By comparing the test results of the two databases with M0, we can find that, compared with M0, M1’s object recognition accuracy has been improved greatly and its multi-object error-detection rate reduces significantly, suggesting that a new feature extraction network Gabor-VGGnet, in comparison with the original one, can have more differentiation in terms of the object feature after training.

We compare the M0 and M2 test results in the table so as to find that, in the KITTI data set, the AP of various object tests increases by 1~4%, the mAP increases by about 2.67%, the false alarm rate decreases by 7.90%, the detection rate increases by 16.52%, the missing alarm rate decreases by 6.05% and the error detection rate decreases by 2.57%. In the WD data set, the AP of various object detection increases by 1~3%, the mAP increases by about 1.62%, the false alarm rate decreases by 4.08%, the detection rate increases by 13.62%, the missing alarm rate decreases by 6.89% and the false detection rate decreases by 2.65%. M2 model is based on M0 after the adaptive threshold strategy is trained. Through the comparison of the two databases with M0, we can find that the multiple objective detection rate has been improved, the multiple object detection false alarm rate and missed-alarm rate decreases significantly, showing that the adaptive threshold policy plays a role to differ the real objective with low confidence level from the false objective with high confidence level and thereby it can effectively reduce the missed-alarm rate false alarm rate of SSD512 when multi-object detection is involved.

We compare the M0 and M4 test results in the table so as to find that, in the KITTI data set, the AP of all kinds of object detection increased by 9~15%, the mAP increased by about 11.44%, the false alarm rate decreased by 10.68%, the detection rate increased by 22.93%, the missing alarm rate decreased...
by 7.65% and the false detection rate decreased by 4.6%. In the WD data set, AP of all kinds of object
detection increased by 1–3%, mAP increased by about 2.97%, false alarm rate decreased by 3.01%,
detection rate increased by 12.33%, missing alarm rate decreased by 6.19% and error detection rate
decreased by 3.13%. M4 model is based on M0 to join the mobile video object detection based on time
perception feature mapping improvement strategy training, through the test results on two databases
and M0 comparison we can find that the M4 compared with M0, multiple objective to improve the
detection rate of larger, more object detection false alarm rate and missing alarm rate decreased
significantly, the recognition of the object average recognition accuracy and precision also won a larger
increase. Moreover, since WD dataset is a static image dataset, the spatial-temporal context policy
cannot be effective and the improvement effect is not as significant as that in the video dataset KITTI.
It is shown that the improved strategy of moving video object detection based on time perception
feature map can effectively reduce the leakage and false alarm rate of SSD512 for multi-object detection
in video and greatly improve the accuracy of object recognition.

In order to further verify that the M4 model has learned the temporal continuity of the video
and is robust in terms of occlusion and other interference, we create artificial occlusion on the single
frame image in the KITTI video dataset for testing. For the true detection frame of each object in the
image, we design artificial occlusion according to the object occlusion rate \( p_z \in [0, 1] \). For the object
real detection frame of size \( H \times W \), a region of size \( p_z \cdot H \times p_z \cdot W \) is randomly selected in the detection
frame and all pixel values in the region are taken as 0, thus forming artificial occlusion. The normal test
set in the KITTI video data set is randomly selected for every 50 frames so as to construct the artificial
occlusion and then the anti-occlusion robustness test set is constructed. M0 and M4 are tested on this
test set and the object occlusion rate is \( P_z = 0.25, P_z = 0.5, P_z = 0.75, P_z = 0.1 \). The test results are shown
in Table 2:

<table>
<thead>
<tr>
<th>Model</th>
<th>Evaluation Metric</th>
<th>( P_z = 0.25 )</th>
<th>( P_z = 0.5 )</th>
<th>( P_z = 0.75 )</th>
<th>( P_z = 0.1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>M0</td>
<td>mAP (%)</td>
<td>53.36</td>
<td>41.24</td>
<td>22.15</td>
<td>12.89</td>
</tr>
<tr>
<td></td>
<td>( P_d ) (%)</td>
<td>33.58</td>
<td>21.56</td>
<td>12.33</td>
<td>4.25</td>
</tr>
<tr>
<td>M4</td>
<td>mAP (%)</td>
<td>74.28</td>
<td>66.82</td>
<td>59.79</td>
<td>51.58</td>
</tr>
<tr>
<td></td>
<td>( P_d ) (%)</td>
<td>60.35</td>
<td>55.62</td>
<td>51.16</td>
<td>42.39</td>
</tr>
</tbody>
</table>

Based on the table above, we compare the different mAP and detection rate \( P_d \) of M0 and M4
when different object occlusion rates are involved and thus find out that our method is superior to the
single-frame SSD method when it comes to the occlusion of noise data, indicating that our network
has learned the video time continuity and that it can use time clues to achieve robustness in face of
occlusion noise.

Table 3 compares the detection effects of the models M0 and M3 on the KITTI and WD data sets
on the low-resolution small object test set.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dataset</th>
<th>AP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Person</td>
</tr>
<tr>
<td>M0</td>
<td>KITTI</td>
<td>13.63</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>8.59</td>
</tr>
<tr>
<td>M3</td>
<td>KITTI</td>
<td>77.45</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>65.62</td>
</tr>
</tbody>
</table>

We compare the M0 and M3 test results in the table so as to find that, in the KITTI data set, AP for various object detection increases by 49–64%, MAP increases by about 57.86%, false alarm
rate decreases by 22.3%, detection rate increases by 50.34%, missed alarm rate decreases by 19.26% and false alarm rate decreases by 8.78%. In WD data set, AP of various object detection increases by 44–57%, MAP increases by 51.68%, false alarm rate decreases by 22.24%, detection rate increases by 45.58%, missed alarm rate decreases by 15.63% and false alarm rate decreases by 6.71%. The M3 model is based on M0 and it is obtained after we add dynamic local area amplification strategy. By comparing the test results of low-resolution small object test sets on two databases, we can find that, M3, compared with M0, has greatly improved the recognition accuracy and detection rate of those objects with multiple-objective, low-resolution and small size. Thus its false detection rate, false alarm rate and missed alarm rate have significantly decreased, indicating the effectiveness of dynamic local area amplification strategy for the detection and recognition of multiple-objective, low-resolution and small-size objects. Because it is difficult to identify the category of low-resolution weak objects, the false detection rate of M3 is mostly caused by wrong classifications. However, the high false detection rate of M0 is usually caused when multi-object is involved, thus indicating that while SSD 512 deep convolutional network is extracting features layer by layer and it causes serious information loss for low-resolution weak objects.

Figure 13 verifies the effectiveness of R-NET gain effect evaluation in M3 model. The blue-font number in the first line indicates the confidence that the red box is the object. C represents the detection result of the coarse detector and F represents the detection result of the fine detector. The red font number represents the precision gain of R-NET. Positive and negative values are normalized to [0, 1] and [−1, 0]. By comparison, we can find that r-net gives a lower precision gain score for areas where coarse detection is good enough or better than fine detection (column 1 and column 2) and it gives a higher precision gain score for areas where fine detection is much better than coarse detection (column 3).
6.6. Compare Experiments with Other Detection Algorithms

In addition, this paper selected the detection framework of Faster R-CNN, DSOD300 (Deeply Supervised Object Detector) [27], YOLOv2 544 [28] in the YOLO series detection framework and the improved SSD model DSSD (Deconvolutional Single Shot Detector) [29] as the comparison algorithm of deep learning, so that we can compare their effects with those of M5 on the Web Dataset and KITTI Dataset. The parameter setting used here are the default one that has been published by the author in the official code. We do the training in the same training set as M5, then do the test by using the normal test set of the Web Dataset and KITTI datasets. The detection and recognition effects are shown in Table 4, where FPS represents the speed and frame rate of the algorithm.

Table 4. Comparison of detection and recognition effects of other algorithms.

<table>
<thead>
<tr>
<th>Method</th>
<th>Dataset</th>
<th>AP (%)</th>
<th>mAP (%)</th>
<th>Pr (%)</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Person</td>
<td>Car</td>
<td>Cyclist</td>
<td></td>
</tr>
<tr>
<td>Faster R-CNN</td>
<td>KITTI</td>
<td>83.26</td>
<td>74.13</td>
<td>75.42</td>
<td>77.61</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>81.49</td>
<td>71.33</td>
<td>68.65</td>
<td>73.82</td>
</tr>
<tr>
<td>DSOD300</td>
<td>KITTI</td>
<td>77.43</td>
<td>72.26</td>
<td>68.38</td>
<td>72.69</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>70.73</td>
<td>69.39</td>
<td>67.04</td>
<td>69.05</td>
</tr>
<tr>
<td>DSSD513</td>
<td>KITTI</td>
<td>75.46</td>
<td>69.53</td>
<td>68.34</td>
<td>71.11</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>72.19</td>
<td>68.83</td>
<td>66.45</td>
<td>69.16</td>
</tr>
<tr>
<td>YOLOv2 544</td>
<td>KITTI</td>
<td>79.43</td>
<td>71.25</td>
<td>67.32</td>
<td>72.66</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>73.29</td>
<td>69.63</td>
<td>68.85</td>
<td>70.59</td>
</tr>
<tr>
<td>M5</td>
<td>KITTI</td>
<td>92.42</td>
<td>92.23</td>
<td>90.85</td>
<td>91.83</td>
</tr>
<tr>
<td></td>
<td>WD</td>
<td>88.46</td>
<td>87.38</td>
<td>83.24</td>
<td>86.36</td>
</tr>
</tbody>
</table>

Comparing with the detection results of M5 and other deep learning comparison algorithms in the above table, we find that, in the KITTI data set, the AP of various object recognition increases by 9~16%, while the mAP increases by about 14~21% and the detection rate increases by 21~36%. In WD data set, AP of various object recognition increases by 7~11%, mAP increases by about 13~16% and detection rate increases by 11~35%. Although the detection and recognition rate is not as good as DSOD300, DSSD513, YOLOv2 544 and other detection algorithms, FPS can also reach 32 frames/s and basically meet the real-time requirements. The detection effects of M5 model are shown in Figure 14.

Figure 14. M5 model test results example.
In summary, the M5 model is not only higher than other algorithms in terms of detection accuracy and recognition accuracy but also achieves a detection rate of 32 frames/s. It proves that the algorithm can achieve accuracy and real-time balance, which is fast and good. The performance is obviously superior to other deep learning comparison algorithms and thus has a strong application prospect.

7. Conclusions

In order to solve the problem that in complex large traffic scenes, we can hardly balance between the accuracy and real-time performance when we use existing object detection algorithms based on big data and depth learning, this paper improves the object detection framework SSD based on depth learning and then proposes a new multi-object detection framework AP-SSD, which is dedicated to multi-object detection in complex large traffic scenes.

Through testing on the specified data set, we find that, compared with other object detection frameworks based on depth learning, this new multi-object detection framework can enable the average accuracy (AP) of various object recognition to increase by 9–16%, the average accuracy (mAP) to increase by about 14–21%, the multi-object detection rate to increase by 21–36% and the detection and recognition rate to reach 32 frames/s, which basically meets the real-time requirements and is far more robust than other object detection algorithms. Thus it achieves the balance between the accuracy of the algorithm and the running rate and thus providing examples and new ideas for the application of deep learning in specific object detection. In addition, experiments also show that the improved AP-SSD can obtain better detection results when weak objects, multi-object, messy backgrounds, illumination changes, blurs, large-area occlusion and so forth, are involved. Therefore, it makes the video multi-object detection to be of high engineering application value.
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