Intelligent Airflow Controls for a Stalling-Free Operation of an Oscillating Water Column-Based Wave Power Generation Plant
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Abstract: Control engineering in renewable energy systems is a delicate and tedious task, especially due to the unpredictable nature of the renewable resources, which requires precision and robustness. These requirements can be ensured using intelligent control, which provides better performance than many conventional techniques and methods. This paper focuses on the modeling and the intelligent control of the NEREIDA wave power plant of Mutriku in Spain. In this context, the design of two novel intelligent airflow controls for a stalling-free operation of the Wells turbine-based power take-off system is presented and compared. The airflow control will ensure the avoidance of the stalling behavior using an intelligent PID controller. The first control design methodology is based on the metaheuristic algorithms to ensure the optimization of the controller gains. The second methodology is based on the fuzzy gain scheduling of the gains. Two study cases were performed to compare the optimized-PID and FGS-PID to a conventional PID in two wave conditions. The results show the superior performance of both proposed controls over the conventional PID, providing power generation improvement in regular and irregular waves.
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1. Introduction

Oceans and seas hold large quantities of stored energy from the Sun, which can be harnessed in various forms; thus, they are potentially able to play an important role in supplying clean energy [1]. Amongst the countless ocean energy converters, wave and tidal energy converters are expected to supply the most to the European energy mix in the short to medium term [1,2]. Power extracted from waves is a form of ocean power that has the uppermost exploitation potential in European seas, estimated to have a global potential 30-times superior to that of tidal energy [2]. This has attracted interest toward wave energy, leading countries to assess wave energy resources such as Hawaii, Italy, India, Peru, and many other countries around the world [3–6]. Even more, governments in some countries have set new guidelines to coordinate and facilitate the development of wave energy, such as the Wave Energy Scotland Agency established in Scotland in November 2014 [7].
The wave energy industry is increasingly proposing converters that incorporate hardware and software schemes and necessitate merging the expertise of multiple disciplines. Among the different kinds of wave energy technologies, the Oscillating Water Column (OWC) system is the most mature and the most investigated in the past. In Europe, there exist three main onshore facilities of OWC plants (see [2,8]). To operate these types of stations, there is the need to combine disciplines ranging from automatic control and power electronics to industrial informatics and metaheuristics. Such a complex scheme calls for the need of intelligent and advanced controls to respond to all needs and constraints.

The NEREIDA project, presented in Figure 1, is a wave power generation plant that was installed by the Basque Energy Agency (EVE) in the breakwater of Mutriku located in the northern Basque coast of Spain [9]. This station harnesses the wave energy through 16 OWC units. The PTO system of each OWC contains a Doubly-Fed Induction Generator (DFIG) of 18.5 kW, driven by a Wells turbine, giving an overall installed capacity of 296 kW [10]. The turbo-generator module is separated from the capture chamber by a throttle valve controlled by a PID controller. This allows the control of airflow and the shutdown in case of emergency closure situation (see Figure 1b). The main hurdle with Wells turbine-based PTO systems is the power limitation imposed by the stalling phenomenon of the turbine [11,12].

PID controllers are the most exploited and implemented controllers in industrial applications. Although PID controllers are robust versus uncertainties and structural variations in the plant parameters, their performance can be altered by such variations. Moreover, conventional PID tuning techniques are frequently founded on intricate and time-consuming trial-and-error experimental processes. Furthermore, with no proper systematic design method, the tuning procedure tends to be delicate and tedious.

![Figure 1. NEREIDA wave power plant in Mutriku, Spain: (a) the plant and the breakwater; (b) PTO of OWC units inside the station.](image-url)
in particular the Harmony Search Algorithm (HSA). The second approach is the fuzzy gain scheduling technique using the fuzzy supervisor to change the gains adaptively.

The remainder of this paper is organized as follows; Section 2 provides a brief wave background and a wave model. Then, the OWC topology is described and modeled in Section 3. Section 4 presents the problem statement explaining the stalling behavior of the Wells turbine and its effect on the produced torque and the generated power. Section 5 is dedicated to the control statement, detailing two control design methodologies for the airflow control strategy. The first method is based on advanced metaheuristic algorithms with emphasis on the Harmony Search Algorithm (HSA), and the second method is the Fuzzy Gain Scheduling (FGS) technique. Section 6 gives two demonstrative study cases to investigate the effectiveness of both HSA-tuned PID- and FGS-PID-based airflow control in regular and irregular waves. Finally, Section 7 finishes the paper with some concluding remarks.

2. Wave Background and Model

Researchers have proposed and applied many wave theories [13–19] because describing and modeling the water particle kinematics of ocean waves is a complex task. The proposed theories vary from the Airy wave theory, Stokes second-order and other higher order theories, cnoidal wave theory to stream-function wave theory [13–19]. The simplest expression of ocean waves is attributed to the Airy theory in 1845, which is sufficiently accurate for many engineering purposes [19].

The Airy wave theory commonly referred to as linear wave theory or first-order wave theory has been considered because it is applicable to describe shallow waters. Hence, the wave model can be expressed as regular sine waves thanks to the simplifying assumptions made in its derivation, which neglects turbulence, friction losses, and other energy losses [19]. To set an adequate wave model relative to the site of Mutriku, wave parameters, characteristics, and specific data from the location of the wave power plant are required. Figure 2 illustrates the outline of the waveform of an ocean wave, where SWL is the Still Water Level and \( h \) is the sea depth from the seabed to SWL. \( H \) is the wave height from the wave trough to the wave crest. \( A \) is the wave amplitude from SWL to the wave crest, and \( \lambda \) is the wavelength, which is the distance between successive crests [13].

Hence, the surface elevation of an ocean wave may be written as [20,21]:

\[
z(x, t) = A \sin (\omega t - kx \theta) = \frac{H}{2} \sin (\omega t - kx \theta)
\]

(1)
where $k$ is the wave number, $x$ is a horizontal coordinate whose positive direction is the direction of wave propagation, with $x = 0$ at the back wall, and $\theta$ is the angle between the $x$-axis and the direction of wave advance.

The wave number $k$ is related to $\omega$ by the dispersion relationship (2) defined in [20].

$$k \tanh(kh) = \frac{\omega^2}{g}$$  \hspace{1cm} (2)

where $\omega$ is the wave frequency and $g$ is the acceleration gravity.

In the literature, a realistic irregular wave can be expressed by the superposition of a finite number of regular waves and written as [8,21]:

$$z(x,t) = \sum_{n=1}^{N} A_n \sin(\omega_n t - k_n x + \theta_n)$$  \hspace{1cm} (3)

where $N$ is a finite number of regular waves.

To select the appropriate wave amplitude $A$ and wave period $T_w$ for the wave model, the spectrum of the wave climate at the site needs to be taken into account. A wave spectrum indicates the amount of wave energy as a function of the wave frequency. A representative spectral analysis of the waves at the site of Mutriku on 12 May 2014 is shown in Figure 3 [18].

![Figure 3](image-url)  

**Figure 3.** Representative spectral analysis of the waves at the site of Mutriku on 12 May 2014.

It may be seen from Figure 3 that the waves at Mutriku are concentrating around three distinct frequencies, 0.08 Hz, 0.15 Hz, and 0.23 Hz, which corresponds to the periods 12.5 s, 6.66 s, and 4.34 s, respectively. This will help us to implement and test the wave model.

3. OWC Plant Modeling

3.1. Capture Chamber Model

The volume of the water entering the chamber from the bottom opening can be used to express the volume of the air oscillating in and out of the chamber from the turbine duct at the top as [18,22–24]:

$$V(t) = V_c - V_w(t)$$  \hspace{1cm} (4)

where $V_c$ and $V_w$ are the chamber and water volumes.

Integrating the orthogonal deviation of the water’s surface along the area of the chamber, Equation (4) becomes [18,22,23]:

$$V(t) = V_c - \int \int z(x,t) dS$$  \hspace{1cm} (5)

By considering the capture chamber’s geometry at Mutriku, we get [18,22,23]:

$$dS = w_c dx$$  \hspace{1cm} (6)
where $w_c$ is the inner width of the chamber.

Finally, when integrating the air volume Equation (5), it develops into [18,22–24]:

$$V(t) = V_c + \frac{w_c H}{k} \sin \left( \frac{kl_c}{2} \right) \sin(\omega t)$$

(7)

where $l_c$ is the length of the capture chamber.

From (7), the volume flow rate may be described as [18,22,23]:

$$Q(t) = w_c H \sin \left( \frac{kl_c}{2} \right) \cos(\omega t)$$

(8)

Furthermore, by using (8) and taking into consideration the topology of the capture chamber, the axial airflow speed may be defined as [18,22,23]:

$$v_x(t) = \frac{Q(t)}{S} = \frac{8A_c w_c}{\pi D^2} \sin \left( \frac{\pi l_c}{c w} \right) \cos \left( \frac{2\pi}{T_w} T \right)$$

(9)

### 3.2. Wells Turbine Model

The airflow in the turbine duct will serve as the input to the Wells turbine model. The turbine under study shown in Figure 4 was invented by Dr. Allan Wells in the mid-1970s [25] and is a self-rectifying axial-flow turbine [26–28].

![Wells turbine of the NEREIDA OWC plant.](image)

Figure 4. Wells turbine of the NEREIDA OWC plant.

The Wells turbine may be described by the equations given in [12,14,29] to model the interaction between the ocean waves and the OWC plant.

The pressure drop across the turbine rotor is defined (in Pa) as:

$$dp = C_a K \left( \frac{1}{a} \right) \left[ v_x^2 + (r\omega_r)^2 \right]$$

(10)

where $a$ is the cross-sectional area, $C_a$ is the power coefficient, $r$ is the mean radius, $\omega_r$ is the angular velocity, and $K$ is the turbine constant (in kg/m) defined as:

$$K = \frac{\rho ln}{2}$$

(11)

where $\rho$ is the air density, $l$ is the blade chord length, $b$ is the blade height, and $n$ is the number of blades.

The torque obtained from the turbine may be expressed as:

$$T_t = rC_t K \left[ v_x^2 + (r\omega_r)^2 \right]$$

(12)
where \( C_t \) is the torque coefficient.

The relation between the torque and the pressure drop may be defined as:

\[
T_t = \frac{r_a C_t}{C_a} dp 
\]  
(13)

The flow coefficient of the Wells turbine can be expressed as:

\[
\phi = v_x (r \omega_r)^{-1} 
\]  
(14)

The expression of the flow rate can be defined as:

\[
Q = a v_x 
\]  
(15)

Lastly, the turbine efficiency may be written as:

\[
\eta_t = T_t \omega_r (dpQ)^{-1} = C_t (C_a \phi)^{-1} 
\]  
(16)

The curves of both the power coefficient \( C_a \) and the torque coefficient \( C_t \) against the flow coefficient \( \phi \) form the characteristic curves of the studied Wells turbine, which are presented in Figure 5a,b. These curves will be used to compute the turbine torque and generated power [18,22,23].

**Figure 5.** Characteristic curves of the installed Wells turbine. (a) Power coefficient versus flow coefficient; (b) torque coefficient versus flow coefficient.

### 3.3. Doubly-Fed Induction Generator Model

The mechanical power produced by the turbine drives the DFIG to supply electricity to the grid. In a \( d-q \) biphase frame, Figures 6 and 7 show the equivalent circuit of the DFIG in the \( d \)-axis and \( q \)-axis [18,22,23].

**Figure 6.** Equivalent circuit of the DFIG in the \( d \)-axis.
Hence, the DFIG model may be described by the equations given in [30–32].

The voltages across the stator and rotor in the $d$-$q$ frame may be written as [22,23,30–32]:

\[
\begin{align*}
    v_{ds} &= R_s i_{ds} + \frac{d\psi_{ds}}{dt} - \omega_s \psi_{qs} \\
    v_{qs} &= R_s i_{qs} + \frac{d\psi_{qs}}{dt} + \omega_s \psi_{ds} \\
    v_{dr} &= R_r i_{dr} + \frac{d\psi_{dr}}{dt} - \omega_r \psi_{qr} \\
    v_{qr} &= R_r i_{qr} + \frac{d\psi_{qr}}{dt} + \omega_r \psi_{dr}
\end{align*}
\] (17) (18)

where $R_s$ and $R_r$ are the stator and the rotor resistances, $\omega_s$ and $\omega_r$ are the stator and the rotor angular velocity, $i_{ds}$ and $i_{qs}$ are the $d$-$q$ stator currents, and $i_{dr}$ and $i_{qr}$ are the $d$-$q$ rotor currents.

The flux linkage in the stator and the rotor may be written as:

\[
\begin{align*}
    \psi_{ds} &= L_{ss} i_{ds} + L_m i_{dr} \\
    \psi_{qs} &= L_{ss} i_{qs} + L_m i_{qr} \\
    \psi_{dr} &= L_{rr} i_{dr} + L_m i_{ds} \\
    \psi_{qr} &= L_{rr} i_{qr} + L_m i_{qs}
\end{align*}
\] (19) (20)

where $L_{ss}$ and $L_{rr}$ are the stator and the rotor inductances and $L_m$ is the magnetizing inductance.

The generated electromagnetic torque may be expressed as:

\[ T_e = \frac{3}{2} p (\psi_{ds} i_{qs} - \psi_{qs} i_{ds}) \] (21)

where $p$ is the pair pole number.

The mechanical interaction between the turbine and the generator can be defined as:

\[ \frac{J}{p} \frac{d\omega_r}{dt} = T_e - T_i \] (22)

where $J$ is the inertia of the system.

3.4. Back-to-Back Converter Model

The power generated by the DFIG will be delivered to the grid through the back-to-back converter. In this context, a description and a model of the converter are presented.

The AC-DC-AC converter contains a Grid-Side Converter (GSC) wired to the grid and a Rotor-Side Converter (RSC) wired to the wound rotor windings [33,34]. Both of the converters are joined back-to-back by a DC-link capacitor, as illustrated in Figure 10.
The role of the RSC is applying the voltages at the rotor windings of the DFIG. It is intended to control the rotor currents in order to get the rotor flux aligned with the stator flux so as to produce the required torque at the shaft of the machine. This will help adjust the voltages and the generated power measured at the stator [35].

The active and reactive power at the stator may be written as:

\[ P_s = \frac{3}{2} (v_{ds} i_{ds} + v_{qs} i_{qs}) \]  
\[ Q_s = \frac{3}{2} (v_{qs} i_{ds} - v_{ds} i_{qs}) \]

The system at the grid side is composed of a GSC, grid filter, and the DC bus capacitor. This side of the converter is intended to adjust the DC-link voltage and is able to generate or absorb reactive power to guarantee the DC voltage regulation [22,35].

The exchanged active and reactive powers between the GSC and the grid may be written as [22,35]:

\[ P_g = \frac{3}{2} (v_{dg} i_{dg} + v_{qg} i_{qg}) \]  
\[ Q_g = \frac{3}{2} (v_{qg} i_{dg} - v_{dg} i_{qg}) \]

Here, \( v_{dg} \) and \( v_{qg} \) are the \( d-q \) components of the grid voltages and \( i_{dg} \) and \( i_{qg} \) are the \( d-q \) components of the grid currents.

The DC-link model describes the voltage variations of the capacitor as a function of the received power at the bus [35,36]. The energy stored in the capacitor can be expressed as:

\[ W_{dc} = \int P_{dc} dt = \frac{1}{2} C v_{dc}^2 \]

where \( C \) is the capacitance, \( v_{dc} \) is the capacitor’s voltage, \( W_{dc} \) is the stored energy, and \( P_{dc} \) is the input power to the DC-bus.

The derivatives of the voltage and energy at the DC-bus may be expressed as:

\[ \frac{dv_{dc}}{dt} = \frac{P_{dc}}{C v_{dc}} \]
\[ \frac{dW_{dc}}{dt} = P_{dc} \]

The DC-link power may be computed as:

\[ P_{dc} = P_{RSC} - P_{GSC} \]

Hence, the voltage at the DC-link varies as the power \( P_{dc} \) changes and is constant when \( P_{dc} \) is zero. Whether the DFIG is absorbing \( (P_{dc} < 0) \) or injecting \( (P_{dc} > 0) \) power from/to the grid, the variation of \( P_{dc} \) will vary the derivative of the voltage. This explains the need to regulate \( v_{dc} \) in order to keep \( P_{dc} \) positive and constant [35].

4. Problem Statement

The stalling phenomenon of the Wells turbine is a feature that limits the generated power. This behavior has been described by Equation (14); in fact, it arises as the airflow speed augments, but the rotational speed is low because the DFIG is not capable of rotating quick enough to keep up with the incoming airflow. Figure 5 shows that if the flow coefficient \( \phi \) exceeds a critical value 0.3, the torque coefficient \( C_t \) will decrease significantly due to the rotational speed \( \omega_r \) not keeping up with the axial flow speed \( v_x \).
To further comprehend the stalling phenomenon and its effect, an investigation of the OWC plant in two sea conditions has been performed. The results of the study on the flow coefficient and the turbine torque are presented in Figures 8 and 9 [22,23].

**Figure 8.** Flow coefficient vs. time for two wave magnitudes [22,23].

**Figure 9.** Turbine torques vs. time for two sea conditions [22,23].

The first sea state considers waves with an amplitude of 0.8 m and a wave period \( T_w = 10 \) s; this condition will result in a flow coefficient lower than the threshold value 0.3. Accordingly, no stalling behavior takes place in the produced torque as shown by both dashed curves of Figures 8 and 9. However, the second sea state considers waves with an amplitude of 1.25 m and a wave period \( T_w = 10 \) s; this scenario will result in a flow coefficient that exceeds the threshold value 0.3. Consequently, the stalling behavior takes place and affects the obtained turbine torque, reducing its average value, as shown by the continuous curve of Figure 9.

5. Control Statement

The stalling phenomenon may be avoided if the axial flow velocity \( v_x \) is regulated; this will prevent the flow coefficient \( \phi \) from surpassing the threshold value 0.3. By referring to Equation (14), this adjustment is feasible by governing the throttle valve in the turbine duct, as indicated in the airflow control scheme of Figure 10.
The suggested airflow control scheme uses a PID controller to control the opening of the throttle valve, which will adjust the airflow in the turbine duct. This is accomplished via measurements of the rotational speed and pressure drop from which the axial flow speed and the flow coefficient are computed. The flow coefficient is then compared to the reference flow coefficient $\phi_{ref}$, which in this case is the threshold value 0.3. The control signal is fed to a PWM module as the image of the duty cycle; hence, the control signal could be adapted to a value between 0 and 5 V if the TTL technology is used or between 0 and 15 V if IGBTs are used. The PWM module will control an H bridge to supply voltage to the DC motor rotating the throttle disc. Consequently, the valve is able to rotate its throttle disc to the desired angular opening. This will ensure the appropriate angular position to regulate the axial flow speed $v_x$.

Although PID controllers are robust versus uncertainties and structural variations in the plant parameters, their performance can be altered by such variations; hence the necessity of optimally-tuned gains emerged to help maintain the required performance. In this context, two design methodologies were adopted and implemented to improve the performance of a traditionally-tuned PID controller. The first approach is based on metaheuristic algorithms to obtain the optimal value of the gains, and the second approach is based on the fuzzy gain scheduling technique to regulate the gain values adaptively.

5.1. Metaheuristic-Based Airflow Control

5.1.1. Control Problem Formulation

Traditional PID tuning techniques are frequently founded on intricate and time-consuming trial-and-errors experimental processes. Additionally, with no proper systematic design method, the tuning procedure tends to become delicate and tedious. To deal with these design difficulties, the optimization theory is shown to be a successful approach to compute and optimize easily the PID parameters [37–41]. Many advanced metaheuristic algorithms have been studied and tested with different PID structures, controllers, and applications such as the Particle Swarm Optimization with decreasing Inertia (PSO-In) [42,43], the Fractional Particle Swarm Optimization Memetic Algorithm (FPSOMA) [42,43], and the Water Cycle Algorithm (WCA) [44,45].

The optimization problem of the PID tuning within the airflow strategy scheme aims to determine the control design parameters $x^* = (x_1^*, x_2^*, x_3^*)^T \in \mathbb{R}^3$ which corresponds to the PID controller gains, i.e., $x = (K_p, K_i, K_d)^T \in \mathbb{R}_+^3$, by minimizing the cost function, which have been chosen in this case as the Integral of Absolute Error (IAE) [22,23,43]:

$$f_{IAE}(x) = \int_0^{+\infty} |e(x, t)| \, dt$$  \hspace{1cm} (31)
where \( e(\cdot) \) represents the instantaneous error between the reference and the controlled plant output, as shown in Figure 11.

\[
\begin{align*}
\phi_{	ext{Ref}} & \rightarrow e \\
\phi_{	ext{Mes}} & \rightarrow \text{PID controller} \\
\rightarrow & \text{Metaheuristic Algorithm} \\
\rightarrow & \text{Capture chamber} \\
\leftarrow & \text{Throttle valve} \\
\rightarrow & \text{Wells turbine} \\
\rightarrow & \text{DFIG} \\
\rightarrow & \text{OWC Plant}
\end{align*}
\]

\[\text{Figure 11. Advanced metaheuristic-based airflow control scheme for OWC.}\]

The objective function is minimized by taking into consideration a number of time-domain constraints, which are related to the steady-state error \( E_{\text{ss}} \), the rise time \( t_r \), the settling time \( t_s \), and the overshoot \( \delta \) (%) criteria of the closed-loop step response [22,23,37].

The tuning problem concerning the airflow strategy for the oscillating water column system may be described by the constrained and nonlinear optimization formulation of Equation (32). This will be solved using the metaheuristic algorithms [22,23]:

\[
\begin{align*}
\begin{cases}
\text{minimize } f(x) \\
x = (K_p, K_i, K_d)^T \in S \subseteq \mathbb{R}^3_+ \\
\text{subject to:}
\end{cases}
\end{align*}
\]

\[
g_1(x) = E_{\text{ss}} - E_{\text{ss}}^{\text{max}} \leq 0 \\
g_2(x) = t_r - t_r^{\text{max}} \leq 0 \\
g_3(x) = t_s - t_s^{\text{max}} \leq 0
\]

(32)

where \( f: \mathbb{R}^3 \to \mathbb{R} \) is the objective function, \( S = \{ x \in \mathbb{R}^3_+, \ell_{\text{low}} \leq x \leq \ell_{\text{upper}} \} \) represents the bounded search space for the decision variables, and \( g_i: \mathbb{R}^3 \to \mathbb{R} \) \((i = 1, 2, 3)\) are the problem constraints. \( E_{\text{ss}}^{\text{max}}, t_r^{\text{max}} \) and \( t_s^{\text{max}} \) are the pre-specified maximum values for steady-state error, rise, and settling times, respectively.

A variety of methods have been suggested to deal with the constraints of problems such as Problem (32). The most common technique is applying penalties to the objective function. In this context, an external static penalty technique has been considered and is described as [38,39]:

\[
\phi(x) = f(x) + \sum_{j=1}^{n_{\text{con}}} \Lambda_j \max \left[ 0, g_j(x) \right]^2
\]

(33)

where \( \Lambda_j \) are the scaling penalty parameters and \( n_{\text{con}} \) is the number of constraints.

In a standard optimization process, the scaling parameters \( \Lambda_j \), used in Equation (33), will be linearly increased at every iteration step in order to enforce the constraints gradually. Usually, the quality of the obtained solutions is directly dependent on the specified values of the scaling parameters. In this work and to render the suggested method simple, large and constant scaling penalty parameters are considered [22,23,38].
In fact, the second term of Expression (33) augments the cost function of Problem (32) by static penalties, which are proportional to the level of constraint infeasibility, which means that the better the solution is when taking into consideration \( g_j \), the less penalties are applied, and therefore, it is maintained. However, the worse the solution obtained is, the more penalties are applied in order to reject it [22,23].

5.1.2. Harmony Search Algorithm

The Harmony Search Algorithm (HAS) was inspired by the musical process in the search for a fantastic harmony [46]. The HSA algorithm finds the finest musical state by aesthetic estimation [47–49]. A typical HSA executes the basic steps detailed below [49]:

- **Step 1:** Initializing the Harmony Memory (HM) arbitrarily with:

  \[
  HM = \begin{bmatrix}
  x_{11}^1 & x_{12}^1 & \cdots & x_{1n}^1 \\
  x_{21}^2 & x_{22}^2 & \cdots & x_{2n}^2 \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{HMS}^{HMS} & x_{HMS}^{HMS} & \cdots & x_{HMS}^{HMS}
  \end{bmatrix}
  \]  

  (34)

  Here, \( x^i = [x_{i1}^1, x_{i2}^2, \cdots, x_{in}^n] \) is a possible solution, and \( HMS \) is the size of the HM.

- **Step 2:** Improving a new solution \( x^i = [x_{i1}^1, x_{i2}^2, \cdots, x_{in}^n] \) from the harmony memory.

  The decision variables are determined by using the Harmony Memory Consideration Rate (HMCR) parameter described as the probability \( P_{\text{HMCR}} \) to select an element from the HM [47–49].

  \[
  \begin{align*}
  x_j' &\in \{ x_{1j}^1, x_{2j}^2, \cdots, x_{HMS}^{HMS} \}, \quad \text{with probability} \quad P_{\text{HMCR}} \\
  x_j' &\in X_j', \quad \text{with probability} \quad 1 - P_{\text{HMCR}}
  \end{align*}
  \]  

  (35)

  where \( X_j \) is the set of possible range of values for each decision variable.

  A Pitch Adjustment (PA) procedure will examine each element determined by the HMCR parameter to decide whether it should go under a pitch adjustment process using the Pitch Adjusting Rate (PAR) parameter described as the probability \( P_{\text{PAR}} \) to mutate a candidate solution from the HM [47,49].

  \[
  \text{PA} \left( x_j' \right) = \begin{cases} 
  \text{yes} & \text{with probability} \quad P_{\text{PAR}} \\
  \text{no} & \text{with probability} \quad 1 - P_{\text{PAR}}
  \end{cases}
  \]  

  (36)

- **Step 3:** Updating the harmony memory. New solutions from Step 2 are assessed. In fact, if the solution offers a better cost function compared to that of the worst component in the harmony memory, then the new solution will replace the worst element. Otherwise, it is discarded.

- **Step 4:** Abort executing when the termination condition is reached. Else, return to Step 2.

5.2. Fuzzy Gain Schedule-Based Airflow Control

To overcome the drawback of a traditionally-tuned PID controller, the Fuzzy Logic Controller (FLC) is used to tune PID gains online where the tracking error and the change of the tracking error are used to determine control parameters. The idea of Fuzzy Gain Scheduled PID (FGS-PID) was first introduced by Zhen-Yu Zhao et al. in 1993 [50]. Since then, many applications embraced this tuning method, including renewable energy converters [51–53].

The gains of the PID controller are determined using a fuzzy supervisor based on fuzzy rules and reasoning. This way, the PI gains are no longer fixed values; in fact, the gains vary relative to the error’s evolution.
Figure 12 illustrates the FGS-PID-based airflow control scheme proposed for the OWC plant. The input to the controller is the error between the reference flow coefficient $\phi_{\text{Ref}}$ and the measured flow coefficient $\phi_{\text{Mes}}$.

The expression of the PID controller in discrete-time is given as:

$$u(k) = u(k - 1) + K_p \Delta e(k) + K_i T_s e(k) + K_d \Delta e(k)$$  

(37)

where $u(k)$ is the control signal, $T_s$ is the sampling period, $e(k)$ is the error between the reference and the process output, $\Delta e(k)$ is the change of error defined as $\Delta e(k) = e(k) - e(k - 1)$, and $K_p$, $K_i$, and $K_d$ are, respectively, the proportional, integral, and derivative gains.

The fuzzy inference system that has been considered has two inputs and three outputs, $K_p$, $K_i$, and $K_d$ gains, as illustrated in Figure 13. It is assumed that the parameters $K_p$, $K_i$, and $K_d$ are in the prescribed ranges $[K_p^{\text{min}}, K_p^{\text{max}}]$, $[K_i^{\text{min}}, K_i^{\text{max}}]$, and $[K_d^{\text{min}}, K_d^{\text{max}}]$, respectively.

The PID controller parameters are calculated using the well-known normalization method as given in [50] as follows:

$$K_p' = \left( K_p - K_p^{\text{min}} \right) / \left( K_p^{\text{max}} - K_p^{\text{min}} \right)$$  

(38)

$$K_i' = \left( K_i - K_i^{\text{min}} \right) / \left( K_i^{\text{max}} - K_i^{\text{min}} \right)$$  

(39)

$$K_d' = \left( K_d - K_d^{\text{min}} \right) / \left( K_d^{\text{max}} - K_d^{\text{min}} \right)$$  

(40)

where $K_p'$, $K_i'$, and $K_d'$ are the fuzzy outputs obtained from the fuzzy rules for gain scheduling, which are defined in the form of IF-THEN as:

$$\text{if } (e \text{ is } A_i \text{ and } \Delta e \text{ is } B_i) \text{ then } (K_p' \text{ is } C_i \text{ and } K_i' \text{ is } D_i \text{ and } K_d' \text{ is } E_i)$$  

(41)

where $A_i$, $B_i$, $C_i$, $D_i$, and $E_i$ are the fuzzy sets on the corresponding fuzzy sets with $i = 1, 2, ..., m$.

The membership functions for the inputs $e$ and $\Delta e$ of the fuzzy supervisor are described with the fuzzy sets $A_i$ and $B_i$, which are characterized by the membership functions of Figure 13. Triangular and trapezoidal membership functions are used for input variables on the universe of discourse. The linguistic levels are Negative Big (NB), Negative (N), Zero (Z), Positive (P), and Positive Big (PB).
The membership functions for the output variables $K'_p$, $K'_i$, and $K'_d$ are described with the fuzzy sets $C_i$, $D_i$, and $E_i$, which are characterized by the membership functions of Figure 14.

Triangular and trapezoidal membership functions are used as well for output variables, and the linguistic levels are also NB, N, Z, P, and PB.

Hence, the grade of the membership functions $\mu_{A_i}$ and $\mu_{B_i}$ is defined as:

$$
\begin{align*}
\mu_{NB}(X) &= \left\{ \begin{array}{ll}
1 & \text{if } X \leq -3/2 \\
(-1/2 - X) & \text{if } X \in (-3/2, -1/2) \\
0 & \text{if } X \geq -1/2 
\end{array} \right. \\
\mu_{N}(X) &= \left\{ \begin{array}{ll}
0 & \text{if } X \leq -3/2 \\
(-X/2 - 3/4) & \text{if } X \in (-3/2, -1/2) \\
-2X & \text{if } X \in (-1/2, 0) \\
0 & \text{if } X \geq 0 
\end{array} \right. \\
\mu_{Z}(X) &= \left\{ \begin{array}{ll}
0 & \text{if } X \leq -1/2 \\
(2X+1) & \text{if } X \in (-1/2, 0] \\
(1-2X) & \text{if } X \in (0, 1/2) \\
0 & \text{if } X \geq 1/2 
\end{array} \right. \\
\mu_{P}(X) &= \left\{ \begin{array}{ll}
0 & \text{if } X \leq 0 \\
2X & \text{if } X \in (0, 1/2] \\
(3/2 - X) & \text{if } X \in (1/2, 3/2) \\
0 & \text{if } X \geq 3/2 
\end{array} \right. \\
\mu_{PB}(X) &= \left\{ \begin{array}{ll}
0 & \text{if } X \leq 1/2 \\
(X-1/2) & \text{if } X \in (1, 2] \\
1 & \text{if } X \geq 3/2 
\end{array} \right. 
\end{align*}
$$

where $X$ is $e$ or $\Delta e$. 

**Figure 13.** Membership functions for inputs $e$ and $\Delta e$. Negative Big (NB), Negative (N), Zero (Z), Positive (P), and Positive Big (PB).

**Figure 14.** Membership functions for outputs $K'_p$, $K'_i$, and $K'_d$. 

(42)
The grade of the membership functions \( \mu_{C_i}, \mu_{D_i}, \text{and } \mu_{E_i} \) is defined as:

\[
\mu_{NB}(X) = \begin{cases} 
1 & \text{if } X \leq -\frac{3}{4} \\
(4X+2) & \text{if } X \in \left(-\frac{3}{4}, -\frac{1}{2}\right) \\
0 & \text{if } X \geq -\frac{1}{2}
\end{cases}
\]

\[
\mu_{N}(X) = \begin{cases} 
0 & \text{if } X \leq -\frac{3}{4} \\
(4X+3) & \text{if } X \in \left(-\frac{3}{4}, -\frac{1}{2}\right] \\
-2X & \text{if } X \in \left(-\frac{1}{2}, 0\right) \\
0 & \text{if } X \geq 0
\end{cases}
\]

\[
\mu_{Z}(X) = \begin{cases} 
0 & \text{if } X \leq -\frac{1}{2} \\
(2X+1) & \text{if } X \in \left(-\frac{1}{2}, 0\right] \\
(1-2X) & \text{if } X \in \left(0, \frac{1}{2}\right) \\
0 & \text{if } X \geq \frac{1}{2}
\end{cases}
\]

\[
\mu_{P}(X) = \begin{cases} 
0 & \text{if } X \leq 0 \\
2X & \text{if } X \in \left(0, \frac{1}{2}\right] \\
(3-4X) & \text{if } X \in \left(\frac{1}{2}, \frac{3}{4}\right) \\
0 & \text{if } X \geq \frac{3}{4}
\end{cases}
\]

\[
\mu_{PB}(X) = \begin{cases} 
0 & \text{if } X \leq \frac{1}{2} \\
(4X-2) & \text{if } X \in \left(\frac{1}{2}, \frac{3}{4}\right] \\
1 & \text{if } X \geq \frac{3}{4}
\end{cases}
\]

where \( X \) is \( K'^p, K'^i, \text{or } K'^d \).

Three sets of 25 rules, shown in Tables 1–3, are used in (41). These rules may be determined heuristically based on the desired time step response of the process [50]. In our case, we focus on having the behavior of a conventional PID controller, but adaptively changing when the plant is running according to the error \( e \) and the error variation \( \Delta e \).

**Table 1. Fuzzy tuning rules for \( K'^p \).**

<table>
<thead>
<tr>
<th>( K'^p )</th>
<th>( e_k )</th>
<th>NB</th>
<th>N</th>
<th>Z</th>
<th>P</th>
<th>PB</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>NB</td>
<td>NB</td>
<td>NB</td>
<td>N</td>
<td>Z</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>NB</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Z</td>
<td></td>
</tr>
<tr>
<td>( \Delta e_k )</td>
<td>Z</td>
<td>NB</td>
<td>Z</td>
<td>P</td>
<td>PB</td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>Z</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>PB</td>
<td></td>
</tr>
<tr>
<td>PB</td>
<td>Z</td>
<td>P</td>
<td>PB</td>
<td>PB</td>
<td>PB</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2. Fuzzy tuning rules for \( K'^i \).**

<table>
<thead>
<tr>
<th>( K'^i )</th>
<th>( e_k )</th>
<th>NB</th>
<th>N</th>
<th>Z</th>
<th>P</th>
<th>PB</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>PB</td>
<td>PB</td>
<td>PB</td>
<td>N</td>
<td>NB</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>PB</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>Z</td>
<td></td>
</tr>
<tr>
<td>( \Delta e_k )</td>
<td>Z</td>
<td>P</td>
<td>P</td>
<td>Z</td>
<td>N</td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>Z</td>
<td>P</td>
<td>N</td>
<td>N</td>
<td>NB</td>
<td></td>
</tr>
<tr>
<td>PB</td>
<td>Z</td>
<td>N</td>
<td>NB</td>
<td>NB</td>
<td>NB</td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Fuzzy tuning rules for $K'_d$.

<table>
<thead>
<tr>
<th>$K'_d$</th>
<th>$e_k$</th>
<th>NB</th>
<th>N</th>
<th>Z</th>
<th>P</th>
<th>PB</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>NB</td>
<td>NB</td>
<td>N</td>
<td>Z</td>
<td>P</td>
<td>PB</td>
</tr>
<tr>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Z</td>
<td>P</td>
<td>PB</td>
</tr>
<tr>
<td>$\Delta e_k$</td>
<td>Z</td>
<td>Z</td>
<td>N</td>
<td>Z</td>
<td>P</td>
<td>PB</td>
</tr>
<tr>
<td>P</td>
<td>Z</td>
<td>N</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>PB</td>
</tr>
<tr>
<td>PB</td>
<td>Z</td>
<td>P</td>
<td>PB</td>
<td>PB</td>
<td>PB</td>
<td></td>
</tr>
</tbody>
</table>

The truth value of the $i$th rule in (41) is obtained by the product of the truth value of the components of the antecedent clauses as:

$$\mu_i = \mu_{A_i}(e(k)) \cdot \mu_{B_i}(\Delta e(k))$$  \hspace{1cm} (44)

By using the membership functions of Figure 14, we obtain:

$$\sum_{i=1}^{m} \mu_i = 1$$  \hspace{1cm} (45)

thus the defuzzification scheme is defined as:

$$K'_p = \sum_{i=1}^{m} \mu_i \cdot C_i$$  \hspace{1cm} (46)

$$K'_i = \sum_{i=1}^{m} \mu_i \cdot D_i$$  \hspace{1cm} (47)

$$K'_d = \sum_{i=1}^{m} \mu_i \cdot E_i$$  \hspace{1cm} (48)

The obtained fuzzy surfaces for $K'_p$, $K'_i$, and $K'_d$ gains are given by the 3D plots of Figure 15.

![Figure 15. Surface view of the fuzzy supervisor for $K'_p$, $K'_i$, and $K'_d$.](image)

6. Results and Discussion

This section presents the investigation carried out to evaluate the performance of both the HSA-based airflow control and the fuzzy gain scheduling-based airflow control. To evaluate the
performance of both implemented control methodologies, a comparison to the uncontrolled case and the case of the conventionally-tuned PID has been performed. In this context, the Ziegler–Nichols (ZN) experimental method has been chosen in this investigation, since it is the mainly-used and well-known conventional tuning technique for PID controllers in industry applications [54,55].

For the implemented OWC system, we considered the parameters obtained from real measurements at the NEREIDA wave power plant. These parameters were provided by the Basque Energy Agency (EVE) and are detailed in Table 4.

Table 4. Plant parameters from the NEREIDA wave power plant at Mutriku.

| Capture Chamber Wells Turbine DFIG Generator |
|---------------------------------------------|---------------------------------|
| $w_c = 4.5$ m                               | $n = 5$                         |
| $l_c = 4.3$ m                               | $b = 0.21$ m                    |
| $\rho_a = 1.19$ kg/m$^3$                    | $l = 0.165$ m                   |
| $\rho_w = 1029$ kg/m$^3$                    | $r = 0.375$ m                   |
| $a = 0.4417$ m$^2$                          | $f_{rated} = 50$ Hz            |
| $p = 2$                                     | $R_s = 0.5968$ Ω              |
|                                             | $R_f = 0.6258$ Ω              |
|                                             | $L_{ss} = 0.0003495$ H         |
|                                             | $L_{tr} = 0.324$ H             |
|                                             | $L_{mr} = 0.324$ H             |

6.1. Advanced PID Tuning and Setup

For the conventional PID controller, we tuned the gains using the second technique of the ZN-based experimental method [54]. After determining some preliminary values of the PI parameters using the ZN method, additional enhancements have been performed to ameliorate the controlled plant based on trial-and-error tests [55–57]. The gains obtained and considered were $K_p = 4800$, $K_i = 0.38$, and $K_d = 0.01$.

In the case of the fuzzy gain-scheduled PID, the gains of the PID were computed using the fuzzy supervisors. With the assumption that the parameters $K_p$, $K_i$, and $K_d$ were in the prescribed ranges $[K_p^{\text{min}}, K_p^{\text{max}}]$, $[K_i^{\text{min}}, K_i^{\text{max}}]$, and $[K_d^{\text{min}}, K_d^{\text{max}}]$, respectively, the predefined ranges of $K_p$, $K_i$, and $K_d$ for the fuzzy gain-scheduled PID in the airflow control were $K_p^{\text{min}} = 180$, $K_p^{\text{max}} = 8000$, $K_i^{\text{min}} = 0.1$, $K_i^{\text{max}} = 0.9$, and $K_d^{\text{min}} = 0.001$, $K_d^{\text{max}} = 0.9$.

In the case of the HSA-tuned PID, the same investigation has been carried out in previous works with the Particle Swarm Optimization with decreasing weight Inertia (PSO-In), the Fractional Particle Swarm Optimization Memetic Algorithm (FPSOMA), and the Water Cycle Algorithm (WCA) based on the identical parameters and scenarios, and the results found were presented in [22,23].

The results of the optimization-based PID tuning for the airflow control using all four algorithms are presented in Table 5. By comparing the results to that of the PSO-In, FPSOMA, and WCA, the HSA algorithm provided attractive results associated with a lower cost function.

Table 5. Results of the optimization from 20 trials of Problem (32): Particle Swarm Optimization with decreasing weight Inertia (PSO-In), the Fractional Particle Swarm Optimization Memetic Algorithm (FPSOMA), the Water Cycle Algorithm (WCA), and Harmony Search Algorithm (HSA).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Best</th>
<th>Mean</th>
<th>Worst</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO-In</td>
<td>8.092</td>
<td>8.357</td>
<td>11.743</td>
<td>1.692</td>
</tr>
<tr>
<td>FPSOMA</td>
<td>8.001</td>
<td>8.321</td>
<td>9.864</td>
<td>1.468</td>
</tr>
<tr>
<td>WCA</td>
<td>4.712</td>
<td>6.854</td>
<td>8.131</td>
<td>1.586</td>
</tr>
<tr>
<td>HSA</td>
<td>4.638</td>
<td>5.526</td>
<td>7.728</td>
<td>1.331</td>
</tr>
</tbody>
</table>

The history of convergence of all four tested algorithms is illustrated by the curves of Figure 16. The convergence of the HSA proves that the algorithm effectively located an interesting area of the
design search space to explore. Furthermore, compared to the other three implemented algorithms, it had the best results in terms of exploration and exploitation.

![Figure 16. Convergence curves of Problem (32).](image)

In this investigation, the simulation of the controlled plant has been carried out with the decision variables obtained from the mean case of optimization results by the HAS to set up the PID gains.

### 6.2. Performance in Regular Waves

To evaluate the power generation enhancement accomplished when using the suggested control design methodologies in regular waves, a study case was set up considering a representative sea state characterized by a wave period $T_w = 10$ s, water depth $h = 5$ m, and a wave amplitude of $A = 1.25$ m. This input sea condition is considered to provoke the stalling behavior in the Wells turbine.

An investigation has been performed to compare the HSA-tuned PID and FGS-PID to a conventionally-tuned PID and to the uncontrolled case. In this context, Figure 17 shows all four flow coefficient of the OWC system in regular waves.

![Figure 17. Flow coefficients with different control methodologies in regular waves. ZN, Ziegler–Nichols.](image)

It can be seen from the zoom-in section of the plot in Figure 17 that all controlled cases provided a flow coefficient close to the threshold value 0.3, unlike the uncontrolled case, which gave a flow coefficient that greatly exceeded the threshold value 0.3. However, the HSA offered the best adjustment with the closest value to 0.3, but did not exceed it, followed by the FGS technique. The ZN technique was sufficiently good, but slightly exceeded the threshold value.

The obtained flow coefficients may be explained by the error signal illustrated in Figure 18, which shows that when the waves were high, the controllers were regulating the the airflow and the error was reduced. The superiority of both proposed soft computing control design methodologies against the conventional ZN method can be observed from the zoom-in section of the figure.
Figure 18. Error signal with different control methodologies in regular waves.

Resulting from the obtained flow coefficient is the produced turbine torque shown in Figure 19, which shows the torque of the uncontrolled case affected by the stalling behavior, which decreased its average value to 58.8 N·m. On the other hand, all controlled cases avoided the stalling behavior, increasing the average value of the produced torques. It can be seen that the highest produced torque was obtained with the HSA tuning method with 65.21 N·m, followed by the FGS tuning with 65.10 N·m, and the traditionally-tuned PID with 64.01 N·m.

Figure 19. Turbine torque with different control methodologies in regular waves.

The generated power from the OWC in all four cases is shown in Figure 20.
Because the uncontrolled case was affected by the stalling phenomenon, the generated power was limited and low with an average value of $-15.75\,\text{kW}$; whereas, all controlled cases had higher power generation thanks to the implemented airflow control. It can be seen that the highest generated power was obtained with the HSA tuning method with $-18.36\,\text{kW}$, followed by the FGS tuning with $-18.29\,\text{kW}$, and the traditionally-tuned PID with $-17.11\,\text{kW}$.

The results of the study showed that airflow control successfully avoided the stalling phenomenon of the Wells turbine. Moreover, the proposed IC showed a superior performance against the conventional method. In fact, the HSA-tuned PID offered 16.57% power generation in regular waves, and the FGS-PID offered 16.12% power generation improvement; whereas, the conventionally-tuned PID offered only 8.63% generation improvement.

6.3. Performance in Irregular Waves

The irregular wave model presented in Section 2 has been considered for power generation improvement tests. To make this model specific to the waves at the site of Mutriku, the wave characteristics from the representative wave spectrum were used. The significant wave height was $H_s = 2.44\,\text{m}$, and the mean wave period was $T_w = 10\,\text{s}$.

The flow coefficient of the OWC system in irregular waves using the different control design methodologies is presented in Figure 21. It can be seen in the uncontrolled case that the flow coefficient fluctuated and in some regions exceeded the threshold value 0.3. Using the proposed airflow control, it is shown that the flow coefficient was regulated to the desired value 0.3.
Figure 21. Flow coefficients with different control methodologies in irregular waves.

The error signal of all three controls are illustrated in Figure 22, which shows that when the waves were high enough, the controllers were regulating the airflow, and the error was reduced. The superiority of the FGS-PID over the HSA-tuned PID and the ZN-tuned PID can be observed from the zoom-in section of the figure.

Figure 22. Error signal with different control methodologies in irregular waves.

The produced turbine torque of the OWC system is illustrated in Figure 23. To compare the controlled cases to the uncontrolled case, three instances were considered at $t_1 = 60$ s, $t_2 = 100$ s, and $t_3 = 250$ s to measure the torque in terms of the average value. It can be seen in all three instances that the produced turbine torque with airflow control was higher than that of the uncontrolled case. Moreover, the average value of the torque obtained with the FGS-PID was the highest.
The resulting generated power was higher in the controlled cases than in the uncontrolled case, with the superiority of the FGS-PID. In Figure 24, we can notice that the average value of the generated power, in all three instances, $t_1$, $t_2$, and $t_3$, is higher when using FGS-PID followed by the HSA-tuned PID.

The superiority of the FGS-PID over the HSA-tune PID in irregular waves is due to the fact that the gains of the controller were computed in real time using the fuzzy supervisor. This allows the gains of the FGS-PID to vary according to the changes in the varying inputs. On the other hand, the HSA-tuned PID had the optimal gains, but could not adapt to the changes as well as the FGS-PID.

With conventional tuning methods, the PID controller was tuned on a pre-specified operating point and without any direct knowledge of the system to be controlled. These characteristics limit the performance of the PID. The use of optimization algorithms such as the HSA helped overcome this limitation and improved the controller performance in regular waves. However, when the operating state of the power system varied with the irregular waves, the PID controller could not offer the assigned desirable performance. The optimum performance was achieved if the PID controller was capable of continuously tracking the changes occurring in the power system. This was achieved by
the fuzzy gain scheduling, an intelligent approach for online tuning. In fact, the FGS-PID offered 6.77% power generation improvement in irregular waves followed by the HSA-tuned PID with 5.29%; whereas, the conventionally-tuned PID offered only 4.39% power generation improvement.

7. Conclusions

In this article, the NEREIDA OWC-based wave power plant has been modeled and controlled. The airflow control strategy was implemented to deal with the stalling phenomenon, which is a feature of the Wells turbine that limits the generated power. The airflow strategy effectively controls the throttle valve to adjust the airflow in the turbine duct and thus avoid the stalling phenomenon.

To improve the performance of the PID controller, two intelligent control design methodologies were proposed and implemented. The first approach is based on advanced metaheuristic algorithms, which allowed us to compute the optimal gains of the controller. The harmony search algorithm has been considered and compared to other advanced algorithms, and it provided interesting results. The second method was based on a novel fuzzy gain-scheduled PID controller, which adaptively changes the controller’s gains using the designed fuzzy supervisors in real time.

To test the effectiveness of the proposed controls, two sea conditions of regular and irregular waves have been considered for the investigation. The waves were chosen from the site of Mutriku in order to provoke the stalling behavior of the Wells turbine. The results obtained prove that proposed intelligent controls not only successfully avoid the stalling behavior, enabling the plant to extract the full power of the incoming waves, but also provides better performance and higher power generation improvement than those of the airflow control using a conventional PID controller.
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