Nonlinear Position Stabilizing Control with Active Damping Injection Technique for Magnetic Levitation Systems
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Abstract: This proposal suggests a novel nonlinear position-stabilizing controller for magnetic levitation (MAGLEV) applications. The proposed scheme is devised by combining the active damping injection technique and disturbance observers (DOB), considering the inherent nonlinear dynamics, as well as parameter and load variations. The convergence and performance recovery properties are obtained by analyzing the closed-loop dynamics, which is the main contribution. The numerical verification confirms a considerable closed-loop robustness improvement, compared with the cascade-type feedback-linearization controller.
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1. Introduction

Magnetic levitation (MAGLEV) systems utilize an electromagnetic force to control the system body position. Due to the beneficial properties, noise reduction, and high durability and reliability, there are number of industrial applications, such as bearing position control system, MAGLEV passenger train, and so on [1–6]. However, the position control problem for MAGLEV systems is not trivial because of the inherent open-loop instability, strong nonlinearity, and a wide-range of load variations [7–9].

The MAGLEV system dynamics are strongly nonlinear, but they can be separated into slow mechanical dynamics and fast electrical dynamics [10,11]. Using this concept and linearization technique, a simple proportional-integral (PI) regulator was used to stabilize the current-loop (inner) and velocity/position-loop (outer) with a well-tuned feedback gain obtained by the time and frequency domain analysis [12]. The widening feasible operating region issue was handled by the additional gain-scheduling algorithm [13], particle swarm optimization [14], the state-feedback technique with convex optimization [15], and the adaptation algorithm for updating feedback gains [5]. These techniques still required the use of a linearized model of MAGLEV systems. There have been novel nonlinear control strategies without model linearization techniques, such as back-stepping [16], adaptive [17], sliding mode [18], fuzzy [19], coordinate transformation [20], nonlinear damping [6], and disturbance observer (DOB) techniques [21]. The stabilization region was considerably widened by these nonlinear control algorithms since the controller effectively eliminates or dominates the nonlinearities of MAGLEV system dynamics. An additional gain scheduling algorithm is still required to ensure a consistent closed-loop performance in spite of load variations coming from passengers, which corresponds to the motivation of this study.

The proposed nonlinear algorithm is designed to control the MAGLEV position robustly in the presence of parameter and load uncertainties. The advantages of this proposal fall into three parts. First, the damping injection technique in [22] is introduced so that the closed-loop transfer-function for inner- and outer-loops becomes the desired first-order low-pass filter (LPF) by pole-zero cancellations. Second,
the DOB is designed so that it estimates the time-varying disturbances coming from model-plant mismatches and load variations, exponentially. Third, based on the Lyapunov stability theorem, the closed-loop behavior is rigorously analyzed to provide the closed-loop stability and performance recovery property, which can eliminate the use of an additional gain scheduling algorithm. The realistic numerical simulation results verify the effectiveness of the proposed algorithm by showing the closed-loop robustness improvement with MATLAB/Simulink.

2. MAGLEV Nonlinear Behaviors

The mechanical and electrical behaviors of the MAGLEV system depicted in Figure 1 can be described by a set of nonlinear differential equations given by [5]:

\[
\begin{align*}
    \dot{d}_m(t) &= v_m(t), \\
    \dot{v}_m(t) &= \left(\frac{M_m + M_{load}}{M_m}\right)g - \frac{K_m}{M_m} \frac{i_c^2(t)}{d_m(t)} + \frac{f_{ext}(t)}{M_m}, \\
    \dot{i}_c(t) &= -\frac{R_{c,0}}{L_{c,0}} i_c(t) + \frac{1}{L_{c,0}} v_c(t), \quad \forall t \geq 0,
\end{align*}
\]

where the distance of \(d_m(t)\), velocity of \(v_m(t)\), and coil (inductor) current of \(i_c(t)\) are treated as the state-variables and the voltage of \(v_c(t)\) applied to the inductor is used as the control input. The signal of \(f_{ext}(t)\) models the external disturbance to the steel ball. The mechanical coefficients of \(M_m, M_{load}, g,\) and \(K_m\) represent the steel ball mass, load mass to the steel ball, and electromagnet force constant, respectively. The electrical coefficients of \(R_{c}\) and \(L_{c}\) stand for the resistance and inductance values in the inductor, respectively. Thus, the load mass of \(M_{load}\) and external disturbance of \(f_{ext}(t)\) act as the unknown load to be systematically treated by the control action.

The consideration of coefficient and load uncertainties results in a perturbed nonlinear dynamics of (1)–(3) as:

\[
\begin{align*}
    \dot{d}_m(t) &= v_m(t), \\
    \dot{v}_m(t) &= g - \frac{K_{m,0}}{M_{m,0}} \frac{i_c^2(t)}{d_m(t)} + w_{v,0}(t), \\
    \dot{i}_c(t) &= -\frac{R_{c,0}}{L_{c,0}} i_c(t) + \frac{1}{L_{c,0}} v_c(t) + w_{c,0}(t), \quad \forall t \geq 0,
\end{align*}
\]

with nominal coefficients of \(K_{m,0}, M_{m,0}, R_{c,0},\) and \(L_{c,0}\) of their true values of \(K_m, M_m, R_c,\) and \(L_c\), respectively. The two signals of \(w_{v,0}(t)\) and \(w_{c,0}(t)\) model the external disturbances from model-plant mismatches and load variations. This study designs a position tracking controller using the perturbed nonlinear dynamics of (4)–(6) in the following section.

Figure 1. MAGLEV system configuration.
3. Position Stabilizing Controller Design

The control objective for this section is given by:
\[
\lim_{t \to \infty} d_m(t) = d^*_m(t)
\] (7)
for a given desired trajectory of \(d^*_m(t)\) from the first-order low-pass filter (LPF):
\[
d^*_m(t) = \omega_{dc}(d_{m,ref}(t) - d_m(t)), \forall t \geq 0,
\] (8)
with the desired cut-off frequency of \(\omega_{dc} > 0\) and the reference distance of \(d_{m,ref}(t)\), \(\forall t \geq 0\). The dynamical equation of (8) is called the target dynamics in this article, which can be used as the desired performance for tracking applications. Note that the position regulation problem can be also handled by the control objective of (7) since the combination of (7) and (8) leads to:
\[
\lim_{t \to \infty} d_m(t) = d_m(\infty) = d_{m,ref}(\infty).
\]

To achieve the control objective of (7), Sections 3.1 and 3.2 clearly present the outer- and inner-loop controllers for an easy implementation in a sequential manner. Section 3.3 analyzes the closed-loop behaviors in which the convergence and performance recovery properties are provided.

3.1. Outer-Loop Design

3.1.1. Position Controller

First, rewrite the position dynamics of (4) as:
\[
\dot{d}_m(t) = \dot{v}_m(t) = \dot{v}_{m,ref}(t) - \dot{v}_m(t), \forall t \geq 0,
\] (9)
with \(\dot{v}_m(t) := v_{m,ref}(t) - v_m(t)\) and the velocity reference of \(v_{m,ref}(t)\), \(\forall t \geq 0\), which can be stabilized by the simple proportional-type position controller:
\[
v_{m,ref}(t) = \omega_{dc}\tilde{d}_m(t), \quad \omega_{dc} > 0, \quad \forall t \geq 0,
\] (10)
with \(\tilde{d}_m(t) := d_{m,ref}(t) - d_m(t), \forall t \geq 0\), and the design parameter of \(\omega_{dc} > 0\) assigning the cut-off frequency from the reference of \(d_{m,ref}(t)\) to the output of \(d_m(t)\).

The substitution of (10) with (9) leads to the closed-loop position dynamics as:
\[
\dot{d}_m(t) = \omega_{dc}\tilde{d}_m(t) - \dot{v}_m(t), \quad \forall t \geq 0,
\] (11)
which is used in Section 3.3.

3.1.2. Velocity Controller

The dynamics of \(\dot{v}_m(t)\) can be obtained by using the velocity dynamics of (5) as:
\[
\dot{v}_m(t) = -g + \frac{K_m}{M_m}\frac{\dot{I}_c^2(t)}{d_m(t)} + \dot{w}_v(t)
\]  
  \[
  = -g + \frac{K_m}{M_m}\frac{\dot{I}_c^2(t)}{d_m(t)} - i_c(t) - \dot{I}_c(t) + i_{c,ref}(t) + \dot{w}_v(t), \quad \forall t \geq 0,
\] (12)
with \( w_v(t) := \hat{\omega}_{m,ref}(t) - \omega_{c,0}(t) \) and \( \hat{\omega}_c(t) := \hat{i}_{c,ref}(t) - i_c(t), \forall t \geq 0 \). This manipulation is introduced to reduce the controller nonlinearities. A stabilizing solution to (12) is suggested with \( \hat{\omega}_{m,ref}(t) := 0, \forall t \geq 0, \) as:

\[
i_{c,ref}(t) = g - \frac{K_{m,0}}{M_{m,0}} \frac{\hat{i}_m^2(t)}{d_m(t)} + i_c(t) - \hat{\omega}_v(t)
- k_d \hat{\omega}_m(t) + \omega_{vc}(\hat{\omega}_{m,ref}(t) - \hat{\omega}_m(t)) + k_d \omega_{vc} \int_{0}^{t} (\hat{\omega}_{m,ref}(\tau) - \hat{\omega}_m(\tau)) d\tau, \quad \omega_{vc} > 0, \quad (13)
\]

\( \forall t \geq 0 \), with the DOB:

\[
\dot{z}_v(t) = -l_v z_v(t) - l_v^2 \hat{\omega}_m(t) + l_v \left( g - \frac{K_{m,0}}{M_{m,0}} \frac{\hat{i}_m^2(t)}{d_m(t)} \right), \quad (14)
\]

\[
\hat{\omega}_v(t) = z_v(t) + l_v \hat{\omega}_m(t), \quad \hat{\omega}_v(t) > 0, \quad \forall t \geq 0, \quad (15)
\]

where the design parameter of \( \omega_{vc} > 0 \) assigns the cut-off frequency from the reference of \( \hat{\omega}_{m,ref}(t) = 0 \) to the output of \( \hat{\omega}_m(t) = 0 \). The active damping term of \( k_d \hat{\omega}_m(t) \) is injected in the control law of (13) with \( k_d > 0 \) to turn the closed-loop behaviors into a first-order dynamics from the input of \( \hat{\omega}_{m,ref}(t) \) to the output of \( \hat{\omega}_m(t) \) via pole-zero cancellations. For details, see Section 3.3.

### 3.2. Inner-Loop Design

The dynamics of \( \tilde{i}_c(t) \) can be obtained by using the current dynamics of (6) as:

\[
\dot{i}_c(t) = \frac{R_{c,0}}{L_{c,0}} i_c(t) - \frac{1}{L_{c,0}} v_c(t) + w_c(t), \quad \forall t \geq 0, \quad (16)
\]

with \( w_c(t) := \tilde{i}_{c,ref}(t) - \tilde{i}_c(t), \forall t \geq 0 \). A stabilizing solution to (16) is suggested with \( \tilde{i}_{c,ref}(t) := 0, \forall t \geq 0, \) as:

\[
v_c(t) = L_{c,0} \left( \frac{R_{c,0}}{L_{c,0}} i_c(t) + k_{dc} \tilde{i}_c(t) - \omega_{cc}(\tilde{i}_{c,ref}(t) - \tilde{i}_c(t)) \right)
- k_{dc} \omega_{cc} \int_{0}^{t} (\tilde{i}_{c,ref}(\tau) - \tilde{i}_c(\tau)) d\tau + \hat{\omega}_c(t), \quad \omega_{cc} > 0, \quad \forall t \geq 0, \quad (17)
\]

with the DOB:

\[
\dot{z}_c(t) = -l_c z_c(t) - l_c^2 \tilde{i}_c(t) + l_c \left( \frac{R_{c,0}}{L_{c,0}} i_c(t) + \frac{1}{L_{c,0}} v_c(t) \right), \quad (18)
\]

\[
\hat{\omega}_c(t) = z_c(t) + l_c \tilde{i}_c(t), \quad \hat{\omega}_c(t) > 0, \quad \forall t \geq 0, \quad (19)
\]

where the design parameter of \( \omega_{cc} > 0 \) assigns the cut-off frequency from the reference of \( \tilde{i}_{c,ref}(t) = 0 \) to the output of \( \tilde{i}_c(t) = 0 \). The active damping term of \( k_{dc} \tilde{i}_c(t) \) is injected in the control law of (17) with \( k_{dc} > 0 \) to turn the closed-loop behaviors into a first-order dynamics from the input of \( \tilde{i}_{c,ref}(t) \) to the output of \( \tilde{i}_c(t) \) via pole-zero cancellations. For details, see Section 3.3. Figure 2 depicts the control system structure.
3.3. Analysis

Before analyzing the closed-loop properties, it is necessary to derive the closed-loop velocity and current error dynamics, which are provided in Lemmas 1 and 2.

**Lemma 1.** The proposed current reference of (13) renders the velocity error dynamics of (12) to be governed by:

\[
\dot{\bar{\theta}}_m(t) = \omega_{vc}(\bar{\theta}_{m,ref}(t) - \bar{\theta}_m(t)) - \bar{i}_c(t) + \bar{w}_v(t), \quad \forall t \geq 0,
\]

with \(\bar{\theta}_{m,ref}(t) = 0, \forall t \geq 0\).

**Proof.** Consider the closed-loop dynamics obtained by substitution of (13) with (12) as:

\[
\dot{\bar{\theta}}_m(t) = -(k_d + \omega_{vc})\dot{\bar{\theta}}_m(t) - k_d\omega_{vc}\bar{\theta}_m(t) + \omega_{vc}\dot{\bar{\theta}}_{m,ref}(t) + k_d\omega_{vc}\bar{\theta}_{m,ref}(t) - \bar{i}_c(t) + \bar{w}_v(t), \quad \forall t \geq 0,
\]

whose Laplace transform, \(f(t) \mapsto F(s) = \mathcal{L}\{f(t)\}\), is given by:

\[
(s^2 + (k_d + \omega_{vc})s + k_d\omega_{vc})\bar{V}_m(s) = \omega_{vc}(s + k_d)\bar{V}_{m,ref}(s) + s(-\bar{i}_c(s) + \bar{W}_v(s)), \quad \forall s \in \mathbb{C}. \tag{21}
\]

The factorization of \((s^2 + (k_d + \omega_{vc})s + k_d\omega_{vc}) = (s + k_d)(s + \omega_{vc})\) renders (21) to be:

\[
(s + \omega_{vc})\bar{V}_m(s) = \omega_{vc}\bar{V}_{m,ref}(s) + \frac{s}{s+k_d}(-\bar{I}_c(s) + \bar{W}_v(s))
\]

\[
= \omega_{vc}\bar{V}_{m,ref}(s) + (1 - \frac{k_d}{s+k_d})(-\bar{I}_c(s) + \bar{W}_v(s)), \quad \forall s \in \mathbb{C},
\]

via pole-zero cancellations, which gives the closed-loop velocity dynamics by taking the inverse Laplace transform as:

\[
\dot{\bar{\theta}}_m(t) = \omega_{vc}(\bar{\theta}_{m,ref}(t) - \bar{\theta}_m(t)) - \bar{i}_c(t) + \bar{w}_v(t) - k_d\omega_{vc}(-\bar{i}_c(t) + \bar{w}_v(t))
\]

\[
\approx \omega_{vc}(\bar{\theta}_{m,ref}(t) - \bar{\theta}_m(t)) - \bar{i}_c(t) + \bar{w}_v(t), \quad \forall t \geq 0,
\]

where the exponential convergence property of \(k_d\omega_{vc}(-\bar{i}_c(t) + \bar{w}_v(t)) \to 0\) justifies the approximation above. \(\square\)
The Laplace transform of resulting equation of (20) can be obtained with the assumption of \( \dot{\tilde{e}}(t) = \tilde{\omega}_v(t) = 0, \forall t \geq 0, \) as:

\[
\frac{\tilde{V}_m(s)}{\tilde{V}_{m,ref}(s)} = \frac{\omega_{cc}}{s + \omega_{cc}}, \quad \forall s \in \mathbb{C},
\]  

(22)

where \( \mathcal{L}\{\tilde{v}_{m,ref}(t)\} = \tilde{V}_{m,ref}(s) \) and \( \mathcal{L}\{\tilde{v}_m(t)\} = \tilde{V}_m(s) \), which shows that the design parameter of \( \omega_{cc} \) can be tuned for the first-order LPF of (22) with the desired cut-off frequency in rad/s.

**Lemma 2.** The proposed control input of (17) renders the current error dynamics of (16) to be governed by:

\[
\dot{\tilde{e}}_c(t) = \omega_{cc}(\tilde{e}_{c,ref}(t) - \tilde{e}_c(t)) + \tilde{\omega}_c(t), \quad \forall t \geq 0,
\]  

(23)

with \( \dot{\tilde{e}}_{c,ref}(t) = 0, \forall t \geq 0. \)

**Proof.** Consider the closed-loop dynamics obtained by substitution of (17) with (16) as:

\[
\dot{\tilde{e}}_c(t) = -(k_{dc} + \omega_{cc})\tilde{e}_c(t) - k_{dc}\omega_{cc}\tilde{e}_c(t) + \omega_{cc}\tilde{e}_{c,ref}(t) + \tilde{\omega}_c(t), \quad \forall t \geq 0,
\]

whose Laplace transform is given by:

\[
(s^2 + (k_{dc} + \omega_{cc})s + k_{dc}\omega_{cc})\tilde{I}_c(s) = \omega_{cc}(s + k_{dc})\tilde{I}_{c,ref}(s) + s\tilde{W}_c(s), \quad \forall s \in \mathbb{C}.
\]  

(24)

The factorization of \((s^2 + (k_{dc} + \omega_{cc})s + k_{dc}\omega_{cc}) = (s + k_{dc})(s + \omega_{cc})\) renders (24) to be:

\[
(s + \omega_{cc})\tilde{I}_c(s) = \omega_{cc}\tilde{I}_{c,ref}(s) + \frac{s}{s + k_{dc}}\tilde{W}_c(s) = \omega_{cc}\tilde{I}_{c,ref}(s) + (1 - \frac{k_{dc}}{s + k_{dc}})\tilde{W}_c(s), \quad \forall s \in \mathbb{C},
\]

via pole-zero cancellations, which gives the closed-loop velocity dynamics by taking the inverse Laplace transform as:

\[
\dot{\tilde{e}}_c(t) = \omega_{cc}(\tilde{e}_{c,ref}(t) - \tilde{e}_c(t)) + \tilde{\omega}_c(t) - k_{dc}e^{-k_{dc}t}\tilde{\omega}_c(t) \\
\approx \omega_{cc}(\tilde{e}_{c,ref}(t) - \tilde{e}_c(t)) + \tilde{\omega}_c(t), \quad \forall t \geq 0,
\]

where the exponential convergence property of \( k_{dc}e^{-k_{dc}t}\tilde{\omega}_c(t) \to 0 \) justifies the approximation above. \( \Box \)

The Laplace transform of resulting equation of (23) can be obtained with the assumption of \( \tilde{\omega}_c(t) = 0, \forall t \geq 0, \) as:

\[
\frac{\tilde{I}_c(s)}{\tilde{I}_{c,ref}(s)} = \frac{\omega_{cc}}{s + \omega_{cc}}, \quad \forall s \in \mathbb{C},
\]  

(25)

where \( \mathcal{L}\{\tilde{I}_{c,ref}(t)\} = \tilde{I}_{c,ref}(s) \) and \( \mathcal{L}\{\tilde{I}_c(t)\} = \tilde{I}_c(s) \), which shows that the design parameter of \( \omega_{cc} \) can be tuned for the first-order LPF of (25) with the desired cut-off frequency in rad/s.

**Theorem 1.** The closed-loop system including the proposed control law of (10), (13), (17) with DOBs of (14), (15), (18), and (19) ensures the exponential convergence:

\[
\lim_{t \to \infty} d_m(t) = d_{m,ref}(t)
\]  

(26)
as \( \dot{m}_{\text{ref}}(t) \to 0 \) and \( \dot{w}_x(t) \to 0, x = v, c, \) exponentially.

**Proof.** The combinations of the DOB output equations of (15) and (19) and the DOB dynamics of (14) and (18) lead to:

\[
\begin{align*}
\dot{w}_v - l_v \dot{m}_v &= -l_v (\dot{w}_v - l_v \dot{m}) - l_v^2 \dot{m}_v + l_v (g - \frac{K_m \dot{m}}{M_{m,0} d_m^2}), \\
\dot{w}_c - l_c \dot{m}_c &= -l_c (\dot{w}_c - l_c \dot{m}_c) - l_c^2 \dot{m}_c + l_c \left( \frac{R_c}{L_{c,0}} \dot{m}_c + \frac{1}{L_{c,0}} v_c \right), \quad \forall t \geq 0,
\end{align*}
\]

which indicates that:

\[
\begin{align*}
\dot{w}_v &= l_v (\dot{m}_v + g - \frac{K_m}{M_{m,0} d_m^2} \dot{m}) = l_v (w_v - \dot{w}_v) = l_v \dot{w}_v, \\
\dot{w}_c &= l_c (\dot{m}_c - \frac{R_c}{L_{c,0}} \dot{m}_c + \frac{1}{L_{c,0}} v_c - \dot{w}_c) = l_c (w_c - \dot{w}_c) = l_c \dot{w}_c, \quad \forall t \geq 0,
\end{align*}
\]

where the two relationships of (12) and (16) are used and \( \ddot{w}_x := w_x - \dot{w}_x, x = v, c. \) Consider the positive-definite function defined as:

\[
V := \frac{1}{2} \dot{m}_m^2 + \frac{\kappa_c}{2} \dot{w}_m^2 + \frac{\kappa_c}{2} \dot{w}_c^2 + \sum_{x = v, c} \frac{\gamma_x}{2} \dot{w}_x^2, \quad \kappa_x > 0, \quad \gamma_x > 0, \quad x = v, c,
\]

whose time derivative can be obtained using the closed-loop trajectories of (11), (20), (23), (27), and (28) as:

\[
\begin{align*}
\dot{V} &= \dot{d}_m (-\omega_{dc} \dot{d}_m + \dot{m}_m + \dot{d}_{m,\text{ref}}) + \kappa_x \dot{w}_x (-\omega_{vc} \dot{w}_m - \dot{m}_c + \dot{w}_c) + \kappa_c \dot{w}_c (-\omega_{vc} \dot{w}_m - \dot{m}_c + \dot{w}_c) \\
&\quad + \sum_{x = v, c} \gamma_x \dot{w}_x (-l_x \dot{w}_x + \dot{w}_x) \\
&\leq - \frac{\omega_{dc}}{2} \dot{d}_m^2 - (\kappa_c \omega_{vc} - \frac{1}{2} \omega_{dc}) \dot{m}_m^2 - \frac{1}{2} \omega_{dc} \dot{m}_c^2 - (\kappa_c \omega_{vc} - \frac{\kappa_c}{2} - \frac{1}{2} \omega_{vc}) \dot{w}_c^2 \\
&\quad - \sum_{x = v, c} (\gamma_x l_x - \frac{\kappa_c}{2}) \dot{w}_x^2 + \sum_{x = v, c} \gamma_x \dot{w}_x \dot{w}_x + \dot{d}_{m,\text{ref}} \dot{d}_m, \quad \forall t \geq 0,
\end{align*}
\]

where Young’s inequality, \( xy \leq \frac{\epsilon}{2}x^2 + \frac{1}{\epsilon}y^2, \forall \epsilon > 0, \) is applied. Now, defining \( \kappa_v := \frac{1}{\omega_{vc}} \left( \frac{\kappa_c}{2} + \frac{3}{2} \right), \)

\( \kappa_c := \frac{1}{\omega_{vc}} (\frac{\kappa_c}{2} + 1), \quad \text{and} \quad \gamma_x := \frac{1}{\epsilon} \left( \frac{\kappa_c}{2} + \frac{1}{\epsilon} \right), \quad x = v, c, \) it holds that:

\[
\begin{align*}
\dot{V} &\leq - \frac{\omega_{dc}}{2} \dot{d}_m^2 - \frac{1}{2} \dot{m}_m^2 - \frac{1}{2} \dot{w}_m^2 - \frac{1}{2} \dot{w}_c^2 - \sum_{x = v, c} \frac{1}{2} \dot{w}_x^2 + \gamma_x \dot{w}_x \dot{w}_x + d_{m,\text{ref}} \dot{d}_m, \quad \forall t \geq 0,
\end{align*}
\]

with \( \alpha := \min \left\{ \omega_{dc}, \frac{1}{\kappa_v}, \frac{1}{\gamma_x}, \frac{1}{\gamma_x} \right\}. \) Therefore, \( \dot{d}_m \to \dot{d}_{m,\text{ref}} \) as \( \dot{d}_{m,\text{ref}} \to 0 \) and \( \dot{w}_x \to 0, \)

\( x = v, c, \) exponentially, since the mapping of \( \begin{bmatrix} \gamma_x \dot{w}_v & \gamma_c \dot{w}_c & d_{m,\text{ref}} \end{bmatrix}^T \to \begin{bmatrix} \dot{w}_v & \dot{w}_c & \dot{d}_m \end{bmatrix}^T \) is strictly passive. \( \Box \)

Finally, Theorem 2 provides the performance recovery property using the results of Lemma 1, Lemma 2, and Theorem 1 through the Lyapunov stability criterion.
**Theorem 2.** The proposed control law of (10), (13), (17) with DOBs of (14), (15), (18), and (19) forces the closed-loop system to recover exponentially the target dynamics of (8), i.e.,

\[
\lim_{t \to \infty} d_m(t) = d_m^*(t)
\]

as \( \dot{v}_x(t) \to 0, x = v, c, \) exponentially.

**Proof.** The error defined as \( \dot{d}_m := d_m^* - d_m \) satisfies that:

\[
\dot{d}_m = -\alpha_{dc} d_m + \bar{v}_m, \quad \forall t \geq 0,
\]

due to (8) and (11). Define the positive-definite function as:

\[
V^* := V \bigg|_{d_m = d_m^*}, \quad \forall t \geq 0,
\]

with the function of \( V \) defined in (29). Then, it follows from the closed-loop dynamics of (20), (23), (27), (28), and (32) that:

\[
\dot{V}^* = \frac{\omega_{dc}}{2} (d_m^*)^2 - \left( \kappa_{c} \omega_{vc} - \frac{1}{2 \alpha_{dc}} - 1 \right) \dot{\bar{v}}_m^2 - \left( \kappa_{c} \omega_{cc} - \frac{\kappa_{v}^2}{2} - \frac{1}{2} \right) \dot{\bar{c}}_m^2
\]

\[
- \sum_{x=v,c} \left( \kappa_x \dot{w}_x - \frac{\kappa_x^2}{2} \right) \bar{w}_x^2 + \sum_{x=v,c} \gamma_x \bar{w}_x \bar{w}_x, \quad \forall t \geq 0,
\]

with the application of Young’s inequality. The constants of \( \kappa_{v}, \kappa_{c}, \) and \( \gamma_x, x = v, c \) defined in the proof of Theorem 1 yield:

\[
\dot{V}^* \leq \frac{-\omega_{dc}}{2} (d_m^*)^2 - \frac{1}{2} \dot{\bar{v}}_m^2 - \frac{1}{2} \dot{\bar{c}}_m^2 - \sum_{x=v,c} \frac{1}{2} \dot{\bar{w}}_x^2 + \sum_{x=v,c} \gamma_x \bar{w}_x \bar{w}_x, \quad \forall t \geq 0,
\]

Therefore, \( d_m \to d_m^* \) as \( \bar{w}_x \to 0, x = v, c, \) exponentially, since the mapping of \( \begin{bmatrix} \gamma_v \bar{w}_v & \gamma_c \bar{w}_c \end{bmatrix}^T \to \begin{bmatrix} \bar{w}_v & \bar{w}_c \end{bmatrix}^T \) is strictly passive. \( \square \)

4. Simulations

This section numerically demonstrates the advantages of the proposed controller by conducting the simulations using MATLAB/Simulink. The feedback-linearization (FL) controller, recently introduced in [23–25], was used for comparison. MAGLEV was emulated using the nonlinear differential equations of (1)–(3) with the ode45 solver in the continuous-time variable-step setting. The control algorithms were implemented using the C language-based S-function with the discrete time setting and control period of 0.1 ms. The MAGLEV system parameters were selected as:

\[
\begin{align*}
M_m &= 725 \text{ kg}, \quad M_{\text{load}} = 200 \text{ kg}, \quad g = 9.8 \text{ m/sec}^2, \\
R_c &= 4.4 \Omega, \quad L_c = 908 \text{ mH}, \quad K_m = 5.45 \times 10^{-3} \text{ N} \cdot \text{m}^2/\text{A}^2,
\end{align*}
\]

which was given in the experimental study [5]. The nominal parameter values for controllers were set to \( M_{m,0} = 0.7 M_m, R_{c,0} = 0.8 R_c, L_{c,0} = 1.3 L_c, \) and \( K_{m,0} = 1.2 K_m. \)
For the proposed controller, the design parameters for cut-off frequencies were adjusted as
\[ f_{dc} = 0.5, \quad f_{vc} = 10, \quad f_{cc} = 30 \text{ Hz} \], so that
\[ \omega_{dc} = 2\pi f_{dc} = 1.885, \quad \omega_{vc} = 2\pi f_{vc} = \omega_{cc} = 188.5 \text{ rad/s}. \] The remaining design parameters were tuned as
\[ k_d = k_{dc} = 20, \quad l_v = l_c = 628. \] The feedback linearization controller, used for comparison, is given by:
\[
v_c(t) = L_{c,0} \omega_{cc} \tilde{i}_c(t) + R_{c,0} \omega_{cc} \int_0^t \tilde{i}_c(\tau) d\tau, \quad \forall t \geq 0, \]
with the current reference of:
\[
i_{c,\text{ref}}(t) = \sqrt{\frac{M_{m,0} d_{m,0}^2(t)}{K_{m,0}}} (g - 2\omega_{vc} \tilde{\theta}_m(t) - \omega_{vc}^2 \int_0^t \tilde{\theta}_m(\tau) d\tau), \quad \forall t \geq 0, \]
where the velocity reference of \( \tilde{v}_{m,\text{ref}}(t) \) was set to be the same as the proposed one of (10). It is easy to see that the FL controller assigns the same cut-off frequency for inner- and outer-loops, which gives a rationale for the FL controller to be chosen for comparison.

The first stage evaluates the position tracking performance under three types of external disturbances of
\[ f_{ext,1}(t) = 2 \times 10^3 \sin(2\pi 2t), \quad f_{ext,2}(t) = 4 \times 10^3 \sin(2\pi 2t), \quad \text{and} \quad f_{ext,3}(t) = 8 \times 10^3 \sin(2\pi 2t). \] The position reference of \( d_{m,\text{ref}}(t) \) was applied in a pulse-wave form whose minimum and maximum values are 1 cm and 2 cm, respectively, with the frequency of 0.1 Hz and the duty ratio of 50%. The closed-loop position responses are presented in Figure 3, which clearly indicates that the proposed controller considerably enhances the closed-loop robustness for several types of external disturbances while maintaining tracking performance at the same level. Figures 4 and 5 show the corresponding current and DOB responses. As can be seen from Figure 4, the current over-/under-shoots are effectively reduced by the proposed controller thanks to the DOBs.

In the second stage, the position regulation performance was verified for the desired position of 1 cm under the external disturbance of \( f_{ext,1}(t) = 2 \times 10^3 \sin(2\pi 2t) \). The load mass was increased from its initial value of \( M_{load} = 200 \text{ kg} \) to 400/600/900 kg, and it was restored to \( M_{load} = 200 \text{ kg} \) in a step-wise manner. The position regulation performance comparison results are provided in Figure 6, which demonstrates that the position under-/over-shoot reduction and closed-loop robustness improvement are both accomplished by the proposed controller. Figure 7 shows the corresponding current behaviors.

![Figure 3](image-url)  
*Figure 3. Position tracking performance comparison results under three types of external disturbances of \( f_{ext,1}(t) \), \( f_{ext,2}(t) \), and \( f_{ext,3}(t) \).*
**Figure 4.** Current behavior comparison results under three types of external disturbances of $f_{\text{ext},1}(t)$, $f_{\text{ext},2}(t)$, and $f_{\text{ext},3}(t)$.

**Figure 5.** DOB behaviors.

**Figure 6.** Position regulation performance comparison results for three load mass variation scenarios under external disturbances of $f_{\text{ext},1}(t)$. 

The last stage investigates the closed-loop position tracking performance changes while increasing the cut-off frequency, $f_{dc} = 0.1, 0.2, 0.5$ Hz. The external disturbance was set to $f_{ext}(t) = f_{ext,1}(t)$. Figure 8 provides the resulting position tracking behavior change tendency. As intended, the proposed controller successfully renders the closed-loop position behaviors to be governed by the desired first-order LPF dynamics, which corresponds to the numerical evidence of the performance recovery property asserted in Theorem 2.

5. Conclusions

A novel nonlinear position tracking controller was presented in this study, based on the active damping injection and DOB techniques. The parameter and load variation problems were systematically handled. The beneficial closed-loop properties were derived by rigorously analyzing the closed-loop dynamics, which was also numerically confirmed by the realistic simulations under various convincing scenarios. The simulation results also partially verified the closed-loop robustness under the model-plant mismatches from parameter and load uncertainties. A future study will investigate an optimal design parameter selection method with experimental evidence. In particular,
the proposed method will be expanded to the general six degree-of-freedom MAGLEV systems with robustness analysis from an experimental study.
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