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Abstract: This paper presents a modeling study conducted on the central Oregon coast for wave resource characterization, using the unstructured grid Simulating WAve Nearshore (SWAN) model coupled with a nested grid WAVEWATCH III® (WWIII) model. The flexibility of models with various spatial resolutions and the effects of open boundary conditions simulated by a nested grid WWIII model with different physics packages were evaluated. The model results demonstrate the advantage of the unstructured grid-modeling approach for flexible model resolution and good model skills in simulating the six wave resource parameters recommended by the International Electrotechnical Commission in comparison to the observed data in Year 2009 at National Data Buoy Center Buoy 46050. Notably, spectral analysis indicates that the ST4 physics package improves upon the ST2 physics package’s ability to predict wave power density for large waves, which is important for wave resource assessment, load calculation of devices, and risk management. In addition, bivariate distributions show that the simulated sea state of maximum occurrence with the ST4 physics package matched the observed data better than with the ST2 physics package. This study demonstrated that the unstructured grid wave modeling approach, driven by regional nested grid WWIII outputs along with the ST4 physics package, can efficiently provide accurate wave hindcasts to support wave resource characterization. Our study also suggests that wind effects need to be considered if the dimension of the model domain is greater than approximately 100 km, or O (10^2 km).
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1. Introduction

Third-generation wave models have been significantly developed in recent years to capture nonlinear wave–wave interaction dynamics and nearshore shallow water hydrodynamics. The most popular third-generation phase-average spectral models, such as WAVEWATCH III® (WWIII) [1], the Wave Action Model (WAM) [2], Simulating WAve Nearshore (SWAN) [3], TOMAWAC [4], and MIKE-21 Spectral Wave (MIKE-21 SW) [5] models, have been widely validated in many coastal waters and open oceans worldwide. For example, the WWIII model has been maintained and used for operational ocean wave forecasts by the National Oceanic and Atmospheric Administration’s (NOAA’s) National Centers for Environmental Prediction (NCEP) [1,6,7]. The WAM is operated by the European Centre for Medium-Range Weather Forecasts (ECMWF), which provides wave hindcast data over the North Atlantic Ocean. WWIII results have been used to produce the first ocean wave energy resource assessment in the United States [8]. The WAM was also used to estimate wave energy resources in Europe. Both the WAM and WWIII are most commonly used to simulate wind-generated waves in deep waters and provide open boundary conditions for simulating wave dynamics in intermediate and shallow water areas. WWIII uses a time-splitting approach, calculating the solution of the energy balance equation differing from the WAM’s numerical scheme [9]. Although WWIII
includes curvilinear, structured, and unstructured grid options, the structured grid has been the most commonly used.

In contrast to structured grid models, unstructured grid models use flexible meshes that have high resolutions to represent the complicated bottom topography and irregular coastlines in nearshore areas (coarser resolutions are used for other areas). Hence, it is computationally more efficient to simulate wave climate with high spatial variability using one model grid without nesting [10]. For instance, TOMAWAC, a third-generation spectral wave model within the integrated TELEMAC modeling system, uses the finite element numerical method in an unstructured grid framework [11]. The TELEMAC system was originally developed by the Laboratoire National d’Hydraulique et Environnement in France and its primary users are based in European countries. UnSWAN is the unstructured grid version of the SWAN wave model, which has been widely used worldwide [10,12–14]. Please note that “unstructured grid SWAN” is often used in the literature, but that for the sake of brevity we shall use “UnSWAN” in this paper.

The main benefit of unstructured grids is that they can be applied at variable spatial resolutions while using the same flexible computational grid. Flexible meshes are useful in capturing the sharp gradients at varying water depths. MIKE 21 SW is the commercial 3G spectral wave sub-module of the MIKE 21 modeling system that solves action balance equations on an unstructured grid, using a finite volume method [15]. Similar to UnSWAN, it simulates the effects of various nonlinear physical effects. A recently developed unstructured grid version of WWIII remains under continuous development and validation [1,16–19]. Because the development of unstructured grid spectral wave models is relatively new compared to that of structured grid models, previous applications of unstructured grid wave models to characterize wave climate and resources are limited. Recently, Robertson et al. [20] applied UnSWAN to simulate wave resource characterization on the Pacific Northwest coast of Vancouver Island, British Columbia, which has very complex coastlines and a narrow continental shelf. Based on a review of the literature, we found that the UnSWAN is more popular and better validated than other unstructured grid wave models, including TOMAWAC, unstructured grid WWIII, and MIKE-21 SW. Therefore, UnSWAN was selected for this study because of its sophistication and popularity.

The International Electrotechnical Commission (IEC) released a Technical Specification (TS) for wave energy resource assessment and characterization that includes a set of standards and methods for consistent and accurate assessment of wave energy resources [21]. Following IEC TS recommendations, a number of wave energy resource assessment studies have been conducted. Lenee-Bluhm et al. assessed and characterized the wave energy resource of the U.S. Pacific Northwest using six characteristic quantities, compared with the archived spectral records from 10 wave measurement buoys from the National Data Buoy Center (NDBC) and the Coastal Data Information Program (CDIP) [22]. Akpinar et al. presented a potential wave energy assessment in the Black Sea and showed spatial distribution maps based on monthly, seasonal, and annual averages for the establishment and design of a wave energy converter (WEC) system [23]. García-Medina et al. conducted a seven-year hindcast, using nested grid WWIII and structured grid SWAN models to assess the temporal and spatial variability as well as the trend of wave resources in Oregon and southwestern Washington [24,25]. Yang et al. conducted a wave resource assessment at a test bed off the central Oregon coast, using structured grid WWIII and SWAN with a four-level nested grid approach. The physics packages were also compared to better understand the effects of the ST4 physics model for predicting wave characteristics in the frequency and directional 2D domain [26]. Structured grid WWIII and SWAN were used to evaluate wave energy resources on the United Kingdom’s southwest coast and on France’s west coast by Soares et al. and Goncalves et al. They found that the model performance of simulating significant wave height is better than that of mean period [27,28]. Silva et al. used WWIII and SWAN to assess wave energy resources with high resolution. They identified the differences in wave energy resources between the Iberian north and west coast with the consistent parameterization of the SWAN model setup and wind forcing [29]. Bento et al. assessed potential wave energy resources at Galway Bay using WWIII and SWAN. They found that the model performance was not good in

the bay, because it is difficult for the model to generate local wind waves in a small fetch within the enclosed bay area [30]. Morim et al. assessed the wave energy resource along the southeastern coast of Australia, using the structured grid WWIII and the curvilinear SWAN. They indicated that the wind field observations from the coastal ocean to overland wind would be considered for the future research [31]. Akpinar et al. recommended applying unstructured grid systems and validating wind fields against observed wind data to further improve the wave model [32].

This paper describes how the model skills of WWIII and UnSWAN for predicting the wave energy resource parameters recommended by the IEC TS were calculated and compared with those calculated from the WWIII results. Because wave models and the quality of wave hindcasts are highly dependent on the quality of the wind field [32–35], the sensitivity of wind effects on wave predictions was also investigated. A detailed validation of physics packages using the modeled wave spectra and bivariate distributions is described.

2. Methods

2.1. Wave Models

Both WWIII and UnSWAN were used in this study. UnSWAN includes source terms for linear and exponential wind input growth and the formulation for wind input parameterization. Dissipation terms due to whitecapping, depth-induced wave breaking, and quadruplet and triad wave interactions were considered in the simulation. WWIII consists of source terms with different physics package options that consider sea ice and various wind–wave interaction and dissipation effects [6,36,37]. Specifically, the ST2 physics package is based on previously developed wind input and nonlinear interaction source terms and a new dissipation source term consisting of high- and low-frequency constituents [36]. The ST4 physics package consists of new parameterizations for swell, wave breaking, and short-wave dissipations of winds-generated waves, which are consistent under a wide range of conditions and at scales from the global ocean to coastal regions [37]. Both ST2 and ST4 physics packages were evaluated in this study.

2.2. Wave Model Grids

The model domain chosen off the central Oregon coast is shown in Figure 1. Real-time wave and meteorological data were collected from NDBC Buoy 46050 inside the model domain, using representative water depth and high-quality, long-term wave measurements.

A nested grid modeling approach was employed to drive the UnSWAN model in this study. Three levels of structured grid WWIII models provide the open boundaries for the unstructured grid model. The model domain coverage, spatial resolution, and grid size (number of grid points) for Global Grid L1 and two Intermediate Grids L2 and L3, are summarized in Table 1. The model output from the Intermediate Grid L3 provides wave open boundary conditions for the unstructured grid model domain.

<table>
<thead>
<tr>
<th>Grid Name</th>
<th>Coverage</th>
<th>Resolution (Long., Lat.)</th>
<th>Grid Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global Grid L1</td>
<td>77.5° S–77.5° N</td>
<td>0.5° × 0.5° (30’ × 30’)</td>
<td>223,920</td>
</tr>
<tr>
<td>Intermediate Grid L2</td>
<td>35°–50° N; 128°–120° W</td>
<td>0.1° × 0.1° (6’ × 6’)</td>
<td>12,231</td>
</tr>
<tr>
<td>Intermediate Grid L3</td>
<td>43.6°–45.9° N; 125.6°–123.8° W</td>
<td>1’ × 1’</td>
<td>15,151</td>
</tr>
</tbody>
</table>

The model bathymetry for all grid levels was interpolated using three NOAA bathymetry data sets: (1) 1 arc-minute ETOPO1 Global Relief Model, (2) 3 arc-second Coastal Relief Model, and (3) 1/3 arc-second tsunami high-resolution bathymetry data. The 1 arcminute ETOPO1 Global Relief Model was used for the outer shelf region and the deep ocean basins. The 3 arcsecond (~90 m) Coastal Relief Model for the inner shelf region was used for the model bathymetry and for the L2 to UnSWAN model.
The resolution of the Coastal Relief Model data set was sufficient for the inner shelf region, because the local model grid resolution is approximately 300 m. The model bathymetry was further interpolated from NOAA’s high-resolution (1/3 arcsecond) tsunami bathymetry data. The dimension of the unstructured grid for the model domain is 12 arcsec by 10 arcsec. The unstructured grid of the model domain includes 44,974 nodes and 89,100 elements.

An extended UnSWAN model grid, UnSWAN (L), was generated to support the conduct of additional sensitivity tests of unstructured grid flexibility and wind effect. UnSWAN (L) covers a much larger region with flexible meshes—from approximately 125.6° W to 124° W in the longitudinal direction and from 43.7° N to 45.6° N in the latitudinal direction—to demonstrate the flexibility and efficiency of unstructured grid models. The UnSWAN (L) model grid and the bathymetric features are shown in Figure 2. For the internal region that overlays the UnSWAN model domain (water depth less than 500 m), the grid resolution is very fine and has an average element area of 82,066 m², which is equivalent to a side length of 435 m for an equilateral triangle. Outside the UnSWAN domain, the grid resolution gradually decreases to about 8000 m toward the open boundary, where the maximum water depth is about 3000 m (Figure 2).
default parameter settings were applied to all model simulations. The spectral resolution meets the minimum requirements specified by the IEC TS [21]: 15 degrees. This spectral resolution meets the minimum requirements specified by the IEC TS [21]:

wave resource parameters are as follows: omnidirectional wave power, $H_m$, significant wave height, $T_e$, energy period, $\theta$, spectral width, $\epsilon_a$, direction of maximum directionally resolved wave power, $\theta$; and the directionality coefficient, $d_{\theta}$. The formulations of these six wave resource parameters are defined below.

The omnidirectional wave power, $I_{omni}$, sums the contributions to energy flux from each of the components of the wave spectrum that qualifies the total sea state.
\[ J = \rho g \sum_{i,j} c_{g,i} S_{ij} \Delta f_i \Delta \theta_j \]  

(1)

where
- \( \rho \) = the density of sea water,
- \( g \) = the gravitational constant,
- \( c_g \) = the group velocity,
- \( S \) = the frequency–direction wave spectrum,
- \( \Delta f_i \) = the frequency bin width at each discrete frequency, and
- \( \Delta \theta_j \) = the incident direction bin width at each discrete direction.

Assuming that waves are Rayleigh-distributed, the significant wave height may be estimated from spectral data based on the zeroth frequency spectral moment as

\[ H_s \sim H_{m0} = 4.004 \sqrt{m_0} \]  

(2)

where the \( n \)th spectral moments of the variance spectrum are calculated as

\[ m_n = \sum_i f^n_i S_i \Delta f_i \]  

(3)

The energy period, \( T_e \), is widely used in the wave energy community and it is given by

\[ T_e = \frac{m_{-1}}{m_0} \]  

(4)

The spectral width, \( \epsilon_0 \), given by

\[ \epsilon_0 = \sqrt{\frac{m_0 m_{-2}}{(m_{-1})^2} - 1}, \]  

(5)

describes the spreading of wave energy over the frequency spectrum. Note that directions play an important role in WEC designs and deployment. To evaluate the directionality of the wave energy resource, the directionally resolved wave power is the sum of the wave power at each spectral direction \( \theta \):

\[ J_\theta = \rho g \sum_{i,j} c_{g,i} S_{ij} \Delta f_i \Delta \theta_j \cos(\theta - \theta_j) \delta \]  

(6)

where \( J_\theta \) is the directionally resolved wave power in spectral direction \( \theta \). The maximum directional resolved wave power, \( J_{\theta_{\text{max}}} \), and associated direction, \( \theta_{\text{max}} \), can possibly be qualified for detailed WEC performance investigations. In addition, the directionality coefficient, \( d_\theta \), represents the direction of the wave power preference, and it is defined as:

\[ d_\theta = \frac{J_{\theta_{\text{max}}}}{J}. \]  

(7)

3.2. Model Performance Metrics

The six IEC TS wave resource parameters were calculated from both UnSWAN model results and measured data at NDBC Buoy 46050. Figure 3 shows the comparisons of three representative wave resource parameters—omnidirectional wave power, \( J_{\text{omni}} \); significant wave height, \( H_{m0} \); and energy period, \( T_e \)—between UnSWAN model results forced by WWIII-ST2 simulation and the measurements in 2009. Overall, model predictions for these three wave resource parameters match the observed
data well and closely capture the seasonal variations in the measured data. Wave power density and significant wave height are much smaller from June to September than those from November to April, corresponding to the seasonal wind variations in the region.

Model performance was also examined using XY scatter plots for all six wave resource parameters in Figure 4. The XY scatter plots show good correlations between simulated and observed omnidirectional wave power, significant wave height, and energy period, similar to the time-series comparisons in Figure 3. Furthermore, simulated omnidirectional wave power and significant wave height exhibit more scattering for large waves (Figure 4a,b), indicating that the model’s function of predicting large waves under extreme events is less accurate than that under the normal sea-state conditions. In addition, the simulated wave energy periods tend to be slightly larger compared to observed data (Figure 4c). Furthermore, the simulated spectral width falls within the range of 0.2 to 0.7; the small value corresponds to a narrow spectral spread in winter, whereas the large value corresponds to a broad spread in summer [22] (Figure 4d). However, correlations for the direction of the maximum directionally resolved wave power and directionality coefficient are not very strong, as shown in Figure 4e,f.

Figure 3. Hourly time-series comparison of three representative International Electrotechnical Commission (IEC) wave resource parameters between UnSWAN (ST2) predictions and observed data over the one-year period of 2009 at NDBC Buoy 46050. The open-boundary condition of UnSWAN is forced with the model output of WWIII, using the ST2 physics package.

Figure 4. XY scatter plots of six IEC wave resource parameters for UnSWAN, using the ST2 physics package versus observed data. The solid black line indicates the 1:1 line.
For each of six wave resource parameters recommended by the IEC TS, the following model performance metrics were computed to show the model skills, which are commonly used in other modeling studies [24,26]. All of these metrics represent an average estimate of the difference between predicted and measured values over a defined period of simulation. The root-mean-square-error (RMSE) is defined as

\[ \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{N} (X_i - Y_i)^2}{N}} \]  \hspace{1cm} (8)

where \( N \) is the number of observed data, \( X_i \) is model predictions, and \( Y_i \) is the observed data.

RMSE represents the sample standard deviation of the differences between modeled data and measured data.

The percentage error (PE) is defined as

\[ \text{PE} (\%) = \frac{100}{N} \sum_{i=1}^{N} \left( \frac{X_i - Y_i}{Y_i} \right) \]  \hspace{1cm} (9)

The scatter index (SI) is the RMSE normalized by the average of all measured data \( \bar{Y} \)

\[ \text{SI} = \frac{\text{RMSE}}{\bar{Y}} \]  \hspace{1cm} (10)

Model bias and percentage bias represent the average difference between the predicted and measured data, which are defined as

\[ \text{Bias} = \frac{1}{N} \sum_{i=1}^{N} (X_i - Y_i). \]  \hspace{1cm} (11)

and

\[ \text{Bias} (\%) = \frac{\sum_{i=1}^{N} X_i - \sum_{i=1}^{N} Y_i}{\sum_{i=1}^{N} Y_i}, 100 \]  \hspace{1cm} (12)

The linear correlation coefficient (\( R \)) is defined as

\[ R = \frac{\sum_{i=1}^{N} (X_i - \bar{X}) (Y_i - \bar{Y})}{\sqrt{\left( \sum_{i=1}^{N} (X_i - \bar{X})^2 \right) \left( \sum_{i=1}^{N} (Y_i - \bar{Y})^2 \right)}} \]  \hspace{1cm} (13)

The model performance metrics for WWIII simulation (independent runs with ST2 and ST4 packages) and UnSWAN simulation (runs with WWIII boundary conditions when ST2 and ST4 physics were applied respectively) for the six IEC TS parameters are listed in Table 2. The error statistics for all four model runs are very similar to those in the previous studies conducted in the same region. This indicates that all model runs perform very well and that the results are in good agreement with the observed data at NDBC Buoy 46050. The RMSEs for \( J_{\text{omni}} \), \( H_s \), and \( T_e \) are approximately 20 and 21 (kW/m), 0.43 and 0.46 m, 0.99 and 0.94 s, respectively, for WWIII and UnSWAN with the ST2 package. In comparison, the RMSEs for \( J_{\text{omni}} \), \( H_s \), and \( T_e \) are about 15 and 15 (kW/m), 0.36 and 0.35 m, 1.21 and 1.09 s, respectively, for WWIII and UnSWAN with the ST4 package. This suggests that WWIII and UnSWAN with the ST4 physics package perform better in simulating \( J_{\text{omni}} \) and \( H_s \), but slightly worse in simulating the wave energy period \( T_e \) (Table 2). Overall, UnSWAN results have better linear correlation coefficients than WWIII for all six IEC wave resource parameters. Also, for both models, spectral width (\( \epsilon_0 \)), direction of maximum directionally resolved wave power (\( \theta \), and the directionality coefficient (\( d_\theta \)), show generally low correlation coefficients. The low correlation coefficient of \( \epsilon_0 \) is caused by the higher-order moments of the variance spectrum. For \( \theta \) and \( d_\theta \), the low correlation coefficients are due to the uncertainties in both modeled and measured directional metrics [20,22,24].
Table 2. Performance metrics for WWIII and UnSWAN using the ST2 and ST4 physics packages.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Model</th>
<th>RMSE</th>
<th>PE (%)</th>
<th>SI</th>
<th>Bias</th>
<th>Bias (%)</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WWIII–ST2</td>
<td>20</td>
<td>32</td>
<td>0.66</td>
<td>6.1</td>
<td>19.7</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>WWIII–ST4</td>
<td>15</td>
<td>25</td>
<td>0.48</td>
<td>2.0</td>
<td>6.5</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>UnSWAN–ST2</td>
<td>21</td>
<td>38</td>
<td>0.68</td>
<td>6.7</td>
<td>21.5</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>UnSWAN–ST4</td>
<td>15</td>
<td>28</td>
<td>0.47</td>
<td>2.9</td>
<td>9.4</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>WWIII–ST2</td>
<td>0.43</td>
<td>9</td>
<td>0.19</td>
<td>0.17</td>
<td>7.3</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>WWIII–ST4</td>
<td>0.36</td>
<td>4</td>
<td>0.16</td>
<td>0.01</td>
<td>0.4</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>UnSWAN–ST2</td>
<td>0.46</td>
<td>12</td>
<td>0.20</td>
<td>0.19</td>
<td>8.5</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>UnSWAN–ST4</td>
<td>0.35</td>
<td>6</td>
<td>0.16</td>
<td>0.05</td>
<td>2.3</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>WWIII–ST2</td>
<td>0.99</td>
<td>7</td>
<td>0.11</td>
<td>0.50</td>
<td>5.6</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>WWIII–ST4</td>
<td>1.21</td>
<td>11</td>
<td>0.14</td>
<td>0.86</td>
<td>9.7</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>UnSWAN–ST2</td>
<td>0.94</td>
<td>6</td>
<td>0.11</td>
<td>0.50</td>
<td>5.6</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>UnSWAN–ST4</td>
<td>1.09</td>
<td>9</td>
<td>0.12</td>
<td>0.77</td>
<td>8.6</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>WWIII–ST2</td>
<td>0.07</td>
<td>3</td>
<td>0.20</td>
<td>0.01</td>
<td>1.6</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>WWIII–ST4</td>
<td>0.07</td>
<td>4</td>
<td>0.21</td>
<td>0.01</td>
<td>2.5</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>UnSWAN–ST2</td>
<td>0.07</td>
<td>2</td>
<td>0.20</td>
<td>0.00</td>
<td>1.1</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>UnSWAN–ST4</td>
<td>0.07</td>
<td>6</td>
<td>0.20</td>
<td>0.02</td>
<td>4.7</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>WWIII–ST2</td>
<td>22.87</td>
<td>-2</td>
<td>0.08</td>
<td>-6.86</td>
<td>-2.4</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>WWIII–ST4</td>
<td>23.33</td>
<td>-2</td>
<td>0.08</td>
<td>-7.62</td>
<td>-2.7</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>UnSWAN–ST2</td>
<td>22.04</td>
<td>-2</td>
<td>0.08</td>
<td>-6.44</td>
<td>-2.3</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>UnSWAN–ST4</td>
<td>22.17</td>
<td>-2</td>
<td>0.08</td>
<td>-7.26</td>
<td>-2.5</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>WWIII–ST2</td>
<td>0.10</td>
<td>7</td>
<td>0.13</td>
<td>0.05</td>
<td>6.2</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>WWIII–ST4</td>
<td>0.10</td>
<td>7</td>
<td>0.13</td>
<td>0.05</td>
<td>5.8</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>UnSWAN–ST2</td>
<td>0.10</td>
<td>7</td>
<td>0.13</td>
<td>0.05</td>
<td>5.6</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>UnSWAN–ST4</td>
<td>0.10</td>
<td>6</td>
<td>0.12</td>
<td>0.04</td>
<td>5.4</td>
<td>0.49</td>
</tr>
</tbody>
</table>

3.3. Evaluation of Physics Packages

To compare the model skills of the ST2 (UnSWAN-ST2) and ST4 (UnSWAN-ST4) physics packages, wave spectra are presented here in terms of radian frequency (ω) in Hz and variance density (S) in m²s/rad. Figure 5a compares the predicted and measured wave spectrum at NDBC Buoy 46050 at 5 a.m. on 17 November 2009, the time at which large waves occurred in November. The buoy data show a single swell peak at 0.0875 Hz, and the UnSWAN-ST4 result compares better with the data than the UnSWAN-ST2 result. Figure 5b shows the monthly averaged wave spectrum in November 2009, which confirms that the ST4 package performs better than the ST2 package, as relative to matching the buoy data. The ST4 physics package can improve the model’s ability to predict the significant wave height and timing of large waves because of the better ST4 representation of peak frequency, as shown in Figure 5b. This is consistent with the performance metrics for simulated omnidirectional power in Table 2; the UnSWAN-ST4 result has a smaller over-predicted bias (9.4%) than the UnSWAN-ST2 result (21.5%).

In addition, the modeled and measured wave spectra at NDBC Buoy 46050 at 1 a.m. on 15 July 2009 and the July monthly average are shown in Figure 6a,b, respectively. Model results from UnSWAN-ST2 and UnSWAN-ST4 show a trend similar to the measured data, but slight under-prediction for the spectrum peak (Figure 6b). Figure 6b shows that the swell components (the first peak) are over-predicted while the wind sea components (the second peak) are under-predicted by both ST2 and ST4 physics packages. The ST4 physics package also appears to perform better in simulating swell growth and dissipation.
performs slightly better in simulating energy period. Significant wave height is divided into 1 m bins of under 0.10, and the maximum occurring sea state predicted by UnSWAN-ST2 is 87, which occurred at occurrence number 61 (Figure 7). The sea states with the maximum significant wave height do not correspond to the percent of total energy, because they only occur at limited times [31]. In comparison, the maximum occurring wave state predicted by UnSWAN-ST2 is 87, which occurred at $H_{m0} = (3–4)$ m and $T_e = (11–12)$ s (Figure 8a), while the maximum occurrence number predicted by UnSWAN-ST4 is 62, at $H_{m0} = (2–3)$ m and $T_e = (11–12)$ s (Figure 8b). Therefore, UnSWAN-ST4 has an overall better performance than UnSWAN-ST2 in predicting the bivariate distribution of sea state. However, UnSWAN-ST4 predicted the maximum occurrence sea state at the same significant wave height as the measurements, while UnSWAN-ST2 predicted it for the same energy period. This explains why UnSWAN-ST4 has a better modeling ability to predict significant wave height [34], while UnSWAN-ST2 performs slightly better in simulating energy period.

Figure 5. Measured and modeled wave spectra at NDBC Buoy 46050 (a) at 5 a.m. on 17 November 2009; and (b) the November monthly average, 2009.

Figure 6. Measured and modeled wave spectra at NDBC Buoy 46050 (a) at 1 a.m. on 15 July 2009; and (b) the July monthly average, 2009.

3.4. Bivariate Distributions

Bivariate distributions are often used to convey the occurrence frequency of the wave climate characteristic defined by significant wave height and energy period [22], and to show the details of the mean annual frequency and energy transport characteristics of wave height and energy period combination [20]. Figure 7 shows the number of hours and the proportion of annual incident energy transport characteristics expected from sea states featuring significant wave height and energy period for buoy observations in the year 2009. Significant wave height is divided into 1 m bins over a range of 0–10 m, and the wave energy period is discretized by 1 s bins over the range of 5–16 s. The frequency in number of hours per year is illustrated by each discrete combination of significant wave height and frequency bins, while the percent of total energy is indicated by the contour color ramp. The maximum-occurring wave state is at $H_{m0} = (2–3)$ m and $T_e = (11–12)$ s with occurrence number 61 (Figure 7). The sea states with the maximum significant wave height do not correspond to the percent of total energy, because they only occur at limited times [31]. In comparison, the maximum occurring wave state predicted by UnSWAN-ST2 is 87, which occurred at $H_{m0} = (3–4)$ m and $T_e = (11–12)$ s (Figure 8a), while the maximum occurrence number predicted by UnSWAN-ST4 is 62, at $H_{m0} = (2–3)$ m and $T_e = (11–12)$ s (Figure 8b). Therefore, UnSWAN-ST4 has an overall better performance than UnSWAN-ST2 in predicting the bivariate distribution of sea state. However, UnSWAN-ST4 predicted the maximum occurrence sea state at the same significant wave height as the measurements, while UnSWAN-ST2 predicted it for the same energy period. This explains why UnSWAN-ST4 has a better modeling ability to predict significant wave height [34], while UnSWAN-ST2 performs slightly better in simulating energy period.
Figure 7. Bivariate distribution of occurrence and energy showing the probability and energy distribution defined by significant wave height and energy period. The results are calculated from the field data at NDBC 46050 in 2009.

Figure 8. (a) UnSWAN-ST2 and (b) UnSWAN-ST4 bivariate distribution of occurrence and energy showing the probability and energy distribution defined by significant wave height and energy period.

The maximum occurring sea state does not correspond to the sea state with the highest percentage of total energy, because of the contribution from waves with lower significant wave height and energy periods, as shown in Figures 7 and 8. These findings are consistent with Lenee-Bluhm et al. [22]. Red shading is used to differentiate the percent of total energy; dark red color means the greatest
contribution to energy. In Figure 7, the maximum percentage of total energy derived from data occurs at $H_{m0} = (6–7)$ m and $T_e = (9–10)$ s. On the other hand, the maximum percentage of total energy simulated by UnSWAN-ST2 occurs at $H_{m0} = (4–5)$ m and $T_e = (10–11)$ s, and at $H_{m0} = (7–8)$ m and $T_e = (14–15)$ s (Figure 8a), while the maximum simulated by UnSWAN-ST4 occurs at $H_{m0} = (6–7)$ m and $T_e = (11–5)$ s, and at $H_{m0} = (6–7)$ and $T_e = (14–15)$ (Figure 8b). This is indicative of the ST4 physics package being more skilled at simulating significant wave heights and bivariate distributions of maximum energy.

3.5. Wind Effects

Surface wind forcing plays an important role in the accuracy of the wave model hindcast, particularly under extreme wave conditions. To demonstrate the wind effects, a model simulation with UnSWAN in a much larger domain was also conducted. Model performance metrics for simulating the six wave resource parameters using UnSWAN with both the small and larger domains were compared. The UnSWAN (L) has performance metrics (Table 3) that are similar to those of UnSWAN in the model domain (UnSWAN–ST4, Table 2). Note that for the six IEC parameters, UnSWAN–ST4 results without wind forcing simulation were similar to UnSWAN–ST4 results with wind simulation, as listed in Table 2. This suggests that for the small domain, the wind effect has no significant impact on the accuracy of the numerical wave hindcast. This finding is consistent with [35].

Table 3. Performance matrix for UnSWAN (L), considering wind effects using the ST4 physics package.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>UnSWAN (L)–ST4</th>
<th>RMSE</th>
<th>PE (%)</th>
<th>SI</th>
<th>Bias</th>
<th>Bias (%)</th>
<th>$R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J$ (kW/m)</td>
<td>wind</td>
<td>20</td>
<td>39</td>
<td>0.63</td>
<td>6.0</td>
<td>19.2</td>
<td>0.91</td>
</tr>
<tr>
<td>no wind</td>
<td>22</td>
<td>30</td>
<td>0.71</td>
<td>3.7</td>
<td>11.7</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>$H_s$ (m)</td>
<td>wind</td>
<td>0.44</td>
<td>12</td>
<td>0.19</td>
<td>0.18</td>
<td>7.8</td>
<td>0.94</td>
</tr>
<tr>
<td>no wind</td>
<td>0.54</td>
<td>5</td>
<td>0.24</td>
<td>0.03</td>
<td>1.3</td>
<td>0.88</td>
<td></td>
</tr>
<tr>
<td>$T_e$ (s)</td>
<td>wind</td>
<td>0.98</td>
<td>7</td>
<td>0.11</td>
<td>0.56</td>
<td>6.2</td>
<td>0.91</td>
</tr>
<tr>
<td>no wind</td>
<td>1.50</td>
<td>14</td>
<td>0.17</td>
<td>1.05</td>
<td>11.8</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td>$\epsilon_0$</td>
<td>wind</td>
<td>0.06</td>
<td>2</td>
<td>0.19</td>
<td>0.00</td>
<td>0.7</td>
<td>0.72</td>
</tr>
<tr>
<td>no wind</td>
<td>0.09</td>
<td>–10</td>
<td>0.25</td>
<td>–0.04</td>
<td>–12.2</td>
<td>0.57</td>
<td></td>
</tr>
<tr>
<td>$\theta$</td>
<td>wind</td>
<td>21.83</td>
<td>–2</td>
<td>0.08</td>
<td>–7.28</td>
<td>–2.6</td>
<td>0.77</td>
</tr>
<tr>
<td>no wind</td>
<td>26.75</td>
<td>–2</td>
<td>0.09</td>
<td>–8.20</td>
<td>–2.9</td>
<td>0.62</td>
<td></td>
</tr>
<tr>
<td>$d_\theta$ (-)</td>
<td>wind</td>
<td>0.10</td>
<td>6</td>
<td>0.12</td>
<td>0.04</td>
<td>5.1</td>
<td>0.51</td>
</tr>
<tr>
<td>no wind</td>
<td>0.11</td>
<td>9</td>
<td>0.14</td>
<td>0.06</td>
<td>7.7</td>
<td>0.42</td>
<td></td>
</tr>
</tbody>
</table>

However, UnSWAN (L)–no wind has a significantly different result than UnSWAN (L) in Table 3. As calculated by Akpinar et al. [32], with a fetch of over 100 km and at a 10 m/s wind speed, a 1.63 m wave height can be fully developed. This is consistent with our model results. Therefore, for a model domain at a scale of 100 km or greater, it is important to consider the wind effect. Figure 9 shows the comparison of monthly averaged significant wave height distributions for no wind and with wind UnSWAN (L) simulations in November 2009. As one can see in Figure 9a, if the wave model does not consider wind effects, the spatial distribution of the significant wave height corresponds to the bathymetry contour shown in Figure 2b, indicating that wave model results are sensitive to bathymetry [34]. The wind forcing significantly changes the wave height spatial distribution (Figure 9b). Similarly, if UnSWAN (L) does not consider the wind effects in summer, when wind speed is generally weaker, the UnSWAN (L)–no wind run also underestimates the significant wave height, as shown in Figure 10 and Table 3. Akpinar et al. [32] showed that low wind speed would underestimate significant wave heights, which also indicates that wind effects play an important role in wave modeling.
The results demonstrate the advantages of unstructured grid wave models in terms of their computational efficiency and grid flexibility for wave resource characterization. The model performance was evaluated using standard performance metrics based on a comparison of the simulations of six wave resource parameters, derived by model hindcasts to those derived from measured data. UnSWAN results show a good agreement with buoy measurements for omnidirectional wave power, significant wave height, and wave energy period. In addition, with better representations of wave growth and dissipation in the WWIII ST4 physics package to provide more accurate open boundary conditions, the UnSWAN model performs generally better than the WWIII model.

Notably, spectral analysis shows that use of the ST4 physics package improves the model’s ability to predict wave spectral density for large waves. Also, a comparison of simulated and measured bivariate distributions of the maximum occurrence of sea state indicated that the ST4 physics package performed better than the ST2 physics package [34], although ST4 and ST2 showed an increased ability to predict significant wave height and wave energy period, respectively.

**Figure 9.** Modeled 2D significant wave height distributions with UnSWAN (L): (a) no wind—November average, 2009; (b) with wind—November average, 2009.

**Figure 10.** Modeled 2D significant wave height distribution with UnSWAN (L) (a) no wind—July average, 2009; (b) with wind—July average, 2009.

4. Conclusions

This paper presents the results of using the unstructured grid SWAN model to simulate the six IEC wave resource parameters at a model domain off the central Oregon coast. The results demonstrate the advantages of unstructured grid wave models in terms of their computational efficiency and grid flexibility for wave resource characterization. The model performance was evaluated using standard performance metrics based on a comparison of the simulations of six wave resource parameters, derived by model hindcasts to those derived from measured data. UnSWAN results show a good agreement with buoy measurements for omnidirectional wave power, significant wave height, and wave energy period. In addition, with better representations of wave growth and dissipation in the WWIII ST4 physics package to provide more accurate open boundary conditions, the UnSWAN model performs generally better than the WWIII model.
The sensitivity analysis of wind effect also showed that UnSWAN (L)–no wind has significantly worse results than UnSWAN (L) with wind, indicating that wave modeling with a domain at a scale of O (100 km) or greater needs to consider wind effects. Additional research is needed to investigate wind effects in wave modeling, especially under extreme wave conditions. In summary, this study demonstrated that unstructured grid wave modeling with the ST4 physics package provides advantages for assessing the temporal and spatial variability of wave climates, using high grid resolution near complex geometries, especially within a large model domain.
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