Network Features of the EU Carbon Trade System: An Evolutionary Perspective
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Abstract: In this paper, a network model is constructed using real trading data from the EU carbon market. Metric indicators are then introduced to measure the network, and the economic meanings of the indicators are discussed. By integrating time windows with the network model, three types of network features are examined: growth features, structural features, and scale-free features. The growth pattern of the carbon trading network is then analyzed. As the market grow, the geodesic distances become shorter and the clustering coefficients become larger. The trends of these two indicators suggest that the market is evolving towards efficiency; however, their tiny changes are insufficient to have significant impact. By modeling the heterogeneity of the carbon trading network, we find that the trading relationships between firms obey a broken power law model, which consists of two power law models. The broken power law model can be approximately defined as a traditional power law but with a longer tail in distribution. Furthermore, we find that the model is valid for most of the time of both phases, the model only invalid when the market approaches a high growth rate.
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1. Introduction

Emission trading schemes (ETS) are one of the preferred tools for combating climate change. Following the cap-and-trade principle, they are a cost-effective method for reducing greenhouse gas (GHG) emissions. Several countries and regions have launched emissions trading schemes, including the European Union, Japan, South Korea, and China. The biggest one by far is the European ETS; known as the European Union Emission Trading Scheme (EU ETS), which includes more than 11,000 heavily emitting installations from 31 European countries, representing more than 45% of Europe’s overall GHG emissions. In the EU scheme, the right to emit CO₂ is represented by carbon allowances, primarily the European Union Allowances (EUA).

In the first two phases of the EU ETS, EUAs were freely allocated to emitters according to their emission history. Thereafter, emitters have been obliged to cover their annual CO₂ emissions with equivalent allowances through a process called surrender. A deficiency of allowances compared to actual emissions brings emitters a penalty; emitters therefore trade and buy allowances from each other, giving emitters with spare allowances an incentive to sell their allowances [1,2].

After 10 years of development, the EU ETS has become the largest carbon market in the world. Generally, participants in the EU carbon markets can be categorized as belonging to one of three types: governments, emitters, or financial institutions. First, the purpose of the government entities is to
regulate the allocation and surrender of allowances. Second, the emitters trade carbon allowances based on market supply and demand. Third, the financial institutions are not themselves subject to emission regulations, but act as intermediaries in the carbon trade [3]. Thus, the governments are the market regulators, while the emitters and financial institutions—real EU-based firms—are the market players.

In the EUA market, the emitters can trade allowances through three types of transaction: bilateral transactions, Over-the-counter (OTC) transactions, and transactions on organized exchanges. In bilateral transactions, two emitters can directly trade allowances with each other without using intermediaries. The price on the bilateral transactions are not disclosed to public. OTC transactions are executed by intermediaries for facilitating trading between various emitters. The intermediaries in the OTC market help emitters to find a seller or buyer, and negotiate the deal. The price and volume of the OTC transactions are not available to public. The organized exchanges on EUA trading emerged in mid-2005, such as ECX, EEX, BlueNext and so on. Traders in the organized exchanges trade EUA anonymously through electronic platforms, the exchanges release the settlement price and total volume timely on their platform.

The literature on carbon markets mostly focuses on market performance, such as price dynamics [4–6], market efficiency [7,8], trading behaviors [9,10], and firm performance [11,12]. However, the market structure and its evolution are seldom mentioned [13]. Over the past decades, thousands of firms have participated in the Emission trading schemes and ten thousands of trading relationships set up between firms in the EU carbon market, which form a complex trading network. Thus, the emission trading market is a complex and nonlinear system. In order to understand the emission trading behaviors in the market, we should detect the complex emission trading relationships between thousands of firms clearly. Complex network theory provides a particular approach for studying the structure of the emission trading market. The advantage of the complex network theory is to understand the essential nature of the system operation by abstracting the elements and the relationships between elements as complex network. Because the core idea of the complex network theory is that the network structure determines the system function [14]. Recently, complex network theory has become increasingly popular in commodity market and emission research [15–18] because it reveals market structure through the relationships between traders. Using firm-level emissions trading data, the carbon market can be modeled as a network, whose nodes are firms and whose edges are the trading relationships between companies.

With the growth of the emission trading market, the market structure become more and more complex. There may be different structures of the emission trading market in different periods. It means that the emission trading behaviors between firms may show different characteristics with the development of the emission trading market. Thus, in order to understand the evolutionary characteristics of the emission trading networks, we divide the development history of the EU carbon market into a series of periods by time windows. Then we analyzing the evolutionary characteristics of the carbon trade network by metric complex network analysis indicators. This paper provides a novel perspective on the structure of the EU carbon market.

2. Data

The carbon trading data used in this research comes from the European Union Transaction Log (EUTL), which is a database that records each transfer of allowances in the EU ETS. The data are published with a 3-year delay, so the latest data available are from April 2014. The data used for this paper span from January 2005 to April 2014 and contain more than 800,000 allowance transfers. In previous work, we analyzed the data structure [19] and tested its completeness [20], and we found that the EUTL data presents a closed system of allowance circulation, in which a specific quantity of allowances are transferred between finite accounts. The allowance transfers can be divided into two types: regulated transfers and trading. The former is driven by the policies and regulations of the EU ETS, while the latter is driven by market mechanisms.
The EUTL data is presented at the account level; however, the carbon market is identified at the level of firms. Therefore, we identified all of the firms in the EUTL data and transformed the account-level trading data into firm-level data by associating each account with a firm. Firms can trade allowances using two types of account: operator holding accounts (OHA) and person holding accounts (PHA). Each OHA is associated with a unique CO₂ emitting installation, so if a single firm owns multiple emitting installations, they will have multiple OHAs. The allocation and surrender of allowances must be executed through OHAs; PHAs, in contrast, can only trade allowances. In this paper, emitters are defined as companies which hold at least one OHA, while all other firms are defined as financial institutions.

The data can be easily divided into two phases according to the types of emissions unit and allowances that were traded in the market. In the Phase I data, which span from January 2005 to April 2008, only a specific type of allowance was traded, called non-Kyoto allowances. However, in Phase II, which spanned from January 2008 to April 2013, the trades included EUAs, certified emissions reductions, emission reduction units, and aviation allowances. The EU ETS data also contains some trading data for Phase III, but the data is insufficient for analysis.

Table 1 gives an overview of the data. In Phase I, there were 8214 OHAs and 782 PHAs, which belonged to 4711 emitters and 15 financial institutions. The number of trades between those accounts was 48,931. When accounts were attached to firms, the data showed that there were 41,490 trades between different firms, while the other trades took place within firms. In Phase II, the number of firms is 6681, of which 6349 were emitters while 332 were financial institutions.

<table>
<thead>
<tr>
<th>Features</th>
<th>Phase I</th>
<th>Phase II</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Account-level data</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OHA</td>
<td>8214</td>
<td>13,408</td>
</tr>
<tr>
<td>PHA</td>
<td>782</td>
<td>4285</td>
</tr>
<tr>
<td>Total account</td>
<td>8996</td>
<td>17,693</td>
</tr>
<tr>
<td>Trades</td>
<td>48,931</td>
<td>311,314</td>
</tr>
<tr>
<td><strong>Firm-level data</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emitter</td>
<td>4711</td>
<td>6349</td>
</tr>
<tr>
<td>Financial institution</td>
<td>15</td>
<td>332</td>
</tr>
<tr>
<td>Total firms</td>
<td>4726</td>
<td>6681</td>
</tr>
<tr>
<td>Trades</td>
<td>41,490</td>
<td>298,177</td>
</tr>
</tbody>
</table>

3. Methods

3.1. Construction of the Carbon Trade Network

In this paper, we assume that once two firms have traded allowances in the EU carbon market, a long-term relationship will be built between them. Moreover, we assume that firms in a relationship will receive information about each other, making them more trustful of each other for future trades. In the EU carbon markets, the trading relationships thus increase the connectivity of the market and enable allowances to circulate effectively among firms.

Based on the firm-level carbon trading data, an undirected and unweighted network $G$ can be built to model the trading relationships between firms in the EU ETS. The nodes $V(G) = \{v_1, v_2, \ldots, v_n\}$ represent the firms, and its edges $E(G) = \{e_1, e_2, \ldots, e_m\}$ are the binary trading relationships between firms. $n = |V(G)| \neq 0$ is the number of nodes and $m = |E(G)| \geq 0$ is the number of edges. ($|\cdot|$ describes the size of a set). The edges are undirected because the trading relationship is mutual to both firms.
3.2. Network Metric Indicators

To observe the structural features of the carbon trading networks, we introduce three metric indicators with specific meanings in economics, namely network density, average geodesic distances, and average clustering coefficients. The definitions and economic meanings of these indicators are presented as follows:

1. Network density

Network density describes the portion of the potential connections in a network that are actual connections. Supposing there are \( n \) nodes and \( m \) edges in a network \( G \), the maximum number of edges that a \( n \)-nodes network can reach is \( n(n-1) \), so the density of the network is:

\[
D(G) = \frac{m}{n(n-1)} \tag{1}
\]

2. Average geodesic distance

A geodesic path is the shortest path between two nodes. Formally, given a path \( p = (v_0, v_1, \ldots, v_h) \) between two nodes, the length of this path is given by \( h_p \). Let \( P(v_i, v_j) \) for the set of all paths between nodes \( v_i \) and \( v_j \). Therefore, the geodesic path is defined by:

\[
h_{ij} = \min\{h_p \mid p \in P(v_i, v_j)\} \tag{2}
\]

The identification of the geodesic paths is based on the Dijkstra algorithm. The average geodesic distance of a network is given by:

\[
H(G) = \frac{\sum_{i,j} h_{ij}}{n(n-1)} \tag{3}
\]

In most real-world networks, a short average path length facilitates the quick transfer of information and materials. In this paper, the efficiency of carbon trading can be judged by studying its average geodesic distance. A lower average geodesic distance suggests that firms are easily able to find appropriate buyers or sellers, therefore indicating that the market is more efficient.

3. Average clustering coefficient

In the carbon trading network, although a firm A and a firm B may both have trading relationships with a firm C, firms A and B may or may not have direct trading relationships with each other. For a firm with many trading partners, if its partners do not build direct trading relationships with each other, then transfers of information and allowances are highly dependent on the willingness of the centered firm to manage the flow of data and trading. It can be said that the position of the centered firm grants it power to control the trading among its dependent firms; as a result, the efficiency of the market will degenerate for lack of competitiveness. On the centered firm’s trading partners are fully clustered (i.e., also build direct relationships with each other), then the positions of the centered firm and its trading partners are equal. This equality forces them to compete with others in trading, therefore making the overall market more competitive and efficient.

In this paper, the clustering coefficients of networks were introduced to describe the market efficiency of the EU ETS in terms of competitiveness. The local clustering coefficient is a metric indicator measuring the possibility that the two neighbors of a given node are connected. If the two neighbors are connected, then a triangle (consisting of three nodes connected by three edges) can be obtained.

The clustering coefficient describes the portion of the potential triangles in a node’s neighborhood that are actual triangles. Given a node \( e_i \), let \( \Psi_i \) be the number of edges that satisfies:

\[
\{e_{ij}, e_{ik}, e_{jk} \in E(G)\} \tag{4}
\]
So, the local clustering coefficient is defined as:

$$C_i = \frac{2 \times \Psi_i}{k_i \times (k_i - 1)}$$

where $k_i$ is the degree of $v_i$, i.e., the number nodes that are connecting with $v_i$. If $v_i$ is connecting with $v_j$, then $v_j$ is said to be a neighbor of $v_i$. $\Psi_i$ is the number of triangle edges that include node $v_i$; and $k_i \times (k_i - 1)$ is the maximum number of edges that the neighbors of $v_i$ can reach. A higher clustering coefficient of $C_i$ indicates that the neighbors of $v_i$ are inclined to cluster together [21].

Typically, the average clustering coefficient $C(G)$ is used to measure the overall level of clustering in a network. With more firms clustered together, the competitiveness of the market will increase as the transfer of information and allowances will be more extensive.

### 3.3. Distribution of Network Degree

Distribution of the node degree is defined by distribution function $P(k)$. Given a random node $v_i$, $P(k)$ is the probability density of the node degree $k$. Past research shows that most of real-world networks can be described by power law distribution [22,23], which is given by:

$$P(k) \propto k^{-\alpha}$$

where $\alpha$ is the exponent of the power law distribution.

In log-log coordinates, the power law distribution of a network can be presented as a straight and descending line. By performing a logarithmic transformation on both $P(k)$ and $k$, the function of the power law can be transformed into a linear model; therefore, the exponent of distribution can be estimated with the linear least square method. However, for some networks, this method will lead to biased estimates of the exponent [24].

Prior research has note that for some real-world networks the degree of distribution follows a broken power law [25,26]; i.e., there is a threshold value of $k$, namely $k_0$, and the distribution of $k$ follows different power laws when $k$ is on a different side of $k_0$, such as:

$$P(k) \propto k^{-\alpha_1}, \text{ for } k < k_0 ;$$

$$P(k) \propto k^{-\alpha_2}, \text{ for } k > k_0 .$$

where $\alpha_1$, $\alpha_2$ and $k_0$ are the exponents of the broken power law distribution. In addition, by performing a logarithmic transformation, the exponents of broken power law distribution can be estimated by a segmented linear regression.

A network is said to be a scale-free if its degree distribution follows the power law [27]. Furthermore, a network can be defined as a generalized scale-free model if there is a power law distribution in the model, such as a broken power law model. Mathematically, the probability of $P(k)$ is higher when $k$ is low, and $P(k)$ descends quickly as $k$ grows, indicating that the distribution will lead to a higher heterogeneity in degrees. In a scale-free network, most of the edges are connected to very few nodes. The nodes with high numbers of connections are called the “hub” of the network.

In economics, one of the most important features of the scale-free network is preferential attachment [28–30], whereby new nodes will be connected to the “hub” node with a high probability. Preferential attachment will bring cumulative advantages to firms which have already built lots of trading relationships; this is called “the richer get richer.”

By performing both a linear regression and a segmented linear regression, this paper tested whether the carbon trading network follows the power law.
3.4. Time Windows for the Carbon Trading Networks

Let \( T = [T^s, T^e] \) be the period of time in which the carbon market exists. \( T^s \) is the start of the market, and \( T^e \) is the end of the market (or, the time period in which the market can be observed). A time window (or window) \( w_i = [t^s_i, t^e_i] \) is a segmentation of \( T \), where \( t^s_i \geq T^s \) is the start time and \( t^e_i \leq T^e \) is the end time. A set of time windows can be generated by specifying the mathematical relationship between \( i \) and \( w_i \).

To analyze the evolution of the carbon trading network, we propose the following time windows:

\[
w_i = [T^s, T^s + \Phi + i \times \Delta t]
\]  

(9)

In these time windows, the start time of the windows are fixed at \( T^s \), and the end time of the windows increases by a step width \( \Delta t \) when \( i \) increases. Trading data are scarce at the beginning of the carbon market, so we introduce an initial step \( \Phi \) to ensure sufficient data for analysis.

Let \( G^{w_i} \) be the carbon trading network in the period of \( w_i \). Its nodes \( V(G^{w_i}) \) are the set of firms which traded allowances at least once in the period of \( w_i \), and its edges \( E(G^{w_i}) \) are the trading relationships between the firms. It can be proven that, as \( i \) increases, the network incorporates new information of carbon trading without loss of old information. Therefore, the proposed time windows are feasible for observing the long-term patterns of network evolution.

The carbon market of Phase I is independent from the carbon market of Phase II, although the latter was built on the foundation of the former. The Phase I market was a trial market, which was closed in May 2008. Allowances from Phase I could not be carried to Phase II, therefore the Phase II market was a brand-new market. Therefore, time windows are discriminately for Phase I and Phase II. In this paper, the label of \( w_i \) represents the time windows of Phase I, while the label of \( W_i \) represents the time windows of Phase II. The settings are listed in Table 2.

Table 2. Time window settings.

<table>
<thead>
<tr>
<th>Labels</th>
<th>Phase I</th>
<th>Phase II</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T^s )</td>
<td>1 January 2005</td>
<td>1 January 2008</td>
</tr>
<tr>
<td>( T^e )</td>
<td>1 May 2008</td>
<td>1 January 2013</td>
</tr>
<tr>
<td>( \Phi )</td>
<td>6 months</td>
<td>6 months</td>
</tr>
<tr>
<td>( \Delta t )</td>
<td>1 month</td>
<td>1 month</td>
</tr>
<tr>
<td>( i )</td>
<td>From 1 to 35</td>
<td>From 1 to 55</td>
</tr>
</tbody>
</table>

In Table 2, \( T^e \) is also different in Phase I and Phase II. For Phase I, \( T^e \) is the end time of the market. For Phase II, \( T^e \) is the most recent time at which the market was observable from the data. For both Phase I and II, \( \Phi \) is set to 6 months to ensure data sufficiency for the initial time window, and \( \Delta t \) is set to 1 month based on the tradeoff between information loss and computational load.

4. Results and Discussion

Based on the carbon trading data, we built the network as described in Section 3.1. The results are visualized in Figure 1. The nodes represent the firms which participate in the EU ETS, and the edges are their trading relationships.
For both phases, there is one major network comprising thousands of nodes and edges. Around the major network, there are a few small outlying networks consisting of only a few nodes. As shown in Figure 1, the carbon trading network can be considered a complex network due to its complexities in both network structure and evolution. In this section, we propose an integrated method to analyze the network. First, time windows (as defined in Section 3.4) were introduced to make the network time-varying. Through these time windows, the evolutionary features of the network can be observed, including, for example, the growth of the network nodes and edges. Second, metric indicators (defined in Section 3.2) are used to measure the structural features of the network. The evolution of those features is also analyzed with the time windows. Finally, the scale-free feature of the carbon trading network is tested by both linear regression and segmented linear regression (as mentioned in Section 3.3).

As shown in Table 2, the label of a time window, namely \( w_i \) (or \( W_i \)), corresponds to a specific time range. For example, \( w_{33} \) represents the time range of 1 January 2005 to 1 May 2008 of Phase I, and \( W_1 \) represents the time range of 1 January 2008 to 1 July 2008 of Phase II. For ease of comparison, the labels for the time windows of Phase I and II are combined in all following figures. In the combined labels, the time window \( w_{33} \) of Phase I and \( W_1 \) of Phase II share the same label because they have 4 months of overlap.

### 4.1. Growth Features of the Carbon Trading Network

The size of the EU carbon market can be measured by the number of nodes and edges. The overall sizes of the networks are reported in Table 3. In Phase I, 4605 firms built 7803 trading relationships with each other. It may be noted that 106 firms are missing compared to the number of firms listed in Table 1; this is because those firms did not trade any allowances with other firms—in other words, they did not build any trading relationships in the EU ETS. In Phase II, the number of firms grew to 6644, which built 19,393 trading relationships with each other—a striking increase from Phase I.

<table>
<thead>
<tr>
<th>Table 3. Overall size of the carbon trading networks.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes—( n )</td>
</tr>
<tr>
<td>Number of edges—( m )</td>
</tr>
<tr>
<td>Network density—( D(G) )</td>
</tr>
</tbody>
</table>
Figure 2 reports the number of nodes and edges observed during each time window. As is shown, the number of nodes and edges increased significantly during both phases. During the first year of the Phase I market (label $w_0$), carbon trading was a new concept for firms, and the first surrender of allowances had not yet been executed, so the number of firms and trading relationships increased very slowly. From then on, as the pressure of allowance surrenders increased, firms gradually entered the trading market and the size of the Phase I market increased continuously. Additionally, as previously mentioned, the Phase I market was a trial market, and it was closed on May 2008. However, it can be observed from Figure 2 that the Phase I market still displayed an increasing tendency at the end of the market.

![Figure 2. The number of nodes and edges. Note: in the oriental axis, $w_i$ and $W_i$ are the labels for the time windows of Phase I and Phase II, respectively.](image)

The Phase II market is the successor of the Phase I market. In Phase II, the market size increased rapidly at the beginning. By the first surrender of Phase II (label $W_{11}$), the Phase II market size was already equivalent to that of the final Phase I market. After $W_{11}$, the number of firms plateaued, but the trading relationships continued to increase at a rapid pace.

Figure 3 illustrates the growth rate of the nodes and edges, in which the extremum values are marked (red points and textured columns). For both nodes and edges, the extremum value of growth appears in the same periods, namely, $w_3$, $w_{10}$, $w_{18}$, $w_{23}$, $w_{31}$, and $w_{35}$ for Phase I, and $W_3$, $W_{11}$, $W_{18}$, $W_{23}$, $W_{30}$, $W_{35}$, $W_{43}$, $W_{47}$, and $W_{47}$ for Phase II.

![Figure 3. The growth rate of nodes and edges. Note: in the oriental axis, $w_i$ and $W_i$ are the labels for the time windows of Phase I and Phase II, respectively.](image)
Generally, the extremum values appear twice in each year: once around May, when firms are required to surrender allowances, and once around December, when most active future contracts expire. These are the periods when there are high levels of activity in carbon trading, and it can be seen that the size of the carbon trading network increased rapidly at those times. However, the growth rates of nodes and edges decreased significantly outside of those periods. The growth rate decreased to 5% after the first surrender (label $W_{11}$ of Phase I or label $W'_{11}$ of Phase II), and decreased even further to 1% after the second surrender (label $W_{23}$ of Phase I or label $W_{23}$ of Phase II). These decreases in growth rates imply that the scale of the markets became increasingly stable. It is also notable that the nodes and edges grew rapidly in the last 2 months of Phase I (label $W_{34}$ and $W_{35}$), when the Phase I market was about to be closed. Once the Phase I market was closed, the value of the Phase I allowances would disappear; hence, lots of firms swarmed into the market to sell their remaining allowances as fast as they could.

Figure 4 illustrates the network densities of the carbon trading network. As is shown, network density decreased rapidly at the beginning of both phases, but then the decrease became steadier over time. Specifically, network density converged at the level of 0.1% after the second surrender of Phase I (label $W_{23}$), as well as following the first surrender of Phase II (label $W_{11}$), thus proving that the market structures were stabilizing.

![Network density](image)

**Figure 4.** Network density. Note: in the oriental axis, $W_i$ and $W'_i$ are the labels for the time windows of Phase I and Phase II, respectively.

It can also be noticed that in both phases, the levels of network density were very low, even when the market structures were stable. For example, in Phase I, there were 4605 firms in the time window $W_{35}$. According to Equation (1), these firms represented a potential for more than 21 million relationships. However, only 19,393 relationships were built, representing a very low network density value of 0.074%. It can therefore be concluded that the connection of the network was far from complete.

4.2. **Structural Features of the Carbon Trading Network**

As discussed in Section 3.2, average geodesic distance measures the difficulty of finding trade partners. Therefore, it can be used as an indicator of market efficiency in terms of information and allowance transfers.

Figure 5 illustrates the changes over time in average geodesic distance for the carbon trading networks. In Phase I, the average geodesic distance fluctuated sharply at the beginning of the phase but was then confined to a range of 4.2 to 4.3 after the first allocation, when the market structures became stable, before sharply increasing in the last 2 months when the market was about to close. In Phase II, the average geodesic distance also fluctuated significantly at the beginning of the phase;
however, the value then decreased gradually over time from 4.3 to 3.88. From this it can be concluded that the carbon market became increasingly efficient over time in terms of information and allowance transfers, as finding trading partners became increasingly easy for firms. However, this quantitative change did not lead to a qualitative change, because on average each firm needed at least 2 “bridge firms” in order to find an appropriate trading partner.

As previously explained, the clustering coefficient describes market efficiency in terms of competitiveness. Figure 6 shows that the average clustering coefficient gradually increased during both phases, indicating that the firms were inclined to cluster together in carbon trading. As more firms clustered together, the power of firms with a dominant trading position was weakened by the extensiveness of trading relationships. It can therefore be concluded that the competitiveness and efficiency of the market were increasing.
4.3. Scale-Free Features of the Carbon Trading Network

In complex network theory, if the distribution of a network satisfies the power law (see Equation (6)), then the network is said to be a scale-free network. To test whether carbon trading is a scale-free network, we apply both linear and segmented linear modeling to the trading data from both phases. The time windows of \( w_{27} \) and \( W_{27} \) are chosen for modeling the networks because the market is more stable at the end of each period.

Figure 7 illustrates the degree distribution of both networks. As is shown, the probability density of degree \( P(k) \) decreases sharply towards zero as degree \( k \) grows. This reveals that most firms in the EU ETS have only few trading partners, but a few firms have a vast number of trading partners. Notably, the density curve of \( w_{27} \) is steeper than the density curve of \( W_{27} \). In the time window of \( w_{27} \), about 61% of firms had only one trading partner, while about 4.5% of firms had more than 10 trading partners. By contrast, in the time window of \( W_{27} \), only 42% of firms had only one trading partner, but about 10% of firms had more than 10 trading partners.

![Degree distribution in log–log coordinates and estimation results of the linear model.](image)

**Figure 7.** Degree distribution of networks during \( w_{27} \) and \( W_{27} \).

When logarithms are taken of both \( P(k) \) and \( k \), their relationship becomes linear, as shown in Figure 8. As an essential characteristic of power law, the linear relationship between \( \ln P(k) \) and \( \ln k \) can be modeled by the following model:

\[
\ln P(k) = -\alpha \times \ln k + \beta + \epsilon \tag{10}
\]

where \( \alpha \) and \( \beta \) respectively indicate the scaling and intercepting exponents. The linear least square method has been commonly used in previous research to estimate the exponents. Therefore, we separately estimate the exponents for the two networks of \( w_{27} \) and \( W_{27} \). As shown in Table 4, the estimated values of \( \alpha \) are both significant at a 1% level for both datasets, and the goodness of fit \( R^2 \) values are both above 90%. However, the residuals analysis shows that the linear model of Equation (10) is invalid (Table 4) for both networks. For the \( w_{27} \) network, the insignificance of Shapiro-Wilk implies that the residuals obey the normal distribution, but the significance of Durbin-Watson implies the residuals exhibit heteroscedasticity. Therefore, the linear model is invalid for \( w_{27} \). For Phase II, the model is also invalid because the residuals exhibit heteroscedasticity.
Since the linear model is invalid, we try to model the data using the broken power law. By performing logarithmic transformations on Equations (7) and (8), segmented linear models can be built as follows:

\[ \ln P(k) = -a_1 \times \ln k + \beta_1 + \varepsilon, \text{ for } \ln k < \gamma \]  
\[ \ln P(k) = -a_2 \times \ln k + \beta_2 + \varepsilon, \text{ for } \ln k > \gamma \]  

In the segmented linear model, \(a_1, a_2,\) and \(\gamma = \ln k_0\) are the exponents which can be estimated by segmented linear regression. \(k_0 = e^\gamma\) is the threshold of the broken power law.

As shown in Table 5, for both networks, all the estimated exponents were significant at a 1% level, and the goodness of fit \(R^2\) values are higher than 90%. The residuals analysis shows that both the Shapiro-Wilk test and the Durbin-Watson test of the residuals are insignificant at a 5% level, which indicates that the broken power law model is valid. As shown in Figure 9, the form of the broken power law was similar for the two networks. Therefore, while we only discuss the results of \(w_{27}\), the same conclusions can be drawn for the other.

In the \(w_{27}\) network, the estimated value of the exponent \(\gamma\) is 3.24, so the threshold of the broken power law is about 25. If the nodes degree is less than 25, then the degree distribution obeys a power law of which the exponent is 2.10; otherwise, the degree distribution follows another power law of which the exponent is 1.18. According to Equation (6), the density function of the former power law is steeper than the latter, which brings a higher heterogeneity to the network.

![Figure 8. Degree distribution in log–log coordinates and estimation results of the linear model.](image-url)
Table 5. Broken power-law estimations.

<table>
<thead>
<tr>
<th>Estimation Results</th>
<th>$w_{27}$ of Phase I</th>
<th>$W_{27}$ of Phase II</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_1$</td>
<td>2.09 ***</td>
<td>2.01 ***</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>0.96 **</td>
<td>0.94 **</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>3.24</td>
<td>4.01</td>
</tr>
<tr>
<td>$k_0$</td>
<td>25.53</td>
<td>55.14</td>
</tr>
<tr>
<td>Goodness of fit ($R^2$)</td>
<td>93%</td>
<td>95%</td>
</tr>
<tr>
<td>% of nodes of which degree is smaller than $k_0$</td>
<td>98.0%</td>
<td>98.9%</td>
</tr>
</tbody>
</table>

Residuals Analysis

- Shapiro-Wilk test of the residuals: 0.98, 0.98
- $p$-value of Shapiro-Wilk test: 24.8%, 7.3%
- Durbin-Watson test of the residuals: 1.83, 1.94
- $p$-value of Durbin-Watson test: 14.0%, 26.5%

Note: *** and ** indicates the results significant at 0.1% and 1% level respectively.

By applying the broken power law model to each time window, we illustrate the changes in the exponents and validity of the broken power law model (Figure 10). First, the broken power law distribution is invalid around the periods when firms and trading relationships increased rapidly (e.g., $w_{10}$ and $w_{18}$ for Phase I or $W_{11}$ and $W_{18}$ for Phase II). Second, for the firms whose degree was below the threshold, the heterogeneity in trading relationships is higher and stable. Third, for the firms whose degree is above the threshold, the heterogeneity in trading relationships is lower and unstable. Fourth, the degree distribution of the overall carbon trading network can be approximately described as the first part of the broken power law distribution (the power law in Equation (7)), because more than 95% of the firms had trading partners below the threshold of the broken power-law (see the colored columns in Figure 10). Compared to the approximated power law model, the broken power law model is flatter in the lower tail of the distribution, which leads to a long tail effect on the data.
5. Conclusions

Using firm-level carbon trading data from the EU carbon market, this paper has constructed an unweighted network model for carbon trading. As tested in our previous work, the data contains all firms and carbon trades in Phase I and Phase II of the EU ETS. Therefore, this network presents a full picture of the trading relationships in the EU carbon market. By integrating time windows into the network model, we are able to analyze the growth, structural, and scale-free features of the market from an evolutionary perspective. Some meaningful results are concluded as follows:

1. We analyze the growth features of the carbon trading network for both Phase I and Phase II. Because the EU carbon market is an emerging market, the size of the market became increasingly larger with the development of the market. Over the long term, the growth rate decreased gradually over time, implying that there is a growth for the market. However, in the short run, the growth rate of the market is accelerated in May and December of each year. As the growth rate cooled down, the market structure become stable.

2. We calculate the average geodesic distances and average clustering coefficients for the network model. Both metric indicators reveal that the market structures are evolving towards efficiency. First, the average geodesic distances are gradually decreasing, showing that over time the firms find it easier to find appropriate trading partners in the carbon trading network. Therefore, the market become more efficient in terms of transferring information and allowances. Second, the average clustering coefficients gradually increase over time, implying that firms are inclined to cluster together. Firms’ clustering behavior will potentially weaken the market power of firms with a dominant position in the trading networks, leading to a more structurally efficient market. Third, although the metric indicators’ trends are ideal, the actual changes were too small to significantly increase market efficiency.

3. Both a power law model and a broken power law model are built to test whether the carbon trading network is a scale-free network. Through a residuals analysis, the power law model is found to be invalid for the carbon trading network, although the estimation results are significant. By contrast, the significance and validity of the broken power law model prove that the degree distribution of the carbon trading network consisted of two power laws. The steeper degree distribution is suitable for modeling the heterogeneity of firms with fewer trading partners, which
apply to more than 95% of all firms. Therefore, the broken power law can be approximately understood as a traditional power law, but the long tail effect should be noted when using the approximate power law model.

Finally, we test the network with the broken power law model in each time window. The results show that, for most of the time, the relationships between firms in the EU carbon market obey a similar broken power law as the one that apply to the overall market. The model only invalid when the market approaches a high growth rate.
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