Article

Coordination and Control of Building HVAC Systems to Provide Frequency Regulation to the Electric Grid

Mohammed M. Olama 1,†, Teja Kuruganti 1,†, James Nutaro 1,† and Jin Dong 2,*†

1 Computational Sciences and Engineering Division, Oak Ridge National Laboratory, Oak Ridge, TN 37831, USA; olamahussemm@ornl.gov (M.M.O.); kurugantipv@ornl.gov (T.K.); nutarojj@ornl.gov (J.N.)
2 Energy and Transportation Science Division, Oak Ridge National Laboratory, Oak Ridge, TN 37831, USA
* Correspondence: dongj@ornl.gov; Tel.: +1-865-576-6742
† These authors contributed equally to this work.

Received: 11 June 2018; Accepted: 9 July 2018; Published: 16 July 2018

Abstract: Buildings consume 73% of electricity produced in the United States and, currently, they are largely passive participants in the electric grid. However, the flexibility in building loads can be exploited to provide ancillary services to enhance the grid reliability. In this paper, we investigate two control strategies that allow Heating, Ventilation and Air-Conditioning (HVAC) systems in commercial and residential buildings to provide frequency regulation services to the grid while maintaining occupants comfort. The first optimal control strategy is based on model predictive control acting on a variable air volume HVAC system (continuously variable HVAC load), which is available in large commercial buildings. The second strategy is rule-based control acting on an aggregate of on/off HVAC systems, which are available in residential buildings in addition to many small to medium size commercial buildings. Hardware constraints that include limiting the switching between the different states for on/off HVAC units to maintain their lifetimes are considered. Simulations illustrate that the proposed control strategies provide frequency regulation to the grid, without affecting the indoor climate significantly.
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1. Introduction

To ensure the functionality and reliability of a power grid, supply and demand must be balanced instantaneously and continuously. Balancing generation and load at all time scales, given the randomness in dynamics of generation and demand, is challenging. Correcting the mismatch requires ancillary services such as regulation and load following. The Federal Energy Regulatory Commission (FERC) has defined such services as those “necessary to support the transmission of electric power from seller to purchaser given the obligations of control areas and transmitting utilities within those control areas to maintain reliable operation of the interconnected transmission system.” This quotation highlights the importance of ancillary services for both bulk-power reliability and support of commercial transactions [1]. Furthermore, a large amount of ancillary service will be required in the future if a large fraction of the energy needs is to be met from renewable energy sources with their associated unpredictability and volatility.

The traditional electric grid is load-following and is based on centralized generation assets that are controlled to compensate for demand changes in order to maintain a stable and reliable grid. Higher penetration of renewables and distributed energy resources, with their uncontrollable generation variability, imposes significant grid stability and control challenges. Demand-side control techniques are expected to address these challenges by increasing reliability and stability, reducing
reserve margins, reducing peak demand, and improving energy efficiency. The inherent flexibility of many electric loads, when harnessed without impacting consumer comfort, can be an inexpensive source of ancillary service. Although employing loads for system services raise several challenges, several key advantages can be achieved: (i) reducing overall grid emissions by using loads to provide system services [2]; (ii) instantaneous response of loads to operator requests, versus slow response of generators to make significant output changes [3]; and (iii) less variability associated to a very large number of small loads with respect to that of a small number of large generators [3]. The key technical impediments to reliable utilization of loads for system services are the development of deployable control strategies over wide-area and the development of inexpensive and scalable sensing, communication, and control infrastructure [4].

Buildings account for 73% of total electricity consumption in the United States and therefore will play a crucial role in the future of the national electric power system. Total annual US energy consumptions are roughly equal for residential and commercial buildings with Heating, Ventilation and Air-Conditioning (HVAC) loads that account for about half of their energy use. Nonetheless, only about 10% of all commercial buildings use automation systems to control their energy usage, and an insignificant percentage of these buildings provide ancillary services to power system operators [5]. The unrealized potential to incorporate buildings into the grid to provide ancillary services is therefore very large and will help mitigate the global challenge of providing reliable, cost effective, and clean energy.

The use of commercial building HVAC systems for providing ancillary services ia examined in [6–18]. In particular, the works in [6–8] address the usage of commercial buildings for demand response programs, which typically involve reduction of peak power in emergency situations. The works in [9–12] illustrate the potential promise of model predictive control (MPC) for energy efficiency in buildings and for integrating time-of-use rates for shifting loads. The work in [13] shows that the supply fans in air handling units (AHUs) with variable frequency drives (VFDs) can provide high frequency ancillary service of about 70% of the regulation reserves in the time scale of 8 s to 3 min. In [14], the time scale of ancillary service from commercial building HVAC systems is extended to the range of 3 min to 1 h by using the flexibility in the power demand from chillers. Recent research on residential loads [19,20] such as HVAC and refrigerators has shown that such loads can provide ancillary service with the help of appropriate control algorithms. One drawback of residential loads is that they are largely on/off control, which greatly reduces the flexibility of control strategies that can be applied. Such a drawback will be tackled for the first time in this paper by considering a coordination and control of an aggregate of on/off HVAC systems to provide desired grid-response. In particular, the proposed controller will manipulate the total power consumption of available HVAC loads according to requested change in power from the grid side, represented by a regulation signal, to enhance the grid reliability and stability.

In this paper, we consider HVAC loads as an ancillary service for providing frequency regulation to the grid. We investigate two control strategies of HVAC systems to provide such services. In the first strategy, we consider an optimal strategy based on MPC acting on a continuously variable HVAC system, which is available in most large commercial buildings. MPC has been widely employed in energy efficiency in buildings, but only a few in control strategies for ancillary services to the grid. In the second strategy, we consider rule-based coordination and control of an aggregate of on/off HVAC systems, which are widely-spread in residential buildings in addition to many small to medium commercial buildings. This strategy is based on priority control of room temperatures of multiple on/off HVAC systems. Numerical results show that it is feasible to use a small portion (less than 20%) of the total HVAC power in residential/commercial buildings for regulation services to the grid, with little change in their indoor environments.
2. HVAC Thermal Dynamical Model

In this section, a simple, yet realistic building thermal model is introduced to represent the building with a HVAC system. It is a continuous-time linear time-invariant (LTI) system model based on the dynamics of the room temperature, interior-wall surface temperature, and exterior-wall core temperature. This physics-based lumped thermal model is initially proposed in [21] and employed in [22–24] for simulating residential and commercial buildings. It is described by

\[
\begin{align*}
\dot{x}_1 &= \frac{1}{C_1} \left[ (K_1 + K_2)(x_2 - x_1) + K_5(x_3 - x_1) + K_3(\delta_1 - x_1) + u_1 + u_2 + \delta_2 + \delta_3 \right] \\
\dot{x}_2 &= \frac{1}{C_2} \left[ (K_1 + K_2)(x_1 - x_2) + \delta_2 \right] \\
\dot{x}_3 &= \frac{1}{C_3} \left[ K_5(x_1 - x_3) + K_4(\delta_1 - x_3) \right]
\end{align*}
\]

where the variables used in the above model are defined in Table 1, and the parameter values are provided in Table 2.

### Table 1. Building parameter definition.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>x_1</td>
<td>room air temperature (°C)</td>
</tr>
<tr>
<td>x_2</td>
<td>interior-wall surface temperature (°C)</td>
</tr>
<tr>
<td>x_3</td>
<td>exterior-wall core temperature (°C)</td>
</tr>
<tr>
<td>u_1</td>
<td>cooling power (≤0) (kW)</td>
</tr>
<tr>
<td>u_2</td>
<td>heating power (≥0) (kW)</td>
</tr>
<tr>
<td>δ_1</td>
<td>outside air temperature (°C)</td>
</tr>
<tr>
<td>δ_2</td>
<td>solar radiation (kW/m²)</td>
</tr>
<tr>
<td>δ_3</td>
<td>internal heat sources (kW)</td>
</tr>
</tbody>
</table>

### Table 2. Building parameter values.

<table>
<thead>
<tr>
<th>C_1</th>
<th>9.386 × 10⁵ kJ/°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_2</td>
<td>2.970 × 10⁶ kJ/°C</td>
</tr>
<tr>
<td>C_w</td>
<td>6.695 × 10⁵ kJ/°C</td>
</tr>
<tr>
<td>K_1</td>
<td>16.48 kW/°C</td>
</tr>
<tr>
<td>K_2</td>
<td>108.5 kW/°C</td>
</tr>
<tr>
<td>K_3</td>
<td>5 kW/°C</td>
</tr>
<tr>
<td>K_4</td>
<td>30.5 kW/°C</td>
</tr>
<tr>
<td>K_5</td>
<td>23.04 kW/°C</td>
</tr>
</tbody>
</table>

The system states are \(x_1\), \(x_2\), and \(x_3\). The model inputs are divided into manipulated variables and disturbance inputs. The manipulated variables are the cooling power \(u_1\) and the heating power \(u_2\), and they can be combined to one variable \(u = u_1 + u_2\). Without loss of generality, we assume cooling and heating are not functioning simultaneously in our study, which is usually the case for small residential buildings. The disturbances are \(\delta_1\), \(\delta_2\), and \(\delta_3\).

Define the state vector \(x\), the control signal vector \(u\), and the environment stochastic disturbance vector \(\omega\) as:

\[
\begin{align*}
x &:= \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix}, \quad u := \begin{bmatrix} u_1 \\ u_2 \end{bmatrix}, \quad \omega := \begin{bmatrix} \delta_1 \\ \delta_2 \\ \delta_3 \end{bmatrix}
\end{align*}
\]

The continuous-time state-space model can then be described compactly as:

\[
\dot{x} = A_c x + B_c u + C_c \omega
\]

where

\[
A_c := \begin{bmatrix}
\frac{1}{C_1} (K_1 + K_2 + K_3 + K_5) & \frac{1}{C_1} (K_1 + K_2) & \frac{K_4}{C_1} \\
\frac{K_1 + K_2}{C_2} & \frac{K_5}{C_2} & \frac{K_4}{C_2} \\
\frac{K_1 + K_3}{C_3} & \frac{K_4}{C_3} & \frac{K_5}{C_3}
\end{bmatrix}
\]
\[
B_c := \begin{bmatrix}
1 & C_1 & 0 & 0 \\
C_1 & C_1 & C_1 & 0 \\
0 & 0 & C_1 & C_1 \\
0 & 0 & 0 & C_1 \\
\end{bmatrix}, \quad
C_c := \begin{bmatrix}
K_3 & 1 & 1 & 0 \\
C_1 & C_1 & C_1 & 0 \\
0 & 0 & C_1 & C_1 \\
K_4 & 0 & 0 & C_1 \\
\end{bmatrix}.
\] (2)

We consider the discrete-time (sampled) version of Equation (1) described by
\[
x_{k+1} = A_d x_k + B_d u_k + C_d \omega_k
\] (3)
where \(k\) is the discrete-time index, \(x_k = [x_{1,k}, x_{2,k}, x_{3,k}]^T\) and the parameters \([A_d, B_d, C_d]\) are computed from the continuous-time model parameters in (2).

The control input \(u\) is the critical actuator yielding its own working properties and conditions. It takes continuous values within a certain bound for a given HVAC system in large commercial buildings, where the variable frequency drive (VFD), which is available in variable air volume (VAV) HVAC systems and allows continuous input power, is responsible for changing the air handling unit fan speed. On the other hand, the control input \(u\) takes discrete values, usually two to three states, in the on/off HVAC systems that are available in residential buildings in addition to many small to medium commercial buildings. In this paper, both the VAV and on/off HVAC systems are investigated to provide ancillary services to the grid.

3. Control Design for a VAV HVAC Unit

In this section, a controller is designed for a large commercial building having a VAV HVAC units with continuous control variables. The intended controller should control the operation of the HVAC unit such that: (i) the change in the power consumed by the HVAC unit is as close as reasonably possible to the requested change in power in the regulation signal for that building; and (ii) the reported thermostat temperature for the HVAC unit is as close as possible to its set point. To achieve these two objectives, we have designed the feedback control system shown in Figure 1. It is an MPC strategy that is widely-used in the industry and displays its main strength when applied to problems with constraints imposed on both the manipulated and controlled variables. The designed controller has three input signals and one output signal. The input signals are the room temperature set point \(r_k\), the regulation signal \(u_{\text{Reg}}\), and the current reported room (thermostat) temperature \(y_k\) (\(y_k\) represents \(x_{1,k}\) of the thermal model in Equation (3), the other model states are assumed to be non-measurable). The output signal of the controller is a scaled version of the input power to the HVAC unit, \(u_k\). The plant represents the discrete-time thermal model for the HVAC and building system described in Equation (3).

![Figure 1. The proposed control architecture for a building with a VAV HVAC system.](image-url)

The controller minimizes the cost function described by
\[
J(z_k) = J_y(z_k) + J_u(z_k)
= \sum_{i=1}^p \left\{ \omega_y \left[ r_{k+i|k} - y_{k+i|k} \right]^2 + \omega_u \left[ u_{k+i|k} - u_{k+i|k}^{\text{Target}} \right]^2 \right\}
\] (4)
subject to
\[
\begin{align*}
y_{i}^{\min} & \leq y_{i+1|k} \leq y_{i}^{\max}, \quad i = 1 : p \\
u_{i}^{\min} & \leq u_{i+1|k} \leq u_{i}^{\max}, \quad i = 1 : p
\end{align*}
\]

(5)

where \( k \) is the current control interval, \( p \) is the prediction horizon, \( y_{i+1|k} \) is the predicted value of room temperature at \( i \)th prediction horizon step, \( r_{i+1|k} \) is the thermostat set point at \( i \)th prediction horizon step, \( \omega_{y}^{i} \) is the tuning weight for the room temperature at \( i \)th prediction horizon step, \( u_{i+1|k} \) is the estimated value (to be computed) of the input power to the HVAC unit (manipulated variable) at \( i \)th prediction horizon step, \( u_{\text{Target}_{i+1|k}} \) is the target value for the manipulated variable at \( i \)th prediction horizon step, \( \omega_{u}^{i} \) is the tuning weight for the manipulated variable at \( i \)th prediction horizon step, and

\[
z_{k} = [u_{i|k}, u_{i+1|k}, u_{i+p-1|k}].
\]

The values \( p, \omega_{y}^{i}, \) and \( \omega_{u}^{i} \) are controller specifications, and are constants. The controller receives \( r_{i+1|k} \) and \( u_{\text{Target}_{i+1|k}} \) values for the entire horizon and uses the state observer to predict the plant outputs. At instant \( k \), the controller state estimates are available, thus \( J \) is a function of \( z_{k} \) only. Since the regulation signal represents the change in the power consumed by the HVAC unit, \( u_{\text{Target}_{i+1|k}} \) is described by

\[
u_{\text{Target}_{i+1|k}} = u_{\text{Baseline}_{i+1|k}} + u_{\text{Reg}_{i+1|k}}
\]

(6)

where \( u_{\text{Baseline}_{i+1|k}} \) is the optimal value for the manipulated variable at \( i \)th prediction horizon step without considering the impact of the regulation signal, i.e. the optimal control signal such that the room air temperature is as close as possible to its set point.

The regulation signal used in our analysis is taken from the PJM dynamic (D) regulation control signal, which is used for fast-responding resources and constructed from the area control error (ACE) that measures the amount of negative or positive power needed in the power system [25]. Figure 2 shows the normalized regulation signal for a specific day that is sampled every 1 min. A positive ACE value represents the case where an increase in the power consumption is requested and a negative value represents the case where a decrease in the power consumption is requested. The regulation signal can simply be distributed among multiple VAV HVAC units by maintaining its shape and scaling it down to proper levels to maintain occupant comfort. Thanks to the continuous input power ability of VAV HVAC systems that allows this simple distribution of the regulation signal among multiple HVAC units. Thus, without loss of generality, we only consider one VAV HVAC unit in the analysis presented next.

\[\text{Figure 2. The normalized PJM dynamic regulation signal.}\]

Interconnection LLC (PJM).
To illustrate the performance of the control scheme in Equations (4)–(6), simulations are conducted for a typical summer day with the following setup: simulation time-step is selected to be one minute to satisfy the variations in the regulation signal, initial room temperature $T_0 = 26 \, ^\circ\text{C}$, room temperature set point $r_k = 21 \, ^\circ\text{C}$, $20.5 \, ^\circ\text{C} \leq y_k \leq 21.5 \, ^\circ\text{C}$, $0 \geq u_k \geq -6 \, \text{kW}$ (cooling scenario), $p = 1$, and the outside air temperature (profile 1) demonstrated in Figure 3 is considered. The random noise that exists in the temperature profile represents changes in solar irradiance due to temporary cloud cover.

![Figure 3. Two outside air temperature profiles for typical summer days.](image)

The simulation results for this scenario are demonstrated in Figure 4, where the lower graph shows that the change in the power consumed by the HVAC unit closely follows the regulation signal, while the room temperature is close enough to the temperature set point within $\pm 0.5 \, ^\circ\text{C}$, as shown in the upper graph. Note that, in this example, the maximum power in the regulation signal is 1 kW, which is about 17% of the maximum power consumed by an HVAC unit (6 kW).

![Figure 4. Simulation results illustrating the performance of the designed MPC controller for a building with a VAV HVAC system and a 1 kW maximum regulation power.](image)
Table 3 illustrates the performance of the designed MPC controller for this scenario over different regulation power levels. We observe that the requested change in power (maximum regulation signal magnitude) should be less than 17% of the total power consumed by the HVAC unit to maintain occupant comfort (room temperature is within ±0.5 °C from its set point). The root-mean-square-error (RMSE) of the room temperature from its set point is also presented in Table 3.

In the next section, we introduce the second control strategy that considers coordination and control of an aggregate of on/off HVAC systems.

Table 3. The performance of the designed MPC controller for a building with a VAV HVAC system over different regulation power levels.

<table>
<thead>
<tr>
<th>Max Regulation (kW)</th>
<th>Ratio of Max Reg. to Max Power Consumption (%)</th>
<th>Max Room Temp. Dev. from Set Point (°C)</th>
<th>RMSE (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>5</td>
<td>0.17</td>
<td>0.08</td>
</tr>
<tr>
<td>0.6</td>
<td>10</td>
<td>0.32</td>
<td>0.11</td>
</tr>
<tr>
<td>0.9</td>
<td>15</td>
<td>0.47</td>
<td>0.14</td>
</tr>
<tr>
<td>1</td>
<td>17</td>
<td>0.51</td>
<td>0.15</td>
</tr>
<tr>
<td>1.2</td>
<td>20</td>
<td>0.62</td>
<td>0.18</td>
</tr>
<tr>
<td>1.5</td>
<td>25</td>
<td>0.76</td>
<td>0.21</td>
</tr>
<tr>
<td>1.8</td>
<td>30</td>
<td>0.91</td>
<td>0.25</td>
</tr>
</tbody>
</table>

4. Control Design for an Aggregate of on/off HVAC Units

Now, we address the more challenging on/off HVAC system, which is widely used in residential buildings. It is obvious that an on/off HVAC system does not provide the required flexibility for tracking a regulation signal as in the VAV HVAC case because of the limited number of states in the on/off HVAC, usually two states (on and off). However, we show in this section that, by proper control and coordination of a fleet of on/off HVAC systems (available in one or many building(s)), the required flexibility for tracking a regulation signal can be reached. Thus, the objective in this case is to design a controller (strategy) for an aggregate of on/off HVAC systems that takes into consideration the regulation signal provided by the power utility such that its impact should be minimal on room temperatures of the buildings. The proposed controller should coordinate the operation of the HVAC units across all buildings such that: (i) the total change in the power consumed by all HVAC units is as close as reasonably possible to the requested change in power in the regulation signal; and (ii) the reported thermostat temperature for each HVAC unit is as close as possible to its set point. In addition, the following constraints should be satisfied:

1. The on/off HVAC unit has the following three states:
   (a) Off (no power consumed).
   (b) Stage 1 cooling (power consumed is 3 kW).
   (c) Stage 2 cooling (power consumed is 6 kW).

2. Switching between the different states for an HVAC unit is not allowed before certain time duration from the last switch (we assume it is 10 min in our analysis). This is required to maintain the lifetime of the HVAC units. More frequent switching of an HVAC unit may cause some damage to the unit and shorten its lifetime.

3. Thermostat temperature control (dead band) for each building is ±0.5 °C from its set point.

The proposed control architecture for this strategy is illustrated in Figure 5, where the feedback message from each HVAC unit to the central controller contains its current room temperature and thermostat set point, i.e. \( m_i = \{ y_i, r_i \} \), \( i = 1, \cdots, M \), and \( M \) is the total number of HVAC units. Note that the manipulated variables, \( u_1, \cdots, u_M \), take only three values, as indicated in Constraint 1 above.
Without loss of generality, by considering the cooling case in HVAC units and assuming all buildings have the same temperature set points, the centralized rule-based control strategy is designed as follows:

1. If the regulation signal is positive, this indicates an increase in the power consumption is requested (more cooling). In this case, the controller should prioritize room temperatures with the highest temperatures to cool them first. Thus, the controller should increase the power provided to HVAC units with the highest temperature zones or buildings.

2. If the regulation signal is negative, this indicates a decrease in the power consumption is requested (less cooling). In this case, the controller should prioritize room temperatures with the lowest temperatures to not cool them first. Thus, the controller should decrease the power provided to HVAC units with the lowest temperature zones or buildings.

For the case where buildings have different temperature set points, the controller prioritizes room temperature deviations from their set points with the highest positive temperature deviations to cool them first when the regulation signal is positive and with the highest negative temperature deviations to not cool them first when the regulation signal is negative. It should be remarked that the home owner could very easily shift the set point if he feels cold or hot. This priority control strategy is described in Algorithm 1. Moreover, the heating case in HVAC units is designed in an opposite way, for instance, when the regulation signal is positive, the controller increases the power provided to HVAC units with the lowest temperature zones or buildings. Note that this priority control strategy is chosen based on its simplicity to implement, as it does not require solving an optimization problem such as the MPC strategy in the previous section. Thus, it is computationally efficient and much easier to implement in practice. Lastly, it is hardly fair to directly compare these two control strategies because each strategy is used for different type of HVAC loads. Using MPC for on/off HVAC loads requires solving more complicated mixed integer linear programming problem, which is out of the scope of this manuscript and is left for future work.

In the next section, numerical results are presented to illustrate the performance of the rule-based control strategy.
Algorithm 1: The rule-based control strategy for a fleet of on/off HVAC systems (cooling case).

**Inputs**: Current room temperatures, thermostat set points, and power consumptions for all buildings, i.e. \( \{ y_i, r_i, u_i \}, i = 1, \cdots, M \), in addition to the regulation signal \( u^{\text{Reg}} \).

**Output**: Updated input powers to the on/off HVAC units (manipulated variables), i.e. \( u_i, i = 1, \cdots, M \).

```
foreach time step do
    Compute the room temperature deviations from their set points
    Sort the computed deviations in descending order
    Compute the number of HVAC units, \( N \), that is required to satisfy the regulation signal
    if the regulation signal is positive then
        foreach HVAC unit starting from the highest room temperature deviation in descending order
            until reaching the \( N \)th change in power consumption of HVAC units do
                Check whether the constraints are satisfied (previous state lasted for more than
                10 min, and HVAC current power consumption is not Stage 2 cooling)
                Increase the input power to the HVAC unit (from 0 to 3 kW or from 3 kW to 6 kW)
    if the regulation signal is negative then
        foreach HVAC unit starting from the lowest room temperature deviation in ascending order
            until reaching the \( N \)th change in power consumption of HVAC units do
                Check whether the constraints are satisfied (previous state lasted for more than
                10 min and HVAC current state is not OFF)
                Reduce the input power to the HVAC unit (from 6 kW to 3 kW or from 3 kW to 0)
    Distribute the updated HVAC power consumptions
    Repeat for the next time step
```

5. Numerical Results

We consider 50 on/off HVAC units (buildings) in our analysis with the same PJM dynamic regulation signal used in Section 3, but it is now scaled up to 50 kW to satisfy the ratio of the maximum regulation to the maximum power consumed by all HVAC units (300 kW) as described in Section 3. In addition, initial room temperatures are assumed to be normally distributed around their set points with unit variance and all HVAC units are initially at off state. In addition, the same outside temperature profile and building parameters as in Section 3 are used here. The simulation time-step is 1 min and the 10-min switching constraint of on/off HVAC units is maintained in the control strategy.

The performance of the designed rule-based control strategy has been investigated for a 24-h period and compared with the baseline case where no regulation is considered (the only objective is to satisfy the thermostat temperature for each HVAC unit). Figure 6 shows the room temperature and the corresponding power consumed by the HVAC unit for one building selected at random (Building 39). Figure 7 shows the baseline case for the same scenario in Figure 6 for comparison. Notice the variations in the room temperature under the regulation case (Figure 6) as compared with the one without regulation (Figure 7). These variations are due to the impact of satisfying the regulation condition. Despite these variations, the room temperature remained most of the time within the allowed band, which is \( \pm 0.5 \) °C from the set point. In addition, it is observed that the impact of the regulation on the HVAC total power consumption and duty cycle (fraction of time in which HVAC unit is ON) is minimal (see their values on top of the figures). In addition, notice that this HVAC unit did not switch to Stage 2 cooling because of either there are higher room temperatures at that time than the one at Building 39 that have higher priorities, or the regulation signal at that time was not high enough to turn on this unit to Stage 2 cooling after taking care of the other buildings with higher room temperatures. Similar behaviors as in Building 39 are observed in the remaining buildings, except that Stage 2 cooling is observed for short time durations in few HVAC units.
Figure 6. Simulation results showing room temperature and power consumption of Building 39 for the designed rule-based controller

Figure 7. Simulation results showing room temperature and power consumption of Building 39 for the baseline controller (no regulation is considered).

Figure 8 demonstrates room temperatures for all 50 buildings. Observe that the deviations from the set points are less than 0.5 °C most of the time. This is due to the appropriate selection of the total number of buildings (and their corresponding maximum power consumption) relative to the maximum regulation power.

Figure 9 shows the HVAC duty cycles (DCs) for the 50 buildings using the rule-based and baseline controllers. Notice that about 20% duty cycle is typical for a hot summer day. It can be observed that nearly all buildings provide the same amount of ancillary service. The average duty cycles for all buildings for the designed rule-based and baseline controllers are 0.2037 and 0.2034, respectively. These duty cycles correspond to total energy consumption by all 50 buildings for 24-h interval of an amount 741.5 kWh and 737 kWh, respectively. Notice that nearly the same duty cycle (power consumption) took place for both scenarios. Assuming the utility pays 10 cents per kWh for building
owners subscribed to provide ancillary service to the grid, the owners of the 50 buildings in this scenario will receive credit of $798 per month.

Figure 10 demonstrates that the total power consumed by all 50 buildings closely follows the regulation signal. This is due to the proper designed control strategy and the appropriate selection of the total number of buildings relative to the maximum regulation power.

![Graph showing temperature changes over time for 50 buildings.](image)

**Figure 8.** Simulation results showing room temperature deviations of all buildings from their set points for the designed *rule-based* controller.

![Graph showing HVAC duty cycles for 50 buildings for rule-based and baseline controllers.](image)

**Figure 9.** Simulation results showing the HVAC duty cycles for the 50 buildings for the designed rule-based and baseline controllers.
Sensitivity analysis has been conducted for the designed rule-based controller under different buildings parameters ($C_1, C_2, C_3, K_1, K_2, K_3, K_4,$ and $K_5$ are within 20% tolerance from their nominal values) and outside air temperatures, where similar behaviors as in previous scenarios (Figures 6–10) are observed. For example, when different building parameters and outside air temperatures are used (Profile 2 in Figure 3), numerical results show that the room temperatures for all 50 buildings are within ±0.5°C from their set points almost all of the time while satisfying the required regulation, as illustrated in Figure 11.

It is also interesting to investigate the impact of the total number of buildings on the performance of the rule-based control strategy. Figure 12 illustrates the room temperatures and aggregate power consumption variations when the total number of buildings is reduced to the half (25 buildings).
We can observe that the performance in this scenario is not as good as the 50 buildings scenario; quite few room temperatures went out of the ±0.5 °C band for some time and the aggregate power consumption variation for all building did not fully follow the regulation signal. This unsatisfactory performance is due to the fact that each HVAC unit contributed about 33% of its power capacity as an ancillary service to the grid, where our analysis for this particular example (in Section 3 and in this section as well) indicates that each HVAC unit should not contribute more than 17% of its power capacity as ancillary service to the grid to ensure satisfactory performance. It should be mentioned that we assume all the buildings have correct sizing of the HVAC system. In practice, it is also worth investigating the system sizing problem [26,27] before looking into the proposed control strategy.

Table 4 shows the maximum deviation and root-mean-square-error (RMSE) of the regulation signal and indoor temperature tracking for all buildings. Notice the improved performance with the increased number of recruited buildings, which provides additional flexibility for tracking the regulation signal and thus satisfying the grid requirements. Note that the 17% contribution limit of HVAC power capacity as ancillary service to the grid is specific to this particular example (specific to the assigned building parameters and disturbances) and should be verified/tested for different settings. Therefore, an initial testing/tuning is recommended before implementing the proposed rule-based controller to ensure satisfactory performance.

6. Conclusions and Future Directions

We have investigated two control strategies for HVAC units to provide ancillary services to the grid. In the first strategy, an optimal control based on MPC acting on a VAV HVAC unit is examined,
while, in the second strategy, a rule-based control of a fleet of on/off HVAC units is examined. The presented analysis has validated our argument that coordination and control of a fleet of on/off HVAC units provide the required flexibility for ancillary services to the grid, with little impact on indoor environments. If we assume the regulation requirement of the United States is 1% of its peak load (similar to the one in PJM), the total regulation reserves that are potentially available from all residential/commercial buildings in the US are about three times of the total regulation capacity currently needed [28].

The novelty of the analysis is to use HVAC loads as ancillary service to the grid. In particular, the proposed controller should manipulate the total power consumption of available HVAC loads according to requested change in power from the grid side, represented by a regulation signal, to enhance the grid reliability and stability. The designed rule-based controller can be implemented in a centralized mode, where each building communicates its current state (room temperature, power consumption, and temperature set point) to a centralized aggregator that selects the next states of the HVAC units. Then, the selected strategies are communicated back to buildings (smart thermostats) to be applied. For large number of buildings, a cluster tree topology would be more feasible, as each building communicates its current state to a server node within its cluster, and the server nodes communicate their aggregate information to a centralized node where the control strategies are chosen and communicated back to the buildings through the cluster nodes. Another implementation option could be through the cloud, where the information is shared (via the Internet) and analyzed in utility or third-party data centers.

Future work is to conduct further studies to design a decentralized framework for the rule-based control strategy.
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