Gated Recurrent Unit Network-Based Short-Term Photovoltaic Forecasting
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Abstract: Photovoltaic power has great volatility and intermittency due to environmental factors. Forecasting photovoltaic power is of great significance to ensure the safe and economical operation of distribution network. This paper proposes a novel approach to forecast short-term photovoltaic power based on a gated recurrent unit (GRU) network. Firstly, the Pearson coefficient is used to extract the main features that affect photovoltaic power output at the next moment, and qualitatively analyze the relationship between the historical photovoltaic power and the future photovoltaic power output. Secondly, the K-means method is utilized to divide training sets into several groups based on the similarities of each feature, and then GRU network training is applied to each group. The output of each GRU network is averaged to obtain the photovoltaic power output at the next moment. The case study shows that the proposed approach can effectively consider the influence of features and historical photovoltaic power on the future photovoltaic power output, and has higher accuracy than the traditional methods.

Keywords: photovoltaic power forecasting; GRU network; Pearson coefficient; K-means

1. Introduction

With the reduction of fossil energy supply and increased environmental pollution, the utilization of renewable energy to achieve sustainable and healthy development of the economy has become the consensus of countries all around the world. For example, solar radiation as a natural energy source has the following advantages: no noise, no pollution, inexhaustibility and so on. By 2016, the total installed capacity of photovoltaic power stations in the world had exceeded 300 GW [1]. However, the intermittence and volatility of photovoltaic systems bring challenges to the security, stability and economic operation of the power system. Therefore, it is necessary to predict photovoltaic power output, and with the help of energy storage systems, improve the operating performance of the power system.

With respect to time horizons, photovoltaic forecasting can be divided into very short-term photovoltaic forecasting, short-term photovoltaic forecasting, medium-term photovoltaic forecasting, and long-term photovoltaic forecasting, for which the forecasting horizon cut-offs are minutes, hours, months and years, respectively. Many methods for forecasting short-term photovoltaic power have been proposed in the past few years. These methods mainly include autoregressive integrated moving average model (ARIMA), regression analysis, gray system model, support vector machine (SVM), back propagation neural network (BP) and so on. The ARIMA model forecasts the photovoltaic power output at the next moment based on the trend of historical time series, which requires high stability of the historical power output series. In addition, the influence of external features, such as
temperature, humidity and visibility of the photovoltaic power, is not taken into account which leads to a large prediction error [2,3]. The regression analysis models are relatively simple and clear, but they can’t describe the relationship between the input features and the photovoltaic power output with accurate mathematical formulas [4]. The GM (1,1) method in the gray system is the most widely used method for prediction. It does not require a large number of samples and has low computational cost. Nevertheless, the GM (1,1) method also has the disadvantage of not considering the impact of external features on the results [5]. SVM is a supervised learning method, which is often used for classification and regression analysis. Compared to traditional methods, it can solve problems which involve non-linearity, convergence to local optima, and high dimensionality. However, if the amount of sample data is large, the SVM method will have slow training speed and low prediction accuracy [6,7]. BP neural networks have strong nonlinear mapping ability and flexible network structures. The number of hidden layers and cells in each layer can be set according to the specific photovoltaic power situation, but they have the shortcomings of slow learning speed and easily falling into local optima [8]. Moreover, the SVM and BP neural networks can only determine the value of the photovoltaic power at the next moment according to the main features, and they ignore the impact of historical trends on the future photovoltaic power output.

With the rapid development of deep learning, deep learning techniques have become some of the most popular research fields in academia and industry [9]. Compared with shallow learning, deep learning is a set of machine learning techniques with multi-layer deep artificial neural network (ANN) architectures that use stacked layers of transformation trainable from the beginning to the end. The common deep learning architectures for forecasting photovoltaic power output include Boltzmann machines, deep belief networks (DBN) and recurrent neural networks (RNN). Neo proposed DBN to determine the parameters that best fit the data to obtain the least prediction error. The study case showed that DBN has higher forecasting accuracy than traditional methods [10]. A Bayesian neural network model was proposed to forecast solar irradiation in [11]. The effectiveness of the proposed model is verified by comparing with the traditional algorithm. Cao combined an artificial neural network and wavelet analysis to improve the forecasting accuracy [12]. Although the above methods have achieved some positive results, the impact of previous information on the output is not considered, which is not suitable for forecasting photovoltaic power output. In order to solve this problem, some scholars have applied a long short time memory (LSTM) network to predict photovoltaic power output, and the study cases show that LSTM network presented better performance than traditional networks [13,14]. Although the accuracy of LSTM is higher than that of other algorithms, the training time of LSTM is much longer than that of other algorithms. How to reduce the training time under the premise of ensuring the high accuracy is still a challenge worth studying. The gated recurrent unit is a special case of LSTM. It has shorter training time than LSTM. At present, GRU networks are mainly used in classification, and are seldom applied in regression problems [15,16].

In this paper, a GRU neural network is designed to forecast photovoltaic power output, so as to reduce the training time and improve the accuracy. The key contributions of this paper are as follows:

1. The Pearson coefficient method is used to extract the main features that affect the photovoltaic power and analyze the relationship between historical photovoltaic power and the future photovoltaic power output.
2. The K-means method is utilized to divide the data into several groups based on the similarity of the features, so as to improve the accuracy of prediction.
3. The GRU network that can simultaneously consider the influence of features and historical photovoltaic power output trend on the future photovoltaic power output is designed for forecasting short-term photovoltaic power. It not only inherits the advantages of LSTM network, but also shortens training time.

The rest of the paper is organized as follows: Section 2 briefly introduces the framework of the proposed approaches. Section 3 explains how to use Pearson coefficient method to extract main
features and classify data according to the similarity of features. Section 4 explains the basic principle of GRU network and designs a GRU network to predict photovoltaic power. Section 5 discusses the simulations and results. The conclusion is described in Section 6.

2. The Forecasting Framework of Proposed Approaches

Figure 1 shows the framework of proposed approaches. As can be seen from the figure, the approach proposed in this paper includes three key steps. Firstly, the min-max normalization is used to normalize the original data, so as to eliminate any influence of dimensionality. The Pearson coefficient is used to measure the correlation between the variables and the photovoltaic power, and the main features affecting the photovoltaic power are extracted according to the size of the Pearson coefficients. Secondly, the K-means method is utilized to divide data into several groups based on the similarity of features. Several GRU networks are trained in each group. Finally, the distance between the current object and the center of each group is calculated, and the group that is closest to the current object is selected. The next moment’s photovoltaic power output is obtained by averaging the outputs of multiple GRU networks that belong to the selected group.

3. Feature Extraction and Cluster Analysis

3.1. Introduction of the Dataset

The data set is from the Global Energy Forecasting Competition 2014 [17], including the hourly photovoltaic power from 1 April 2012 to 1 July 2014. In addition, 12 weather variables are obtained from the European Centre for Medium-range Weather Forecasts. These variables are shown in Table 1.

3.2. Feature Extraction

There are many factors that affect the next moment’s photovoltaic power output, such as pressure, humidity, light intensity, cloud, and so on. Some existing methods, such as the ARIMA and GM (1,1) rely on the trend of historical time series to predict photovoltaic power without considering the influence of various external features. These methods have the obvious defect that it is difficult to adapt to the mutability of the environment, especially for the inflection point. Considering the influence of various features on the future photovoltaic power output is beneficial to improve the prediction accuracy. However, if the features that are not related to photovoltaic power are put into the model, it will not only increase the complexity of the algorithm, but also interfere with the model parameters. Therefore, it is necessary to extract features before building models.
Extracting features is an important step in data mining. The existing methods for forecasting photovoltaic power often rely on experience to select the main features. These methods are subjective, and the features that affect photovoltaic power in different time and space are not the same. It is necessary to use a quantitative method to find the key features affecting photovoltaic power.

At present, there are many ways to evaluate the correlation between the two indicators, such as Pearson coefficient, chi-square test, mutual information, grey relational analysis and so on. Pearson coefficient is a simple and effective method to reflect the linear correlation of two indexes, which is widely used to extract features in the field of forecasting load and forecasting wind power. In this paper, Pearson coefficient is used to measure the correlation between each feature and photovoltaic power. The mathematical formula of Pearson coefficient can be described as follows:

\[
    r_{xy} = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2} \sqrt{\sum_{i=1}^{n} (y_i - \bar{y})^2}} 
\]

where \( r_{xy} \) is the Pearson coefficient between \( x \) and \( y \). \( \bar{x} \) is the mean of \( x \), and \( \bar{y} \) is the mean of \( y \). Pearson coefficient ranges from \(-1\) to \(+1\), where \(-1\) is total negative linear correlation, \(0\) is no linear correlation, and \(+1\) is total positive linear correlation.

Taking the above 12 variables as the original features, the Pearson coefficient is used to evaluate the correlation between each feature and the photovoltaic power. The absolute values of Pearson coefficient are shown in Figure 2.

### Table 1. Data variables and description.

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total column liquid water (TCLW)</td>
<td>kg m(^{-2})</td>
</tr>
<tr>
<td>Total column ice water (TCIW)</td>
<td>kg m(^{-2})</td>
</tr>
<tr>
<td>Surface pressure (SP)</td>
<td>Pa</td>
</tr>
<tr>
<td>Relative humidity at 1000 mbar (R)</td>
<td>%</td>
</tr>
<tr>
<td>Total cloud cover (TCC)</td>
<td>0–1</td>
</tr>
<tr>
<td>10-m U wind component (10 U)</td>
<td>m s(^{-1})</td>
</tr>
<tr>
<td>10-m V wind component (10 V)</td>
<td>m s(^{-1})</td>
</tr>
<tr>
<td>2-m temperature (2 T)</td>
<td>K</td>
</tr>
<tr>
<td>Surface solar rad down (SSRD)</td>
<td>J m(^{-2})</td>
</tr>
<tr>
<td>Surface thermal rad down (STRD)</td>
<td>J m(^{-2})</td>
</tr>
<tr>
<td>Top net solar rad (TSR)</td>
<td>J m(^{-2})</td>
</tr>
<tr>
<td>Total precipitation (TP)</td>
<td>m</td>
</tr>
</tbody>
</table>

![Figure 2. The Pearson coefficient between each feature and photovoltaic power.](image-url)
It can be seen from Figure 2 that the Pearson coefficients between total column liquid water, total column ice water, surface pressure and photovoltaic power output are small, so these three features are excluded and the remaining nine features are retained.

In order to qualitatively analyze the influence of the historical photovoltaic power on the next photovoltaic power, the photovoltaic power in the past \( n \) times is set as \( P = (P_{t-n}, P_{t-2}, \ldots, P_{1}) \), and the absolute values of Pearson coefficient are calculated and are shown in Figure 3, where a large correlation between next moment’s photovoltaic power output and historical photovoltaic power output can be seen. The absolute values of the Pearson coefficient decrease first and then increase from \( t - 1 \) to \( t - 12 \), and reach a minimum value at \( t - 5 \). This shows that the next photovoltaic power is mainly related to the historical photovoltaic power from \( t - 1 \) to \( t - 4 \). According to the above analysis, we should consider both the features of weather and historical photovoltaic power output, so that the accuracy can be improved.

![Figure 3. The Pearson coefficient relationship between the historical photovoltaic power and the next photovoltaic power.](image)

### 3.3. Cluster Analysis

When the value of each feature is different, so their impact on the output is different. Clustering the data according to the similarity of the features is helpful to improve the accuracy in the field of forecasting load and forecasting wind power [18,19]. In this paper, we try to divide training sets into several groups based on the similarities of each feature, and analyze whether grouping the data helps improve the accuracy in the field of photovoltaic power forecasting.

There are many clustering methods in the existing research. The clustering effect of each method depends on the application background and data set. The K-means method is a classical clustering algorithm with good robustness [20]. It has been widely used in the stage of data processing. In this paper, the K-means method will be used to group the training set. The goal is to make the features of the same group similar, and the features of different groups are quite different. The specific steps for K-means clustering are as follows:

1. Initializing the K centers of K groups: To eliminate the influence of dimension, the min-max normalization is used to standardize each feature. K samples are randomly selected as the initial centers of each group.
2. Assigning each sample to each group: The Euclidean distance between each sample and the center of each group is calculated, and each sample is allocated to the nearest group.
3. Recalculating the center of each group: The center of each group is recalculated based on the sample data of each group, and the results will be output if all the centers are not changed. Otherwise, return to step (2).
4. The Forecasting Framework Based on GRU Network

4.1. The GRU Network

Unlike the traditional BP neural network and the convolution neural network, the input of the hidden layer of RNN contains not only the output of the upper layer, but also the output between the hidden layer nodes of the same layer at the last time. Therefore, the RNN can effectively improve the accuracy of prediction by using the historical photovoltaic powers. Theoretically, the length of the historical photovoltaic series can be arbitrary. A large number of experiments show that traditional RNN will encounter many problems when learning long-range dependencies. Among them, the most common problem is gradient vanishing or exploding [21].

To solve this problem, Reiter and Schmidhuber proposed a LSTM network that reads and modifies memory cells by controlling input gates, forgetting gates, and output gates, and then uses different functions to update the state of hidden layer [22]. Up to now, LSTM is one of the most popular RNN architectures, and has achieved great success in the fields of wind power forecasting, load forecasting and photovoltaic power forecasting. Although the accuracy of LSTM is higher than that of other algorithms, the training time of LSTM is longer than that of other algorithms. How to reduce the training time is still a problem worth studying. The gated recurrent unit is a special case of LSTM proposed by Cho in 2014 [23]. Its performance in speech signal modeling was found to be similar to that of long short-term memory. In addition, it has shorter training time than traditional LSTM and has fewer parameters than LSTM, as they lack an output gate. Figure 4 shows the structure of gated recurrent unit network.

Figure 4. The structure of gated recurrent unit (GRU) network.

There are two input features at each time, which include the input vector $x(t)$ and previous output vector $h(t-1)$. The output of each gate can be obtained through logical operation and nonlinear transformation of input. The relationship between input and output can be described as follows:

$$r(t) = \sigma_g(W_r x(t) + U_r h(t-1) + b_r)$$  \hspace{1cm} (2)

$$z(t) = \sigma_g(W_z x(t) + U_z h(t-1) + b_z)$$  \hspace{1cm} (3)

$$h(t) = (1 - z(t)) \cdot h(t-1) + z(t) \cdot \hat{h}(t)$$  \hspace{1cm} (4)

$$\hat{h}(t) = \sigma_b(W_b x(t) + U_b (r(t) \cdot h(t-1)) + b_b)$$  \hspace{1cm} (5)

where $z(t)$ is the update gate vector, $r(t)$ is the reset gate vector, $W$, $U$ and are parameter matrices and vector. $\sigma_g$ is a sigmoid function and $\sigma_b$ is a hyperbolic tangent.
After building the structure of the GRU network, the training method for the GRU network needs to be determined. At present, for recurrent neural networks such as GRU, the popular training methods include back propagation trough time (BPTT) and real time recurrent learning (RTRL). The BPTT has high computational efficiency and its computation time is shorter than RTRL [24]. Therefore, the BPTT is selected to train GRU network. In addition, previous studies show that the Adam optimizer has better performance than other algorithms which include stochastic gradient descent (SGD), RMSProp, Adadelta and Adagrad [25]. Thus the Adam algorithm is used for training the proposed forecasting framework.

4.2. The Process for Forecasting Photovoltaic Power Based on GRU Network

The process for forecasting photovoltaic power based on GRU network is shown in Figure 5. The main steps are as follows:

(1) Set a historical photovoltaic power series \( P = (P_{t-1}, P_{t-2}, \ldots P_{t-n}) \) that will be used to predict the next photovoltaic power. The matrix \( X \) consists of historical photovoltaic power and 9 features that include R, TCC, 10U, 10V, 2T, SSRD, STRD, TSR and TP.

(2) Every row of the matrix \( X \) is the scaled features and the time step is fed to corresponding GRU block in the GRU layer. Since the sequential nature of the output of a GRU layer, the number of GRU layers that are stacked to form a recurrent neural network can be arbitrary.

(3) The output of the top GRU layer are fed to a feed forward neural network that maps the output of GRU layer to photovoltaic power.

![Figure 5](image)

**Figure 5.** The process forecasting photovoltaic power based on GRU network.

4.3. Program Implementation

The program of GRU network is designed with multiple stages: (1) Define a network. (2) Compile the network. (3) Fit the network (4) Forecasting photovoltaic power. The partial codes for building the GRU network are shown in Table 2.
Table 2. GRU architecture based on Keras.

<table>
<thead>
<tr>
<th>Program: Codes for Building the GRU Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1. Define Network</td>
</tr>
<tr>
<td>from keras.models import Sequential</td>
</tr>
<tr>
<td>from keras.layers import Dense</td>
</tr>
<tr>
<td>from keras.layers.recurrent import GRU</td>
</tr>
<tr>
<td>model = Sequential()</td>
</tr>
<tr>
<td>model.add(GRU(units=10, input_shape=(trainX.shape[1], trainX.shape[2]), return_sequences=True))</td>
</tr>
<tr>
<td>model.add(GRU(units=10, return_sequences=True))</td>
</tr>
<tr>
<td>model.add(GRU(units=10))</td>
</tr>
<tr>
<td>model.add(Dense(units=1, kernel_initializer='normal', activation='sigmoid'))</td>
</tr>
<tr>
<td>#2. compile the network</td>
</tr>
<tr>
<td>model.compile(loss='mae', optimizer='adam')</td>
</tr>
<tr>
<td>#3. fit the network</td>
</tr>
<tr>
<td>history=model.fit(trainX, trainY, epochs=100, batch_size=10, validation_data=(validX, validY), verbose=2, shuffle=False)</td>
</tr>
<tr>
<td>#4. forecasting photovoltaic power</td>
</tr>
<tr>
<td>PV = model.predict(testX)</td>
</tr>
</tbody>
</table>

4.4. Indicators for Evaluating the Results

The popular indicators for evaluating the prediction results include root mean square error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE). MAPE is not suitable for evaluating the prediction results in this case, because the photovoltaic power output is equal to 0 sometimes, and MAPE will become infinite, so in this study, MAE and RMSE will be adopted to evaluate the accuracy of prediction. In addition, the MAE will be used as a loss function of GRU network. The mathematical formulas for MAE and RMSE are as follows:

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|$$  \hspace{1cm} (6)

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}$$  \hspace{1cm} (7)

where $n$ is the number of test sets, $y_i$ is the real photovoltaic power and $\hat{y}_i$ is the forecasted photovoltaic power. It should be noted that MAE and RMSE are equal when $n$ is equal to 1.

5. Case Study

In practical applications, since the training time of the neural network is very long, each network is trained in advance using historical data. In this paper, the inputs of the GRU network include the environmental factors of the previous moment, the time and the photovoltaic powers of the past few hours, and the output is the photovoltaic power of the next hour.

The dataset from the Global Energy Forecasting Competition 2014 is used to verify the proposed approaches. The photovoltaic powers and corresponding features from 1 April 2012 to 9 April 2014 are used for training set and the data from 10 April 2014 to 20 May 2014 are used for validation set. The data from 21 May 2014 to 1 July 2014 are regarded as test data. All the approaches will be conducted using Keras on a laptop equipped with an Intel(R) Core(TM) i3-3110M 2.40-GHz processor and 6 GB of RAM.

In order to verify the effectiveness of the proposed approaches, we compared the proposed approaches with three benchmarking methods which include SVM, BP network and ARIMA. The parameters of these algorithms are set as follows:

1. The number of neurons in the input layer of the GRU is equal to the sum of the number of features plus the number of historical photovoltaic power. The output layer with sigmoid activation function has one neuron. After several experiments, the best choice is to use one GRU layer,
and the number of neurons is 15. The epochs are set to 100. In addition, LSTM uses the same parameters as GRU.

(2) After several experiments, the best choice of BP network is to use two hidden layers, and the number of neurons in each layer is 15 and 5 respectively. The epochs are set to 100.

(3) The radial basis function (RBF) is used as a kernel function for SVM. (4) After several experiments, the best parameters of ARIMA are set as follows: The number of autoregressive terms (p) is equal to 4. The degree of differencing (d) is equal to 2. The number of lagged forecast errors in the prediction equation (q) is set to 4.

5.1. The Optimal Number of Groups

In order to explore the impact of the number of groups on the forecasting results, the number of groups is changed from 1 to 10. Even if the number of groups is the same, the K-means result is different each time. Therefore, experiments are performed 50 times for each number. The RMSE and MAE are shown in Table 3.

It can be seen from Table 3 that grouping the training set is conducive to improving the prediction accuracy. The forecasting error is reduced as the number of groups increases. When the range of values of the features is closed, the relationship between the features and the photovoltaic power output is also similar. It is reasonable to train GRU networks using training set with similar features.

<table>
<thead>
<tr>
<th>Group No.</th>
<th>MAE/MW</th>
<th>RMSE/MW</th>
<th>Group No.</th>
<th>MAE/MW</th>
<th>RMSE/MW</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0409</td>
<td>0.0725</td>
<td>6</td>
<td>0.0396</td>
<td>0.0701</td>
</tr>
<tr>
<td>2</td>
<td>0.0407</td>
<td>0.0717</td>
<td>7</td>
<td>0.0395</td>
<td>0.0701</td>
</tr>
<tr>
<td>3</td>
<td>0.0404</td>
<td>0.0725</td>
<td>8</td>
<td>0.0395</td>
<td>0.0698</td>
</tr>
<tr>
<td>4</td>
<td>0.0409</td>
<td>0.0718</td>
<td>9</td>
<td>0.0379</td>
<td>0.0683</td>
</tr>
</tbody>
</table>

5.2. The Optimal Step Size

The GRU network can predict the next photovoltaic power output by using the photovoltaic power features and historical time series. Theoretically, the length of the time series can be arbitrary. If the time series is too short, it will lead to a lack of historical information learning. On the contrary, if the time series is too long, it will increase the complexity of the algorithm and even make the prediction worse.

To determine how many objects in the historical photovoltaic power output series should be used to forecast short-term photovoltaic power, the number of step sizes was ranged from 0 to 12. The averages of MAE and RMSE are obtained by repeating the experiment 30 times. Figures 6 and 7 show the performance of MAE and RMSE under different step sizes.

Figure 6. The root mean square error (RMSE) of photovoltaic power in different step size.
which leads to a large deviation between real photovoltaic power and forecasted photovoltaic power with the conclusions inferred from Pearson coefficient.

To further analyze the outliers, we randomly selected a day that included multiple outliers, power output, the overall trend of MAE and RMSE decreases first and then increases. If the step size is too small, the trend of time series is not comprehensively considered. In this dataset, the optimal step size of historical photovoltaic power is 4. The next moment’s photovoltaic power has a strong relationship with the historical photovoltaic power output in the past 4 moments, which is consistent with the conclusions inferred from Pearson coefficient.

5.3. Comparison with Traditional Methods

It can be seen from Figures 6 and 7 that considering historical time series of photovoltaic power can significantly reduce the forecasting error. Besides, with the increase of historical photovoltaic power output, the overall trend of MAE and RMSE decreases first and then increases. If the step size is too large, it will not only increase the complexity of the algorithm, but also lead to an excessive reliance on historical time series, which will lead to a drop in the accuracy of the prediction. When the step size is too small, the trend of time series is not comprehensively considered. In this dataset, the optimal step size of historical photovoltaic power is 4. The next moment’s photovoltaic power has a strong relationship with the historical photovoltaic power output in the past 4 moments, which is consistent with the conclusions inferred from Pearson coefficient.

The box plot depicted in Figure 8a shows the RMSE of each sample in the test set. The average RMSE of LSTM, GRU, BP, SVM and ARIMA are 0.037, 0.036, 0.105, 0.170 and 0.101, respectively. Red marks represent outliers, which are greater than the maximum or less than the minimum. To further analyze the outliers, we randomly selected a day that included multiple outliers, and predicted the photovoltaic powers of the day. The forecasted photovoltaic powers of each algorithm are shown in Figure 8b. Obviously, the forecasting accuracy of GRU is slightly better than that of other algorithms. The volatility of the photovoltaic output power on this day is very large, which leads to a large deviation between real photovoltaic power and forecasted photovoltaic power of each algorithm.

Figure 7. The mean absolute error (MAE) of photovoltaic power in different step size.

Figure 8. Cont.
Figure 8. The performance of each method RMSE of each method. (a) The RMSE of each method; (b) Photovoltaic power of 28 June 2014.

Figure 9. The real photovoltaic power and forecasted photovoltaic power selected from training set randomly. (a) Photovoltaic power of 14 May 2013; (b) Photovoltaic power of 5 April 2014.

Figure 10. The real photovoltaic power and forecasted photovoltaic power selected from validation set randomly. (a) Photovoltaic power of 21 April 2014; (b) Photovoltaic power of 17 May 2014.

Figure 11. The real photovoltaic power and forecasted photovoltaic power selected from test set randomly. (a) Photovoltaic power of 17 June 2014; (b) Photovoltaic power of 23 June 2014.
Table 4. The training time of each method.

<table>
<thead>
<tr>
<th>Method</th>
<th>The Best Case/s</th>
<th>The Worst Case/s</th>
<th>The Average Case/s</th>
<th>Standard Deviation/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>393.01</td>
<td>400.57</td>
<td>396.27</td>
<td>1.80</td>
</tr>
<tr>
<td>GRU</td>
<td>354.92</td>
<td>379.57</td>
<td>365.40</td>
<td>7.25</td>
</tr>
<tr>
<td>BP</td>
<td>7.87</td>
<td>14.55</td>
<td>10.62</td>
<td>1.58</td>
</tr>
<tr>
<td>SVM</td>
<td>30.03</td>
<td>32.05</td>
<td>30.65</td>
<td>0.35</td>
</tr>
<tr>
<td>ARIMA</td>
<td>2.64</td>
<td>5.99</td>
<td>3.66</td>
<td>0.67</td>
</tr>
</tbody>
</table>

In addition, Figure 8a shows the maximum RMSE of the GRU is smaller than that of other algorithms. In general, the ARIMA predicts the next moment’s photovoltaic power based on the trends of historical time series, and does not consider the influence of environmental factors, so the prediction error is large. Although BP and SVM can take the environmental factors into account, they cannot give consideration to the impact of historical time series on next moment’s photovoltaic power, so the error is larger than that of GRU and LSTM. The forecasting accuracy of GRU is higher than that of the other four algorithms and the predictive results of LSTM and GRU are very close. This is because LSTM and GRU can not only consider the influence of features on photovoltaic power output at the next moment, but also improve the accuracy of prediction by using historical time series.

In order to further illustrate the advantages of GRU, each algorithm is tested with a training set, validation set and test set, respectively. Figure 9 shows that each algorithm has a good prediction effect when the training set is selected as the test data, because the parameters of each algorithm are determined by the training set. As shown in Figures 10 and 11, if the validation set and test set are used to test the algorithm, the prediction errors of BP, SVM and ARIMA are very large, which indicates that these algorithms are overly dependent on the training set, leading to poor generalization ability. Compared with other algorithms, the prediction errors of LSTM and GRU are relatively low, which indicates their adaptability to fresh samples.

Table 4 shows that the longest training time of GRU is shorter than the best training time of the LSTM, which fully demonstrates that GRU is better than LSTM in term of training time. The GRU network does not have to use a memory unit to control the flow of information like the LSTM network and it can directly make use of all the hidden states without any control. Therefore, the training time of GRU is slightly shorter than that of LSTM. In addition, it is obvious that the average training time of LSTM and GRU is much longer than that of the other three traditional algorithms. Since the models of these algorithms are trained offline before taken into use, the training time does not have a decisive influence on which algorithm is selected to forecast photovoltaic power. Therefore, it is feasible to predict short-term photovoltaic power using trained GRU network. Considering training time and forecasting accuracy, the GRU network is the best choice for forecasting short-time photovoltaic power.

6. Conclusions

The paper tries to improve the accuracy for forecasting short-time photovoltaic power output using a GRU network. Firstly, the Pearson coefficient is used to extract the main features that affect photovoltaic power output at the next moment, and qualitatively analyze the relationship between the historical photovoltaic power output and photovoltaic power output at the next moment. Secondly, the training sets are divided into several groups based on the similarities of each feature, and then GRU network training is applied to each group. The output of each GRU network is averaged to obtain the next photovoltaic power. The experiments allow us to reach the following conclusions:

(1) Grouping training sets based on the similarity of input features and using the GRU network of the group to which the current object belongs can improve the accuracy of the prediction. The error decreases as the number of groups increases.

(2) The Pearson coefficient can not only extract the main features that affect the photovoltaic power, but also qualitatively analyze the relationship between historical photovoltaic power and next
moment’s power. Through qualitative analysis and quantitative analysis, it is found that a suitable number of historical time series of photovoltaic power can improve the forecasting accuracy. In this dataset, the optimal number of historical time series is 4.

(3) As for the forecasting accuracy, the GRU network can simultaneously consider the influence of features and historical photovoltaic power output on the next moment’s photovoltaic power, which leads to a higher accuracy of the GRU than that of BP, SVM, ARIMA, and LSTM. In addition, compared with LSTM, GRU has fewer parameters and shorter training time. Compared to LSTM, the advantage of GRU is even more obvious when the data set is particularly large.
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