Low-Carbon Energy Planning: A Hybrid MCDM Method Combining DANP and VIKOR Approach
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Abstract: With the development of urbanization, people’s living standards have improved. Simultaneously, the growing aggravation of resource shortages and environmental pollution have also gradually attracted widespread attention. Low-carbon energy planning can effectively reduce dependence on fossil resources and carbon emissions to the atmosphere, as well as improve the utilization of resources. Therefore, the formulation and evaluation of low-carbon energy planning have become the focus of attention for related colleges and institutions. This paper puts forward a hybrid multi-criteria decision making (MCDM) method combining decision making trial and evaluation laboratory (DEMATEL), analytical network process (ANP), and VIKOR to obtain the weight of each criterion and evaluate each alternative about low-carbon energy planning for building. A hierarchy structure of criteria involving cost, safety, reliability, and environment protection is built. Afterwards, a case of four alternatives is applied for testify this methodology. Lastly, a comparison with prior methodologies serves as proof of the raised ranking. The presentation has proved that this methodology offers a more precise and effective foundation for decisions about low-carbon energy planning evaluation.
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1. Introduction

With the increased development of the modern global economy, energy shortages and environmental impact have become a focus of attention all around the world. Thus, Sustainable development (SD) vigorously promotes the progress of economic development [1–4]. This was first proposed by the Brundtland Report that satisfied the needs of the then current situation without compromising on future needs in 1987 [5]. Subsequently, SD has been gaining government and public momentum. The 2015 United Nations Development Summit released the formal statement, “Transforming our world: The 2030 agenda for sustainable development”, including the sustainability of economy, society, and environment, in order to eliminate global poverty and make a dignified life for all. In the G20 leadership conference, sustainability in the global economy is seen as a serious problem. A series of measures and initiatives on sustainability and energy management have been put forward, e.g., joint work plan. Furthermore, a great deal of literature and research has emerged over the past few years [6–8]. Bansal et al. [9] operationalized corporate sustainable development and examined its organizational determinants. Dincer et al. [10] explained the relationship between energy and energy,
energy and environment, energy and sustainable development, and moreover, energy policy formulation and energy detail.

Currently, deciding how to stimulate SD and mitigate the impact of human life on the environment has aroused widespread international concern. Among the range of solutions, the model of low carbon development designed to lower carbon emissions has been widely accepted, and is also a thoughtful target of human SD. At the Paris Climate International Conference in 2015, China announced that it was committed to reducing carbon emissions by 60% to 65% from 2005 levels by 2030. The concept of low-carbon has been rapidly promoted in various fields, particularly in the energy industry. Liu et al. [11] presented the main problems of energy and low-carbon development that may be encountered in the next 50 years. Tsai et al. [12] investigated how low-carbon energy affects the growth of fuel consumption, to assess the feasibility of using low-carbon energy sources to displace fossil fuel energy in order to reduce carbon dioxide emissions. Liu et al. [13] presented a novel hybrid solar heating system and determined the optimal operation mode for improving the indoor thermal environment. Lugaric et al. [14] presented a decision-making framework to analyze energy management which integrates energy, economic, and environmental factors.

In recent years, environmental protection departments have emphasized the evolution of low-carbon energy, and related experts have studied it. Based on previous literature and research, the research direction can be summarized in two strategies. The first is the use of renewable energy technologies, e.g., wind power, hydropower, photovoltaic, and geothermal energy, to decrease carbon emissions. The other is the design and use of low-carbon energy planning to ensure adequate power capacity and to configure a variety of power forms reasonably. However, the best method to evaluate the quality of low-carbon energy planning that leads to a multi-criteria decision making (MCDM) issue has already been widely discussed; such a method must consider cost, safety, reliability, and environmental protection in the hierarchy structure of the criteria. Therefore, the method of dealing with the MCDM problem is particularly important. Nowadays, two types of methodologies are applied to resolve MCDM problem: (1) series assessment methodologies, e.g., MAUT [15], improved TOPSIS [16,17], AHP [18], DEMATEL-VIKOR [19–22], grey relational analysis (GRA) [23–25], etc., and (2) the LCA-based methodologies [26]. Furthermore, there are several integrated ways to make up for the defects of applying a single method, e.g., Kano-AHP and M-TOPSIS [27], DEMATEL-Analytical network process (ANP)-TOPSIS [28], and AHP-SWOT [29].

The purpose of this article is to develop appropriate technology to rationally evaluate the quality of low carbon energy planning. As a result of this complex decision, there are a few evaluation criteria that cannot be ignored. A hierarchy structure of criteria is built which involves cost, safety, reliability, and environmental protection. Additionally, a mixed MCDM methodology that integrates DEMATEL, ANP, and VIKOR (DANP-VIKOR) is proposed for getting each criterion’s weight which evaluates each alternative for low-carbon energy planning, whereby DEMATEL is applied to analyze the influence degree of each criterion, and ANP can obtain each criterion’s final weight. A case including four alternatives is applied to verify this mixed methodology.

The structure of this article is as follows. The following section summarizes some related literature. The third part describes the proposed means. The means are elaborated in the forth section. Analysis and discussion are conducted in the fifth part. The last part concludes this work.

2. Literature Review

This section is divided into three parts. The first subsection describes research focusing on sustainable development. The second subsection introduces possible methods used to evaluate the quality of low-carbon energy planning, in other words, the multi-criteria decision making (MCDM) issue. Some research gaps are described in the third part.
2.1. Research on Sustainable Development

Positive relationships are demonstrated between sustainable development and economic growth [1–4]. This viewpoint, that satisfied the requirements of the then current situation without compromising on future needs in 1987 [5], was first proposed by the Brundtland Report. Subsequently, sustainable development has been starting to receive further government and public attention. For instance, the 2015 United Nations Development Summit and the G20 leadership conference have been focusing on sustainability in the global economy, society, and environment. As a result, a series of measures and initiatives on sustainability and energy management have been put forward, e.g., a joint work plan. Furthermore, a significant amount of related literature and research has emerged over the past few years [6,7]. Liu et al. [2] proposed that transdisciplinary sustainability research is practical for addressing sustainability challenges because it is able to integrate the best available knowledge, reconcile values and preferences, as well as create ownership for problems and solution options. Katia et al. [3] described a vision of sustainability research and presented an evaluative scheme for measuring its effectiveness, determining areas for improvements. Vargas et al. [4] addressed the existing lack of depth and comprehensiveness by identifying and categorizing the critical attributes of Sustainability in Higher Education. Ding et al. [8] measured the SD level of 287 prefecture-level cities as well as analyzing their dimensional distribution. Bansal et al. [9] operationalized corporate sustainable development and examined its organizational determinants. Dincer et al. [10] explained the relationship between energy and energy, energy and environment, energy and sustainable development, and energy policy formulation and energy detail. The concept of low-carbon has been rapidly promoted in various fields, particularly in the energy industry. Liu et al. [11] presented the main problems of energy and low-carbon development that may be encountered in the next 50 years. Tsai et al. [12] investigated how low-carbon energy affects the growth of the fuel consumption, to assess the feasibility of using low-carbon energy sources to displace fossil fuel energy in order to reduce carbon dioxide emissions. Yu et al. [13] put forward an assessment analysis of the low-carbon energy investment prospect. Lugaric et al. [14] presented a decision-making framework to analyze energy management which integrates energy, economic, and environmental process factors.

2.2. Methodologies of Multi-Criteria Decision Making

We have been highly focused on deciding how to evaluate the quality of low-carbon energy planning, which results in a multi-criteria decision making (MCDM) issue in a hierarchical structure of criteria. Therefore, selecting or designing an appropriate method of dealing with the above MCDM problem is crucial. Prior research of resolving the MCDM problem can be classified into two categories: one is series assessment methodologies, and the other is LCA-based methodologies [26]. There are several studies of the first category. Roth et al. [15] put forward the multi-attribute utility analysis (MAUA) as a powerful tool for materials selection and evaluation, and it has been used in a wide range of engineering areas. Rao et al. [17] presented a logical procedure for material selection for a given engineering design based on a combined TOPSIS and AHP method. Shahabi et al. [18] identified ten related factors by using a statistical model including the analytical hierarchy process (AHP). Prasenjit et al. [19] attempted to solve the robot selection problem using VIKOR, and compared their relative performance for a given industrial application. Serkan et al. [22] established a fuzzy DEMATEL-based solution approach which takes into account both qualitative and quantitative location factors for addressing the facility layout problem. Joseph et al. [24] used grey relational analysis to propose the multi-criteria weighted average in the decision-making process to rank the materials concerning several criteria. There are several studies regarding the LCA-based methodologies. Taflanidis et al. [26] presented a systematic probabilistic framework for detailed estimation and optimization of the life-cycle cost of engineering systems. Avikal et al. [27] applied a Kano model, fuzzy-AHP, and M-TOPSIS-based technique to find the optimal order of component removal using AND/OR precedence relation. Govindan et al. [28] proposed a model to evaluate the best sustainable construction material based on sustainable indicators through a hybrid
multi-criteria decision making (MCDM) methodology with the integration of DEMATEL, ANP, and Topsis. Finally, Tavana et al. [29] firstly identified the relevant criteria and sub-criteria using SWOT analysis and then used Intuitionistic Fuzzy AHP to evaluate the relative importance weights among the criteria and the corresponding sub-criteria.

2.3. Research Gap

By summarizing and analyzing the existing research results, two main conclusions can be drawn. Firstly, a comprehensive hierarchy structure of criteria for the quality evaluation of low-carbon energy planning has not been constructed by prior research, which has ignored some evaluation criteria such as reliability, environmental protection, etc. Secondly, methodologies applied to the MCDM issue usually adopt the normalization approach for the hyper-matrices, which is considered to be unreasonable as every bunch from the distribution of each norm in the column obtained the same weight in the customizable course [30].

Compared with some current research, this paper makes two major contributions: (i) Regarding the lack of comprehensive evaluation systems, a hierarchy structure of criteria is built which involves cost, safety, reliability, and environmental protection. (ii) To raise an appropriate method for the evaluation issue of this work, a mixed MCDM methodology that integrates DEMATEL, ANP, and VIKOR (DANP-VIKOR) is proposed for getting each criterion’s weight and evaluating each alternative which is about low-carbon energy planning, where DEMATEL is applied to analyze the influence degree of each criterion, while ANP can obtain each criterion’s final weights. A case including four alternatives is applied to verify this mixed methodology.

3. Background and Problem Description

This research aims to evaluate the quality of low-carbon energy planning more objectively and rationally. The introduction concentrates on the low-carbon energy planning and hierarchy structure for evaluation criteria.

3.1. Low-Carbon Energy Planning

CO₂ accounts for 77% of greenhouse gases (GHG). GHG emissions have resulted in climate change and continue to present a significant threat to humanity [31–33]. In China, growing energy consumption and coal-dominated energy construction have caused rapid increases in carbon dioxide emissions over the past 45 years. The burning of fossil fuels in China have led to an increase of carbon dioxide emissions from 4.8 billion tons in 1965 to 8.7 billion tons in 2011, making up 25% of the world’s total [34]. Hence, the increasing low-carbon economy has become a significant trend in China. Several policies, e.g., the Renewable Resource Regulation, executed in 2006; the National Development Plan for Renewable Resource and Energy, issued in 2007; and the 13th Five-Year Renewable Energy Development Plan, have been formulated to boost the development of low carbon economies in 2017.

The identification of renewable, clean, environmentally-sustainable energy resources is the great challenge of our times [35]. Currently, renewable energy generation has been the main trend to facilitate the development of a low-carbon economy. However, there are several problems which have to be solved in the energy development process. The first is that renewable energy, e.g., biomass energy [36], wind power, hydropower, photovoltaic, and geothermal energies are inefficient. Although carbon capture and storage as a common technology can effectively reduce CO₂ emissions from power plants, it is only based on non-renewable energy resources. Therefore, combining renewable energy and low-carbon capture and storage technology is necessary to promote a low-carbon economy. Additionally, one of the elements in energy planning is to determine the most economical energy investment program and ensure the reliability and safety of electricity. But under the guidance of low-carbon economic development, several environmental factors, e.g., CO₂ emissions and SO₂
emissions must be properly considered in the planning process. Thus, the study of low-carbon energy planning has been conducted by Chinese and western researchers [37–39].

3.2. Hierarchy Structure for Evaluation Criteria

Evaluating the quality of low-carbon energy planning is an MCDM problem which must consider several different types of criteria, e.g., cost, safety, reliability, and environment protection [40]. Therefore, in view of relevant document and specialist discussion, this paper creates a stratum of assessment process, as demonstrated in Figure 1, which consists of goals, criteria, and attribute levels. Goal level \( (B) \) is low-carbon energy planning assessment; criterion one \( (E) \) is reliability \( (E_1) \), safety \( (E_2) \), economy \( (E_3) \), and environmental properties \( (E_4) \). The Reliability feature encompasses four factors, namely, power shortage expectations \( (C_1) \), power shortage frequency \( (C_2) \), duration of power shortage \( (C_3) \), and low battery expectations \( (C_4) \). Safety features constitute four factors, namely, power load matching degree \( (C_5) \), the proportion of intermittent energy \( (C_6) \), positive peaking capacity \( (C_7) \), and the proportion of outside electricity \( (C_8) \). The Economy feature comprises four factors, namely, investment costs \( (C_9) \), operating costs \( (C_{10}) \), plant electricity rate \( (C_{11}) \), and carbon emissions costs \( (C_{12}) \). The Environmental feature comprises three factors, i.e., proportion of renewable energy \( (C_{13}) \), \( \text{CO}_2 \) emissions \( (C_{14}) \), and nitrogen oxide emissions \( (C_{15}) \).

![Figure 1. A hierarchy structure for the evaluation of low-carbon energy planning.](image-url)
4. Methodology

A mixed MCDM method including DANP with VIKOR is a way that assesses the quality of low carbon energy planning, where DEMATEL is applied to analyze the degree of interrelationships among each criterion, while ANP can be used to obtain each criterion’s weight. The final ranking of each alternative for a low carbon energy plan can be obtained through VIKOR. The detailed steps and explanations for both stages are summarized in the later parts.

4.1. Procedure of DANP Method

ANP is an expansion of AHP, which was advanced by Saaty to address the interdependence and feedback between each standard and alternative among real-world problems [41,42]. However, the normalization method for the hyper-matrices is unreasonable because every bunch from the distribution of each norm in the column has the same weight in the customizable course [30]. Therefore, DEMATEL is utilized to better the normalization process in ANP, called DANP. It has been favorably applied in many domains, such as supplier selection and material selection [41–45]. The program is generalized as follows:

**Step 1**: Count the direct-relation array. The degree to which the standard \( i \) has a direct influence on the standard \( j \), (denoted by \( d_{ij} \)) may be formed by several specialists/engineers in this domain based on the supposed scales. The direct-relation matrix \( A = [a_{ij}]_{n \times n} \) is then generated by averaging each of the same criteria in all kinds of matrices of specialists/engineers.

**Step 2**: Set up the primary direct-relation matrix. The primary direct-relation matrix \( D = [d_{ij}]_{n \times n} \) can be derived from normalizing the matrix \( A \), as shown in Equations (1) and (2).

\[
D = s \times A
\]

\[
s = \min\left[\frac{1}{\max_j \sum_i |a_{ij}|}, \frac{1}{\max_i \sum_j |a_{ij}|}\right]
\]

**Step 3**: Export the overall direct-relation matrix. Along the powers of \( D \), e.g., \( D^2, D^3, \ldots, D^\alpha \), the oblique effect of every standard is declining continuously. When \( \alpha \) reaches infinity, \( D^\alpha = [0]_{n \times n} \) where \( 0 \leq d_{ij} < 1 \), \( 0 < \sum_i d_{ij} \leq 1 \) and \( 0 < \sum_j d_{ij} \leq 1 \) and at least one column sum \( \sum_i d_{ij} \) or one row sum \( \sum_j d_{ij} \) amounts to 1. Then, the overall direct-relation matrix \( T = [t_{ij}]_{n \times n} \) can be received by Equation (3).

\[
T = D^1 + D^2 + \ldots + D^\alpha = D(I - D)(I - D)^{-1} = (I - D)^{-1}
\]

where \( \lim_{\alpha \to \infty} D^\alpha = [0]_{n \times n} \).

**Step 4**: Analysis of results. Each row sum vector \( r \) and column sum vector \( s \) of total direct-relation matrix \( T \) are respectively generated by Equations (4) and (5), where \( r_i \) represents the total effect of the standard \( i \) on the other criteria. Likewise, \( c_j \) expresses the sum of the total effects received by the standard \( j \) from other standards. Furthermore, \( (r_i + c_i) \) and \( (r_i - c_i) \) should be computed in order to analyze the results. \( (r_i + c_i) \), as an indicator, can instruct the extent of the core role that standard \( i \) plays in the question when \( i = j \). On \( (r_i - c_i) \), if it’s positive, the standard \( i \) is affecting other criteria; in contrast, other criteria are affecting \( i \).

\[
r = (r_i)_{n \times 1} = \left[ \sum_{j=1}^{n} t_{ij} \right]_{n \times 1}
\]

\[
c = (c_j)_{n \times 1} = (c_j)'_{1 \times n} = \left[ \sum_{i=1}^{n} t_{ij} \right]'
\]
**Step 5:** Create a causality graph. By means of a data set of maps \((r_i + c_i, r_i - c_i)\), a causal graph can be constructed to offer an means of ensuring the preferred values in each dimension/cluster and standard are refined.

**Step 6:** Count the unweighted hypermatrix. Then from DEMATEL, we get two different total direct-relation matrices, i.e., \(T_C = [T_{ij}^{cl}]_{n \times n}\) being part of \(n\) criteria, and \(T_D = [T_{ij}^{dl}]_{m \times m}\) being specifically for \(m\) dimensions/clusters from \(T_C\), as presented in Equation (6).

\[
T_C = \begin{bmatrix}
    c_{11} & \cdots & D_1 & \cdots & D_j & \cdots & D_m \\
    c_{1n_1} & \cdots & T_{C11} & \cdots & T_{C1j} & \cdots & T_{C1m} \\
    \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
    c_{jn_1} & \cdots & T_{Cj1} & \cdots & T_{Cjj} & \cdots & T_{Cjm} \\
    \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
    c_{m1} & \cdots & T_{Cm1} & \cdots & T_{Cmj} & \cdots & T_{Cmm} \\
    c_{m_{nn}} & \cdots & T_{Cm1} & \cdots & T_{Cmj} & \cdots & T_{Cmm}
\end{bmatrix}
\tag{6}
\]

A new matrix \(T_C^\delta\) will be framed through the normalization of the direct relationship array \(T_C\), as presented in Equations (7) and (8).

\[
T_C^\delta = \begin{bmatrix}
    T_{C11}^\delta & \cdots & T_{C1j}^\delta & \cdots & T_{C1m}^\delta \\
    \vdots & \ddots & \vdots & \ddots & \vdots \\
    T_{Cj1}^\delta & \cdots & T_{Cjj}^\delta & \cdots & T_{Cjm}^\delta \\
    \vdots & \ddots & \vdots & \ddots & \vdots \\
    T_{Cm1}^\delta & \cdots & T_{Cmj}^\delta & \cdots & T_{Cmm}^\delta
\end{bmatrix}
\tag{7}
\]

The concrete manifestation of normalization \(T_{C11}^\delta\) is presented in Equations (8) and (9). Analogously, other \(T_{Cij}^\delta\) values can be acquired identically.

\[
T_{C11}^\delta = [T_{ij}^{\delta11}]_{m_1 \times m_1} = \begin{bmatrix}
    t_{c11}/d_{c11} & \cdots & t_{c11}/d_{c11} & \cdots & t_{c11}/d_{c11} \\
    \vdots & \ddots & \vdots & \ddots & \vdots \\
    t_{c1n_1}/d_{c1n_1} & \cdots & t_{c1n_1}/d_{c1n_1} & \cdots & t_{c1n_1}/d_{c1n_1}
\end{bmatrix}
\tag{8}
\]
\[ d_{i}^{11} = \sum_{j=1}^{m_1} i_{ij}^{11}, \quad i = 1, 2, \ldots, m_1 \]  

(9)

Allow the total direct-relation matrix to match and fill into the interdependence clusters. The unweighted hypermatrix \( W \) can be acquired on the foundation by transposing the normalized total direct-relation matrix \( T^c_i \), as shown in Equation (10).

\[
W = (T^c_i)' = 
\begin{pmatrix}
D_1 & \cdots & D_j & \cdots & D_m \\
\frac{c_{11} \ldots c_{1n_1}}{c_{m_1} \ldots c_{mn_m}} & \cdots & \frac{c_{j1} \ldots c_{jn_j}}{c_{m_1} \ldots c_{mn_m}} & \cdots & \frac{c_{m1} \ldots c_{mn_m}}{c_{m_1} \ldots c_{mn_m}} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\frac{c_{11} \ldots c_{1n_1}}{c_{m_1} \ldots c_{mn_m}} & \cdots & \frac{c_{j1} \ldots c_{jn_j}}{c_{m_1} \ldots c_{mn_m}} & \cdots & \frac{c_{m1} \ldots c_{mn_m}}{c_{m_1} \ldots c_{mn_m}}
\end{pmatrix}
\]

(10)

The interpretation for \( W^{11} \) is shown as Equation (11). Likewise, other \( W^{ij} \) values can be acquired in the same way.

\[
W^{11} = 
\begin{pmatrix}
\frac{c_{11} \ldots c_{1n_1}}{c_{m_1} \ldots c_{mn_m}} & \cdots & \frac{c_{j1} \ldots c_{jn_j}}{c_{m_1} \ldots c_{mn_m}} & \cdots & \frac{c_{m1} \ldots c_{mn_m}}{c_{m_1} \ldots c_{mn_m}} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\frac{c_{11} \ldots c_{1n_1}}{c_{m_1} \ldots c_{mn_m}} & \cdots & \frac{c_{j1} \ldots c_{jn_j}}{c_{m_1} \ldots c_{mn_m}} & \cdots & \frac{c_{m1} \ldots c_{mn_m}}{c_{m_1} \ldots c_{mn_m}}
\end{pmatrix}
\]

(11)

**Step 7:** Calculate the weighted supermatrix. Each column will be summed for normalization as Equation (12).

The weighted hyper-matrices are counted. The sum of each column is normalized.

\[
T_D = 
\begin{pmatrix}
\frac{t_{1D}^{11}}{d_1} & \cdots & \frac{t_{1D}^{ij}}{d_1} & \cdots & \frac{t_{1D}^{jn}}{d_1} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\frac{t_{nD}^{1D}}{d_n} & \cdots & \frac{t_{nD}^{ij}}{d_n} & \cdots & \frac{t_{nD}^{jn}}{d_n}
\end{pmatrix}
\]

(12)

Create a new matrix \( T^D_i \) by normalizing the total direct-relation matrix \( T_D \), as shown in Equation (13).

\[
T^D_i = \left[ \frac{t^D_{1ij}}{d_i} \right] = 
\begin{pmatrix}
\frac{t^D_{1ij}}{d_i} & \cdots & \frac{t^D_{nij}}{d_i}
\end{pmatrix}
\]

(13)
In order to get the weighted hyper-matrix, it is necessary to multiply the normalized total direct-relation matrix $T_D$, as shown in Equation (14).

$$W^\delta = T^\delta D \times W = \begin{bmatrix} t_D^{11} \times W^{11} & \cdots & t_D^{i1} \times W^{i1} & \cdots & t_D^{n1} \times W^{n1} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ t_D^{1j} \times W^{1j} & \cdots & t_D^{ij} \times W^{ij} & \cdots & t_D^{nj} \times W^{nj} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ t_D^{1n} \times W^{1n} & \cdots & t_D^{in} \times W^{in} & \cdots & t_D^{nn} \times W^{nn} \end{bmatrix}$$ (14)

**Step 8:** Restrict the weighted supermatrix.

### 4.2. Steps of VIKOR Method

In order to optimize the multi-criteria of intricate systems, Opricovic used the VIKOR method in 1998 [46,47]. VIKOR is used to rank and sort a group of alternative schemes based on a variety of possible conflicting and noncomparable criteria, supposing that such a compromise can handle collisions. It adopts the multi-criteria ranking exponent in view of the specific measure of ‘closeness’ to the ‘ideal’ solution [48].

For the $J$ alternatives, each scheme is represented by $A_1, A_2, \ldots, A_J$, respectively, and is measured according to the $i$-th criteria $C_i$. The result of the measurement is represented by $f_{ij}$. The VIKOR method was exploited with the pattern of $L_p$-metric, described as follows:

$$L_{p,j} = \left\{ \sum_{i=1}^{n} \left[ w_i \left( f^*_i - f_{ij} \right) / ( f^*_i - f^{-}_i ) \right]^p \right\}^{1/p} \quad 1 \leq p \leq \infty, \ j = 1, 2, \ldots, J$$ (15)

The steps of compromise ranking algorithm VIKOR:

**Step 1:** Compute the normalized decision matrix $B = [a_{ij}]$.
For the benefit virtue or element, count the normalized value $y_{ij}$,

$$b_{ij} = \frac{a_{ij}}{\max_i a_{ij}}, \ (i = 1, 2, \ldots, n; \ j = 1, 2, \ldots, m)$$ (16)

For the cost virtue or element, the normalized value $y_{ij}$ is counted as

$$b_{ij} = \frac{\min_i a_{ij}}{a_{ij}}, \ (i = 1, 2, \ldots, n; \ j = 1, 2, \ldots, m)$$ (17)

**Step 2:** Calculate the normalized decision matrix $Z$ using weights vector.

$$Z = \omega^T B$$ (18)

**Step 3:** Define the optimum $f^*_i$ and the worst $f^{-}_i$ values of entire criterion functions, $i = 1, 2, \ldots, n$.

$$f^*_i = [ ( \max_j z_{ij} | i \in C ), ( \min_j z_{ij} | i \in D ) ] , \forall i$$ (19)

$$f^{-}_i = [ ( \min_j z_{ij} | i \in C ), ( \max_j z_{ij} | i \in D ) ] , \forall i$$ (20)

$C$ represents benefit collection, and $D$ represents cost collection.

**Step 4:** Count the value of $S_j$ and $R_j; j = 1, 2, \ldots, m$, using the relations

$$S_j = \sum_{i=1}^{n} w_i \left( f^*_i - f_{ij} \right) / ( f^*_i - f^{-}_i ) , \forall j$$ (21)
\[ R_j = \max_i \left[ w_i \frac{(f^*_i - f_{ij})}{(f^*_j - f^*_i)} \right], \forall j \]  

(22)

The weights criteria \((w_i)\) indicate the relative significance between them.

**Step 5:** Count the value of \(Q_j, j = 1, 2, \ldots, m\), using the relation.

\[ Q_j = v \frac{(S_j - S^*)}{(S^* - S^-)} + (1 - v) \frac{(R_j - R^*)}{(R^* - R^-)}, \forall j \]  

(23)

and then,

\[
S^* = \min S_j, \\
S^- = \max S_j \\
R^* = \min R_j, \\
R^- = \max R_j
\]

\(v\) is used for the weight of the tactics of “the majority of criteria”, here \(v = 0.5\).

**Step 6:** estimating criteria:

1. **C1:** \(Q''_j - Q'_j \geq 1/(j - 1)\) where, \(Q''_j\) and \(Q'_j\) are the first and second choice, separately. \(J\) is the number of alternate solutions.
2. **C2:** Sort the first solution \(S_j\) (or \(R_j\)) in \(Q_j\) value; then sort the second at the same time.

5. Case Study

5.1. Data Collection

In this section, the quality of the four design alternatives for low-carbon energy planning from a certain province in China is appraised using the proposed model in practical case [49]. An overall description, including the 13 criteria of the four design alternatives, is presented in Table 1. A questionnaire was used to gather initial data and related information about each design alternative from specialists with expertise and administrative experience, particularly those with knowledge of the low-carbon economy in China. The group of experts is depicted below: business executives who are adept in energy system analysis; academicians are those who major in energy system planning and participate in university-related teaching. The 12 experts that have been investigated included four scholars committed to energy systems, four supervisors coming from energy enterprises with professional skills, and four electric power staffs who have engaged in their occupations for over five years. The survey was conducted in November 2016; each person was asked to conduct a 60–35 min questionnaire and interview. The main contents of our designed questionnaires concerned cost, safety, reliability, and environmental protection, as shown in the first column of Table 1. The initial data gathered through interviews is presented in the rest of Table 1. The inconsistency rate of these questionnaires was 4.5%, which signifies that extra questionnaires in this study will not affect the results, and that the credibility rating is 95.50%.

Figure 2 presents a clear overall diagram of the adopted methodology, from the beginning, i.e., determining each criterion of low carbon energy planning evaluation, the second phase, i.e., calculating the normalized decision matrix, to the final step, i.e., ranking the alternatives of low-carbon energy planning.
5.2. Weighing Relation between Dimensions and Criteria by DEMATEL

Here, we apply the DEMATEL decision-making framework to perform the four dimensions using 15 criteria and their interrelationships. Based on the questionnaires from 12 specialists, the degree of influence of the relationships between the dimensions and criteria can be determined, as shown in Table 2. The detailed procedure can be summarized: (1) Count the original direct-relation array by Equations (1) and (2); (2) The total direct-relation array is acquired via Equation (3); (3) Each row sum vector \( r \) and column sum vector \( s \) of overall direct-relation matrix \( T \) is generated as listed in Equations (4) and (5) respectively, and the results are listed in Tables 3 and 4; (4) A causal influence diagram is set up based on the \( r_i + c_i \) and \( r_i - c_i \) values respectively and Table 5 shows the sum of

![Methodology flowchart](image-url)
The causal influence diagrams of criteria and dimensions are listed in Figure 3.

### Table 1. The initial data for alternatives corresponding to each criterion. (Zhong et al., 2015).

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Alternative 1</th>
<th>Alternative 2</th>
<th>Alternative 3</th>
<th>Alternative 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power shortage expectations ((C_1))</td>
<td>4.19</td>
<td>14.2</td>
<td>3.16</td>
<td>8.67</td>
</tr>
<tr>
<td>Power shortage frequency ((C_2))</td>
<td>16.801</td>
<td>17.558</td>
<td>704</td>
<td>8019</td>
</tr>
<tr>
<td>Duration of power shortage ((C_3))</td>
<td>2.45</td>
<td>3.92</td>
<td>2.45</td>
<td>4.14</td>
</tr>
<tr>
<td>Low battery expectations ((C_4))</td>
<td>87.67</td>
<td>82.47</td>
<td>1.95</td>
<td>49.27</td>
</tr>
<tr>
<td>Power load matching degree ((C_5))</td>
<td>1.26</td>
<td>1.46</td>
<td>1.62</td>
<td>1.81</td>
</tr>
<tr>
<td>The proportion of intermittent energy ((C_6))</td>
<td>1.872</td>
<td>0.107</td>
<td>1.431</td>
<td>0.294</td>
</tr>
<tr>
<td>Positive peaking capacity ((C_7))</td>
<td>-14.34</td>
<td>0.536</td>
<td>-3.705</td>
<td>26.481</td>
</tr>
<tr>
<td>The proportion of outside electricity ((C_8))</td>
<td>11.075</td>
<td>3.643</td>
<td>2.522</td>
<td>-34.229</td>
</tr>
<tr>
<td>Investment costs ((C_9))</td>
<td>2897.27</td>
<td>1872.89</td>
<td>2461.87</td>
<td>2134.69</td>
</tr>
<tr>
<td>Operating costs ((C_{10}))</td>
<td>835.06</td>
<td>449.54</td>
<td>629.51</td>
<td>543.79</td>
</tr>
<tr>
<td>Plant electricity rate ((C_{11}))</td>
<td>5.44</td>
<td>6.40</td>
<td>7.43</td>
<td>8.02</td>
</tr>
<tr>
<td>Carbon emissions costs ((C_{12}))</td>
<td>256.05</td>
<td>120.51</td>
<td>203.02</td>
<td>194.38</td>
</tr>
<tr>
<td>Proportion of renewable energy ((C_{13}))</td>
<td>1.872</td>
<td>0.107</td>
<td>1.431</td>
<td>0.294</td>
</tr>
<tr>
<td>CO2 emissions ((C_{14}))</td>
<td>-14.34</td>
<td>0.536</td>
<td>-3.705</td>
<td>26.481</td>
</tr>
<tr>
<td>Nitrogen oxide emissions ((C_{15}))</td>
<td>11.075</td>
<td>3.643</td>
<td>2.522</td>
<td>-34.229</td>
</tr>
</tbody>
</table>

### Table 2. The averaged direct-relation matrix for criteria.

<table>
<thead>
<tr>
<th></th>
<th>(C_1)</th>
<th>(C_2)</th>
<th>(C_3)</th>
<th>(C_4)</th>
<th>(C_5)</th>
<th>(C_6)</th>
<th>(C_7)</th>
<th>(C_8)</th>
<th>(C_9)</th>
<th>(C_{10})</th>
<th>(C_{11})</th>
<th>(C_{12})</th>
<th>(C_{13})</th>
<th>(C_{14})</th>
<th>(C_{15})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_1)</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>(C_2)</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(C_3)</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>(C_4)</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(C_5)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(C_6)</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>(C_7)</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>(C_8)</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>(C_9)</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>(C_{10})</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>(C_{11})</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>(C_{12})</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>(C_{13})</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(C_{14})</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>(C_{15})</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 3. The averaged direct-relation matrix for dimensions.

<table>
<thead>
<tr>
<th></th>
<th>(E_1)</th>
<th>(E_2)</th>
<th>(E_3)</th>
<th>(E_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E_1)</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>(E_2)</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>(E_3)</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>(E_4)</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 4. Sum of influences given and received on criteria.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>(r_i)</th>
<th>(c_i)</th>
<th>(r_i + c_i)</th>
<th>(r_i - c_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Power shortage expectations ((C_1))</td>
<td>2.784</td>
<td>2.673</td>
<td>5.457</td>
<td>0.111</td>
</tr>
<tr>
<td>2 Power shortage frequency ((C_2))</td>
<td>2.782</td>
<td>2.126</td>
<td>4.908</td>
<td>0.656</td>
</tr>
<tr>
<td>3 Duration of power shortage ((C_3))</td>
<td>2.625</td>
<td>2.137</td>
<td>4.762</td>
<td>0.488</td>
</tr>
<tr>
<td>4 Low battery expectations ((C_4))</td>
<td>2.749</td>
<td>2.871</td>
<td>5.620</td>
<td>-0.122</td>
</tr>
<tr>
<td>5 Power load matching degree ((C_5))</td>
<td>2.737</td>
<td>2.237</td>
<td>4.974</td>
<td>0.500</td>
</tr>
</tbody>
</table>
### Table 4. Cont.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>( r_i )</th>
<th>( c_i )</th>
<th>( r_i + c_i )</th>
<th>( r_i - c_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 The proportion of intermittent energy (( C_6 ))</td>
<td>3.284</td>
<td>2.908</td>
<td>6.192</td>
<td>0.376</td>
</tr>
<tr>
<td>7 Positive peaking capacity (( C_7 ))</td>
<td>2.881</td>
<td>3.876</td>
<td>6.757</td>
<td>−0.995</td>
</tr>
<tr>
<td>8 The proportion of outside electricity (( C_8 ))</td>
<td>3.275</td>
<td>3.227</td>
<td>6.502</td>
<td>0.048</td>
</tr>
<tr>
<td>9 Investment costs (( C_9 ))</td>
<td>3.030</td>
<td>3.495</td>
<td>6.525</td>
<td>−0.465</td>
</tr>
<tr>
<td>10 Operating costs (( C_{10} ))</td>
<td>3.273</td>
<td>2.638</td>
<td>5.911</td>
<td>0.635</td>
</tr>
<tr>
<td>11 Plant electricity rate (( C_{11} ))</td>
<td>2.659</td>
<td>2.720</td>
<td>5.379</td>
<td>−0.061</td>
</tr>
<tr>
<td>12 Carbon emissions costs (( C_{12} ))</td>
<td>2.933</td>
<td>2.761</td>
<td>5.694</td>
<td>0.172</td>
</tr>
<tr>
<td>13 Proportion of renewable energy (( C_{13} ))</td>
<td>3.491</td>
<td>2.582</td>
<td>6.073</td>
<td>0.909</td>
</tr>
<tr>
<td>14 ( CO_2 ) emissions (( C_{14} ))</td>
<td>3.027</td>
<td>3.099</td>
<td>6.126</td>
<td>−0.072</td>
</tr>
<tr>
<td>15 Nitrogen oxide emissions (( C_{15} ))</td>
<td>3.476</td>
<td>3.193</td>
<td>6.669</td>
<td>0.283</td>
</tr>
</tbody>
</table>

### Table 5. Sum of influences given and received on dimensions.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>( r_i )</th>
<th>( c_i )</th>
<th>( r_i + c_i )</th>
<th>( r_i - c_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Reliability property (( E_1 ))</td>
<td>2.672</td>
<td>2.664</td>
<td>5.336</td>
<td>0.008</td>
</tr>
<tr>
<td>2 Safety property (( E_2 ))</td>
<td>2.331</td>
<td>3.079</td>
<td>5.410</td>
<td>−0.748</td>
</tr>
<tr>
<td>3 Economy property (( E_3 ))</td>
<td>3.479</td>
<td>2.004</td>
<td>5.483</td>
<td>1.475</td>
</tr>
<tr>
<td>4 Environmental property (( E_4 ))</td>
<td>2.411</td>
<td>3.145</td>
<td>5.556</td>
<td>−0.734</td>
</tr>
</tbody>
</table>

**Figure 3.** Causal influence diagram for dimensions and criteria.
The subfigure (a) of Figure 3 shows the causal influence diagrams of C1, C2, C3, C4. (b), (d) and (e) show the causal influence diagrams of C5, C6, C7, C8 and C9, C10, C11, C12 and C13, C14, C15, respectively. The subfigure (e) shows the causal influence diagrams of E1, E2, E3, E4.

5.3. Weighting of Every Standard by DANP Technique

In this part, we applied the DANP approach that links DEMATEL with ANP to determine the weights of every element. The detailed process can be divided into three parts, as follows:

1. Unweighted supermatrix is developed through Equations (6)–(11);
2. A weighted supermatrix is based on Equations (12)–(14);
3. Limit the weighted supermatrix; the complete list is shown in Table 6.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
<th>C6</th>
<th>C7</th>
<th>C8</th>
<th>C9</th>
<th>C10</th>
<th>C11</th>
<th>C12</th>
<th>C13</th>
<th>C14</th>
<th>C15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight</td>
<td>0.059</td>
<td>0.065</td>
<td>0.030</td>
<td>0.071</td>
<td>0.082</td>
<td>0.094</td>
<td>0.099</td>
<td>0.027</td>
<td>0.097</td>
<td>0.085</td>
<td>0.020</td>
<td>0.081</td>
<td>0.070</td>
<td>0.095</td>
<td>0.025</td>
</tr>
</tbody>
</table>

5.4. Rank the Design Alternatives of Low-Carbon Energy Planning Using the VIKOR Approach

Due to the related documents and specialist consultation, the values to each criterion of four design alternatives can be obtained, as shown in Table 1. The procedure of VIKOR is revealed in Section 4.2. Note that the initial matrix A can be formulated according to Table 1. To obtain the ultimate rank of the design alternatives for low-carbon energy planning, the steps can be decomposed into six sub-steps:

1. Obtain the normalized decision matrix B via Equations (16) and (17);
2. The normalized decision matrix Z using the vector of weights can be calculated by Equation (18);
3. Give the best \( f^*_j \) and the worst \( f_j^- \) values of all criterion functions, as shown in Equations (19) and (20);
4. The values \( S_j \) and \( R_j \) can be obtained in Equations (21) and (22) (as shown in Table 7);
5. The values \( Q_j \) can be computed based on the values \( S_j \) and \( R_j \) via Equation (23) (as shown in Table 7);
6. Judging criteria as C1 and C2. If the results satisfy the two following conditions via Step 6 in Section 3.2, rank the design alternatives of low-carbon energy planning based on the values \( Q_j \).

<table>
<thead>
<tr>
<th>Alternative</th>
<th>( S_j )</th>
<th>Rank</th>
<th>( R_j )</th>
<th>Rank</th>
<th>( Q_j )</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alternative 1</td>
<td>0.568</td>
<td>3</td>
<td>0.182</td>
<td>4</td>
<td>0.527</td>
<td>3</td>
</tr>
<tr>
<td>Alternative 2</td>
<td>0.845</td>
<td>4</td>
<td>0.180</td>
<td>3</td>
<td>0.850</td>
<td>4</td>
</tr>
<tr>
<td>Alternative 3</td>
<td>0.294</td>
<td>2</td>
<td>0.075</td>
<td>2</td>
<td>0.113</td>
<td>2</td>
</tr>
<tr>
<td>Alternative 4</td>
<td>0.204</td>
<td>1</td>
<td>0.064</td>
<td>1</td>
<td>0.086</td>
<td>1</td>
</tr>
</tbody>
</table>

6. Analysis and Discussion

6.1. Comparison with Previous Methods

To verify the feasibility and validity of this hybrid method, TOPSIS and GRA methods are displayed as the object of comparison. (The process of these two methods is shown in [50]). The identical weight of every standard is employed in three ways. The result is presented on the basis of the same case. On account of the original data, as shown in Table 7, the closeness indices of three methodologies, i.e., VIKOR, GRA, and TOPSIS, can be seen in Table 8.

<table>
<thead>
<tr>
<th>Alternative</th>
<th>VIKOR</th>
<th>Rank</th>
<th>GRA</th>
<th>Rank</th>
<th>TOPSIS</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alternative 1</td>
<td>0.527</td>
<td>3</td>
<td>0.390</td>
<td>3</td>
<td>0.445</td>
<td>4</td>
</tr>
<tr>
<td>Alternative 2</td>
<td>0.850</td>
<td>4</td>
<td>0.252</td>
<td>4</td>
<td>0.458</td>
<td>3</td>
</tr>
<tr>
<td>Alternative 3</td>
<td>0.113</td>
<td>2</td>
<td>0.548</td>
<td>2</td>
<td>0.748</td>
<td>2</td>
</tr>
<tr>
<td>Alternative 4</td>
<td>0.086</td>
<td>1</td>
<td>0.716</td>
<td>1</td>
<td>0.854</td>
<td>1</td>
</tr>
</tbody>
</table>
As can be seen from Table 8, the results of these three methods are basically the same. This means that the proposed method is effective at ranking the design alternatives and evaluating the quality of low-carbon energy planning. Regarding VIKOR result, alternative 4 ranks the first with a value of 0.086. It is the same case as the GRA ranking result, where alternative 4 comes first with a score of 0.716. The TOPSIS result reveals a slight ranking variation of alternative 1 and Alternative 2 compared to the VIKOR and GRA, but alternative 4 still ranks first. Subsequently, through the results of the three methodologies, alternative 4 for low-carbon energy planning is optimal.

6.2. Discussion

As shown in the case study for four design alternatives in Section 5, the hybrid MCDM approach, i.e., DANP-VIKOR, could offer more related outcomes, such as the interdependent and feedback of dimensions and criteria. According to the procedure of DANP and VIKOR, several conclusions can be summarized: (1) Through the results of the DEMENTAL approach, we observe that the four dimensions interact with each other, e.g., reliability property ($E_1$) will influence safety property ($E_2$), economy property ($E_3$) and environmental property ($E_4$). (2) According to the procedure of DANP, the final weights of each criterion can be calculated, and it can be seen that positive peaking capacity ($C_7$), investment costs ($C_9$), CO$_2$ emissions ($C_{14}$), and the proportion of intermittent energy ($C_6$) have a large impact on low-carbon energy planning. Therefore, their proper control can lead to better designs for low-carbon energy planning engineers/designers. (3) The influence degree of each dimension and criterion can be obtained from DEMENTAL, as shown in Figure 3. (4) The final rank of the four design alternatives for low-carbon energy planning can be calculated via VIKOR. Based on our comparison with previous methods, i.e., GRA and TOPSIS, it can be concluded that this evaluation method is reasonable and effective.

7. Conclusions

 Nowadays, resource shortages and environmental pollution are causing great concern, and sustainable development as one of the emerging strategies to address these issues has been much studied, especially in developing countries. Low-carbon energy planning, as one of the essential strategies to sustainable development, can effectively save energy and protect the environment. In summary, the following outcomes are achieved in this paper: (1) A suitable hierarchy structure for each criterion involving cost, safety, reliability, and environmental protection is proposed for low-carbon planning selection. (2) For the first time, the proposed MCDM methodology combining DEMATEL, ANP, and VIKOR is applied to obtain the weight of each criterion, in which the DEMATEL is utilized for normalization processes and to evaluate each alternative for low-carbon energy planning. (3) By comparing the results from TOPSIS and GRA, the effectiveness and feasibility of the hybrid method are validated for assessments of low-carbon energy planning alternatives. In conclusion, the proposed hybrid method is effective for evaluating alternatives for low-carbon energy planning.

As future work, our research will pay attention to three aspects: (1) Based on this research, other crucial factors will be considered, e.g., technical factors, efficiency factors, and so on. (2) The proposed method will be applied in other fields, such as green evaluation and energy saving assessments. Moreover, software related to assessment methods will be designed and applied in the assessment process. (3) For the uncertainty of experts’ evaluations, uncertainty theory will be studied in the future [35,36,51,52].
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