A MBCRF Algorithm Based on Ensemble Learning for Building Demand Response Considering the Thermal Comfort

Yuchun Li 1, Yinghua Han 2*, Jinkuan Wang 1 and Qiang Zhao 3

1 College of Information Science and Engineering, Northeastern University, Shenyang 110819, China; 1610314@stu.neu.edu.cn (Y.L.); wjk@neuq.edu.cn (J.W.)
2 School of Computer and Communication Engineering, Northeastern University at Qinhuangdao, Qinhuangdao 066004, China
3 School of Control Engineering, Northeastern University at Qinhuangdao, Qinhuangdao 066004, China; zhaoqiang@neuq.edu.cn

* Correspondence: yhhan@neuq.edu.cn; Tel.: +86-(0)-335-806-6033

Received: 6 November 2018; Accepted: 11 December 2018; Published: 14 December 2018

Abstract: Demand response (DR) has become an effective and critical method for obtaining better savings on energy consumption and cost. Buildings are the potential demand response resource since they contribute nearly 50% of the electricity usage. Currently, more DR applications for buildings were rule-based or utilized a simplified physical model. These methods may not fully embody the interaction among various features in the building. Based on the tree model, this paper presents a novel model based control with a random forest (MBCRF) learning algorithm for the demand response of commercial buildings. The baseline load of demand response and optimal control strategies are solved to respond to the DR request signals during peak load periods. Energy cost saving of the building is achieved and occupant’s thermal comfort is guaranteed simultaneously. A linguistic if-then rules-based optimal feature selection framework is also utilized to redefine the training and test set. Numerical testing results of the Pennsylvania-Jersey-Maryland (PJM) electricity market and Research and Support Facility (RSF) building show that the load forecasting error is as low as 1.28%. The peak load reduction is up to 40 kW, which achieves a 15% curtailment and outperforms rule-based DR by 5.6%.
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1. Introduction

Buildings consume nearly 50% of the electricity [1], and account for almost 40% of the greenhouse gas emissions. Heating, ventilation and air-conditioning (HVAC) systems contribute about one-third of the total energy consumption [2]. In particular, commercial buildings are capable of providing sizable load curtailment, and then they are increasingly looking to demand management [3]. Therefore, it is critical to implement demand response (DR) for buildings to save energy cost. DR refers to “changes in electric use by demand-side resources from their normal consumption patterns in response to changes in the price of electricity, or to incentive payments designed to induce lower electricity use at times of high wholesale market prices or when system reliability is jeopardized” [4], which is mainly applied through two categories in power systems, incentive-based programs (IBPs) and price-based programs (PBPs) [5].

Many researchers have studied the effectiveness of DR application for saving energy consumption and cost. Authors in [6] proposed a fast DR strategy of chiller power for the commercial building and achieved significant peak demand reductions. In [7], a model with a single-state variable was
developed to participate in the DR control flexibly for the large commercial HVAC system. Four different business models of DR were developed and aggregation potentials of the building in market were studied in [8]. Different electricity tariff structures were presented for the development of DR, which contain time-of-use (TOU), critical peak pricing (CPP) and real-time pricing (RTP) [9]. Authors in [10] proposed a RTP-based DR control strategy that changes the set-point temperature to control HVAC loads depending on electricity retail price published each 15 minutes. Both TOU and IBPs were modeled based on the concept of demand price elasticity to design an optimum scheme for achieving the maximum benefit of DR in [11]. Based on the Monte Carlo method and dynamic pricing, authors in [12] developed a robust demand response control of commercial buildings for a smart grid under load prediction uncertainty.

Conventionally, DR programs were mostly applied through the model-based method developed by a simplified, physical or statistical energy consumption model. In [13], combining a statistical estimate of the future load demand, an optimization-based real-time residential load management algorithm was proposed in order to minimize the energy payment for each user. Dupont et al. [14] used a two-stage modeling approach to evaluate the residential demand response on power system operation. Different multiple loops’ control strategies for providing frequency regulation of commercial HVAC systems and components were presented in [15]. In [16], an equivalent resistance-capacitance network was used to build the thermal model of commercial buildings and the starting point was obtained by a quasi-steady-state approach to estimate hourly electricity demand. Li et al. [17] exploited the model predictive control (MPC) for building thermal mass control. The authors used a TOU-based program for reducing energy consumption and cost.

Virtually, buildings are uniquely designed for diverse purposes. The actual energy consumption model of buildings is much more complicated affected by the location, weather and user behaviors. A simplified physical energy model cannot fully formulate the electric load demand of the building. Therefore, developing a learning based approach for the optimal DR strategies and the relevant model can be learned through the historical data, which is urgent and attractive. Some recent literature has paid attention to the study based on the learning method [18–25]. For example, in [18], a model based control with a regression trees method was exploited for optimal DR strategies for large commercial buildings. Zhang et al. [19] studied the learning mechanism with an optimization method for DR application, in which the neural network-based learning and regression-based learning were used to obtain the HVAC energy consumption model, respectively. In [20], users’ optimal DR policy was determined by the proposed online model-free learning algorithm. The Markov Decision Process (MDP) was utilized to model the uncertainty of price and load demand. Reinforcement learning (RL) was developed for the demand response in a smart grid [21,22].

It is notable that thermal comfort should not be violated excepted for small fluctuations during the load reduction. The thermal comfort was also considered as an objective function in some articles [26–28]. Grygierek et al. [26] proposed a multi-objective optimization to achieve the optimal selection of the envelope for a single-family building. The heat demand and thermal comfort of occupants have been studied in the objective function. Ascione et al. [27] developed a novel cost-optimal analysis framework to select the robust and optimal retrofit packages. The energy consumption and thermal discomfort were minimized by multi-objective optimization and artificial neural networks. In [28], a fuzzy logic controller was proposed by Grygierek and Ferdyn-Grygierek. The paper exploited the modified Multiobjective Evolutionary Algorithm to limit a temperature from being too high in residential buildings. In addition, passive cooling was adopted by virtue of ventilation with ambient cool air. For the authors in [17], using Predicted Mean Vote (PMV), the thermal comfort index was used in the optimization framework and tried close to zero.

Among the many machine learning algorithms, ensemble learning is an efficient method, especially the tree-based learning (e.g., random forest). The algorithm on the basis of tree model belongs to the class of recursive partitioning methods and handles the problem of nonlinear regression well and is more interpretable. Inspired by the aforementioned facts, this paper proposes a novel
model based control with a random forest (MBCRF) DR learning algorithm for an office building. The peak electrical load reduction is achieved by the developed MBCRF algorithm and the thermal comfort is simultaneously maintained. The model based on the tree in this paper is learned by utilizing the idea of a random forest algorithm [29]. The major contributions of this paper are as follows:

- A set of linguistic if-then rules are used to form the candidate features during the process of a learning expected tree model, and then the approach on the basis of variable importance is utilized for the feature selection.
- An ensemble learning algorithm, random forest (RF), is selected to estimate the baseline electricity demands. Compared with other learning methods, the prediction error of RF can be as low as 1.28%.
- A novel model based control with a random forest (MBCRF) learning algorithm is developed for the optimal DR control strategies. Based on the proposed MBCRF algorithm, multiple model trees are built and the energy consumption model is fitted in their leaves.

The rest of this paper is organized as follows: Section 2 illustrates the problem formulation of demand response. Section 3 describes the mathematical preliminaries of Classification and Regression Tree (CART) and RF methods. Section 4 elaborates on the proposed MBCRF learning algorithm for the DR strategy programming. Section 5 demonstrates the case studies. Finally, a conclusion is made in Section 6.

2. Problem Formulation

When a DR event (e.g., load curtailment request) is announced by the utility or the curtailment service provider (CSP), two imperative problems should be solved to make an accurate power consumption response and achieve a significant DR curtailment for the building, which are described in detail next.

2.1. Baseline Load Prediction

The baseline load is the electricity that is consumed by a customer without participating in a DR project. Reasonable curtailments and fair compensations of the DR participant are directly affected by the baseline load, so it is very significant to study the prediction of baseline load. This issue belongs to the scope of short-term load forecasting (STLF). With the development of information communication technology (ICT), more complete factors containing the weather data and historical load can be obtained by the decision center. Thus, this paper exploits the ensemble learning algorithm, random forest, and learns a robust prediction model $g()$ which relates the baseline load estimate $\hat{Y}_{\text{base}}$ to the predictor variables or features, such as time indicator, outside temperature and related historical load. The model can be formulated as:

$$\hat{Y}_{\text{base}} = g(\text{uncontrollable, load}),$$

where $\text{uncontrollable}$ represents time and weather variables; $\text{load}$ represents the historical load before the DR events. Noteworthiness, the dimension of each variable can be defined according to the actual application.

2.2. DR Strategy Programming

For the demand response, the problem of the amount of load curtailment that can be provided by a customer is the major consideration in this paper. The difficulty lies in how to obtain the optimal setting of different controllable variables and form a comprehensive control strategy for demand
response. The above problem is defined as an optimization with considering the set of controllable variables \( X_c \). The corresponding formulation can be listed as follows:

\[
\begin{align*}
\text{minimize} & \quad f(\hat{Y}_{kw}), \\
\text{subject to} & \quad \hat{Y}_{kw} = h(X_c), \\
& \quad X_c \in X_{\text{limit}},
\end{align*}
\]

where \( \hat{Y}_{kw} \) is the predicted power response of the building, and its model is learned by the proposed MBCRF algorithm, which is particularly illustrated in Section 4. \( X_{\text{limit}} \) is the set of acceptable operating points from the minimum to the maximum.

3. Mathematical Preliminaries

3.1. Classification and Regression Tree

Classification and Regression Tree (CART) is one of the outstanding representatives in Decision Tree algorithms introduced by Breiman in [30]. CART is a non-parametric supervised learning method used for classification and regression. The goal is to create a model that predicts the value of a target variable by learning simple decision rules inferred from the data features. In general, a tree is composed of a root node, several internal nodes and leaves. The root node contains the complete set of samples, and leaves of the tree store the result of the decision. The path from the root node to each leaf node corresponds to a decision test sequence or rules. CART is a binary tree for which each internal node has exactly two branches, referred to as the left child and right child.

As the STLF is a kind of regression, the remainder of this section is restricted to the regression problem. Let the following \( D_n \) represent a training set containing \( n \) observations.

\[
D_n = \{(x_1, y_1), (x_2, y_2), \ldots, (x_i, y_i), \ldots, (x_n, y_n)\}, x \in \mathbb{R}^d, y \in \mathbb{R}.
\]

Tree-based methods are built through recursive partitioning the feature space \( \mathcal{X} \) into a set of hyper-rectangles and then fitting a simple model or value in each one. In CART, the input vector at a node is split into two subspaces for regression trees on the basis of the criteria of a sum of squares:

\[
R_L(j, s) = \{x| x^{(j)} \leq s\}, R_R(j, s) = \{x| x^{(j)} > s\},
\]

where \( j \in \{1, 2, \ldots, d\} \) and \( d \in \mathbb{R} \). The best splitting feature \( j \) and the split point \( s \) are obtained by solving the following minimization:

\[
\min_{j,s} \left[ \min_{c_L} \sum_{x_i \in R_L(j,s)} (y_i - c_L)^2 + \min_{c_R} \sum_{x_i \in R_R(j,s)} (y_i - c_R)^2 \right],
\]

where, for any selected \( j \) and \( s \), the \( c_L \) and \( c_R \) are solved using:

\[
c_L = \text{avg}(y_i | x_i \in R_L(j,s)), c_R = \text{avg}(y_i | x_i \in R_R(j,s)).
\]
Then, this process is continued until some stopping rules are applied. At the end of the learning, partition the feature space into $M$ regions $R_1, R_2, \ldots, R_M$, and the regression tree is generated:

$$
\hat{h}(x, D_n) = \sum_{m=1}^{M} \hat{c}_m I(x \in R_m),
$$

where $I(\cdot)$ is the indicator function, and $\hat{c}_m$ is the average of output samples in the region $R_i$, i.e.,

$$
\hat{c}_m = \text{avg}(y_i | x_i \in R_i).
$$

### 3.2. Random Forest

For decision tree or CART, overfitting might occur when the built tree is very large while a small tree might not capture the important structure. An optimization method for this problem is to use random forest (RF), which is an ensemble learning algorithm combining multiple classification and regression trees proposed by Breiman in [29].

In random forest, an overlapped sample subset is generated first by bootstrap sampling i.e., $n$ observations are selected randomly with replacement from the training set $D_n$; each observation $(x_i, y_i)$ has the probability of $1/n$ to be selected and may appear many times or may never. The independent identically distributed random vector $\theta_k$ represents this random selection. According to this principle, $T$ sample set containing $n$ observations $(D_{\theta_1}^n, D_{\theta_2}^n, \ldots, D_{\theta_T}^n)$ can be obtained, and then apply the CART methodology to a maximum size and do not prune them to grow a collection of $T$ regression trees $(\hat{h}(x, D_{\theta_1}^n), \hat{h}(x, D_{\theta_2}^n), \ldots, \hat{h}(x, D_{\theta_T}^n))$. The final result $\hat{Y}$ is the aggregation of these predictors i.e., using simple averaging for a regression problem:

$$
\hat{Y} = \frac{1}{T} \sum_{i=1}^{T} \hat{h}(x, D_{\theta_i}^n).
$$

Besides the bootstrap sampling above, also called a bagging algorithm, another important principle in RF is the introduction of a random selection of features. To split a node, only a predefined number $mtry$ of the $d$ features are selected and size $mtry$ of the group is fixed, which is recommended to be one-third of the features number $d$:

$$
mtry = \frac{d}{3}.
$$

Random forest is robust, immune to irrelevant inputs or noise, and computationally inexpensive. There are two main indicators that characterize the random forest, namely, the out-of-bag (OOB) estimate and the measure of variable importance. Through the bootstrap sampling process, approximately one-third of training sample in the original sample space will never be selected for the build of the $k$th tree. Therefore, these samples can be used to establish the error estimate for the random forest and this error is unbiased:

$$
\text{OOBError} = \frac{1}{n} \sum_{i=1}^{n} (y_i - \tilde{y}_i)^2,
$$

where $n$ is the number of all samples in the original set, $y_i$ represents the label of sample $i$, and $\tilde{y}_i$ is predicted by aggregating only the trees constructed over bootstrap training sets not containing the sample $i$. Meanwhile, the variable importance can be calculated based on the OOB samples, which is explained in the following section of feature selection.
4. The Proposed MBCRF Algorithm

4.1. Overview Flow

This paper presents a tree-based learning algorithm for the building demand response. More specifically, the method of random forest is developed for the baseline load prediction. Then, a MBCRF is proposed for the problem of DR strategy integration described earlier in Section 2.2. This is our primary contribution. The input data are partitioned into smaller regions by the proposed method, where the relationship between variables is easier to establish. Then, partition the partitions again until the final data space is obtained for which a naive but valid model can be fitted for them. The algorithm can handle the nonlinear regression problem well and is more interpretable.

Figure 1 shows the overall flow of the proposed learning algorithm, consisting of three stages. The first stage is modeling candidate feature, where the set of input variables are formed by utilizing linguistic if-then rules while considering the difference in power consumption behaviour of an end-user on the specific day. The second stage is splitting feature selection, where the splitting feature at each node will be determined on the basis of variable importance. Based on the two steps above, the last stage is to apply an RF or MBCRF algorithm to learn the corresponding model illustrated in Sections 2.1 and 2.2. The detailed description of each stage is given below.

![Figure 1. Overall flow of the proposed demand response (DR) framework.](image)

4.2. Modeling Candidate Features

Considering the daily periodicity characteristic of power consumption, in this study, the hourly load values of the previous 12 h and similar hours in the previous week are chosen as the candidate input features. In order to learn a more accurate regression tree model, not only historical load but other exogenous factors are also considered in this paper, which includes the outside temperature and time indicator. Equation (12) summaries all the chosen features:

\[
\text{input}(t) = \{y(t-1), y(t-2), y(t-3), \ldots, y(t-12), y(t-24),
\]
\[
y(t-48), y(t-72), \ldots, y(t-168), DI(t), HI(t), \text{weather}\},
\]  

where \( y(t-i) \) means the load at time \( t-i \); \( DI(t) \) is a categorical predictor which takes values from 1 to 7 depending on the day of the week. \( HI(t) \) equals 0, 1, \ldots, 23 for the corresponding hours. As time indicators, \( DI(t) \) and \( HI(t) \) can capture power consumption on the specific days of the week or daily. In total, there are \( (12 + 7) + 3 = 22 \) candidate features.

Typically, the energy consumption behavior on the weekend is different from that on working days, so a set of linguistic if-then rules are used to choose the previous load values in Equation (12). For example, the load values of the previous 24 h, i.e., \( y(t-24) \) for Monday, should be selected from last Friday instead of Sunday. The values of load from last 48 h to 120 h are chosen from the remaining four days in the last week. The load of 144 h and 168 h before time \( t \) would be determined from Thursday and Friday for a week ago. Likewise, for similar situations on other working days, this logic rule is also applied. Figure 2 shows the logic rule for the selection of candidate features.
Figure 2. Flowchart of the prediction strategy with the selection of candidate features.

4.3. Splitting Feature Selection Based on Variable Importance

For the above candidate features, some of them may have poor correlation with the output, so variable importance for each feature is calculated and ranked by the value. Features with a higher value of variable importance will be used as the final input features for the forecasting model. For the variable importance measurement (VIM) of one feature, $F_j$ is based on the $k$th tree, and $OOBError_k$ is calculated according to Equation (11) firstly. Then, the values of feature $F_j$ in the OOB samples are randomly permuted and the $OOBError_k'$ can be recalculated on the basis of these new OOB samples. The VIM of the feature $F_j$ of the $k$th tree can be obtained by the following formula:

$$VIM_k(F_j) = OOBError_k' - OOBError_k.$$ (13)

The calculation process is repeated for each tree. The final VIM of feature $F_j$ is found by averaging the VIM of each tree:

$$VIM(F_j) = \frac{1}{T} \sum_{k=1}^{T} VIM_k(F_j),$$ (14)

where $T$ represents the tree number in a random forest. If a feature has higher importance, then the OOB error will be increased when random noise is added to the feature.

4.4. The Proposed MBCRF Algorithm

A random forest algorithm has been introduced in Section 3, and this section gives a detailed illustration of the MBCRF algorithm. The MBCRF is developed by extending the theory of RF with the two following major modifications. First, the partial least squares method is applied to build a linear
regression model for each leaf node of a tree, instead of using the average of response variables inside a leaf node as in RF. Second, MBCRF utilizes the split criterion of standard deviation reduction (SDR) introduced in model tree algorithm [31,32] to choose the best splitting feature for each internal node to build a tree, instead of using CART as in RF.

Figure 3 shows the concept of an MBCRF tree. For learning the demand response model of the building, candidate features can be further separated into disturbance variables $X_d$ such as outside temperature, humidity, etc. and controllable variables $X_c$ like the temperature and lighting set points within the building. As described in Section 2.2, the controllable variables are to be solved during the DR event and therefore the corresponding value is unknown. During the establishment of the model tree, if the controllable variables are used to partition the feature space in training process, this will fail to get the final region for a forecast of the input feature vector. Therefore, only the disturbance variables $X_d$ are used as the splitting feature sets during the generation of a tree. MBCRF randomly selects $m_{try}$ splitting feature for an internal node and chooses the one as the best partition feature according to SDR. Then, the process of recursive partitioning is implemented similar to CART in RF. When an MBCRF tree is built, a linear regression model in each leaf node will be only fitted over the control variables $X_c$:

$$\hat{Y}_{kw}^i = \beta_{0,i} + \beta_{T,i}^T X_c,$$  

(15)

where $\hat{Y}_{kw}^i$ represents the predicted power response at the corresponding region $R_i$; $\beta_{0,i}$ and $\beta_{T,i}^T$ are the fitting coefficients. For a testing sample (e.g., a DR event), the forecast of the disturbances $\hat{X}_d$ is used to navigate to the appropriate region $R_i$ and build its valid prediction model.

Figure 3. Example of a tree model built using the separated variables.

Based on the above algorithm, the optimal control strategy during the DR event can be obtained through solving the optimization problem expressed in Section 2.2. The objective of the optimization is to minimize the predicted power consumption $\hat{Y}_{kw}$. However, it is worth noting that the comfort of building occupants should be guaranteed while reducing energy consumption. Temperature and relative humidity are the main factors that influence a human’s thermal feelings [33–35]. The researchers indicated that the humidity has little effect on the occupants’ comfort when the temperature is under suitable conditions. In this paper, the relative humidity of the building is assumed to be kept within a stable range. Therefore, a thermal satisfaction method is adopted to account for thermal comfort. Similar to the discomfort management in [36,37], the deviation between
the actual temperature and a desired set-point temperature is considered in our objective function. Then, the optimization problem in Equation (2) can be rewritten as follows:

\[
\begin{align*}
\text{minimize} & \quad \hat{Y}_{kw} + \omega \sum_{k=1}^{K} (T_{k,t} - T_{exp,t})^2, \\
\text{subject to} & \quad \hat{Y}_{kw} = \beta_{0,i} + \beta_{i}^T X_c, \\
& \quad X_c \in X_{\text{limit}},
\end{align*}
\] (16)

where the index \(k\) represents the type of temperature, e.g., the temperature of chiller water and indoor temperature. \(T_{k,t}\) is the actual or optimized temperature, at time step, \(t\), and \(T_{exp,t}\) represents the corresponding expected set-point of temperature. The set \(X_{\text{limit}}\) denotes the upper and lower bounds of the controllable variables according to the limits of operation. The objective of the optimization is to minimize the predicted power response while minimizing the deviation of the corresponding temperature from the desired set-point temperature. Based on the above description, the MBCRF algorithm is further proposed and summarized in Algorithm 1.

**Algorithm 1 MBCRF algorithm for the DR optimal strategy.**

1: **procedure** MODEL LEARNING
2: Select input features
3: \(X_c \leftarrow \) controllable variables of the input feature
4: \(X_d \leftarrow \) disturbance variables of the input feature
5: Build the MBCRF power prediction tree \(T_{kw}\) with \(X_d\)
6: for all Regions \(R_i\) at the leaves of \(T_{kw}\) do
7: Fit linear model \(\hat{Y}_{i,kw} = \beta_{0,i} + \beta_{i}^T X_c\)
8: end for
9: **end procedure**

10: **procedure** CONTROL STRATEGY SOLVING
11: Before time \(t\) of DR event, using forecast \(\hat{X}_d(t)\) determine the leaf \(R_{\text{response}}\) for \(T_{kw}\)
12: Fit the linear model at the leaf
13: Solve optimization in Equation (16) to obtain optimal control strategy \(X_c^*(t)\)
14: **end procedure**

**4.5. Parameter in MBCRF**

When using MBCRF, the following parameters should be determined in advance, similar to RF algorithm:

1) The number of trees in the forest, \(ntree\).
2) The number of splitting features randomly selected from the feature set which are tried for searching the best splitting feature at each internal node, \(mtry\).
3) The minimum number of a leaf node, \(msplit\).

**5. Case Study**

In this section, at first, the RF algorithm is tested on the real historical data set for the DR baseline prediction. Then, a comprehensive study of the proposed MBCRF DR programming is presented. In addition, comparisons with other methods are also implemented. The simulation is implemented in a PC with Intel Core i7-6700 CPU at 3.40 GHz and 16 GB RAM.
5.1. Simulation Data

First, the historical data of PJM day-ahead electricity market presented on their website [38], from 1 January 2000 to 31 December 2000, is used to accomplish the load forecast aiming to verify the universality of the RF. Then, an office building, the Research and Support Facility (RSF) is considered for the proposed MBCRF algorithm. RSF is occupied by the USA Department of Energy’s NREL employees, also called a net zero energy building, which aims for its occupants to consume only the amount of energy generated by a 2.5 MW photovoltaic system on the rooftop. The total area of the building is 33,445.094 m². There are approximately 1325 people during peak occupancy. The measured hourly weather and load data of 2011 [39] is adopted for this simulation.

5.2. Load Prediction Benchmarking

For the load prediction, historical data as a training sample is used to learn a reliable model by a random forest algorithm and validate the predictive capability of the model with a test data-set that the model has never seen before. Four test days, 28 April, 7 June, 17 October and 31 December, are selected for the testing of PJM representing the four seasons of year. Likewise, 15 June and 10 August are the test sets for the RSF building. The initial training set are all from 17 January to the day before beginning of the testing. Concerning the RF parameter configuration, the number of trees ntree is equal to 500, while the number of features mtry to split at each node is based on Equation (10).

According to a feature selection method based on variable importance in Section 4.3, the final partition features for each training set and test set are summarized in Table 1. Considering DI(t) and HI(t) need to be indicated the appropriate time in the learning process, so these two features as the mandatory input do not consider the magnitude of their variable importance. In addition, the weather is also a necessary feature.

<table>
<thead>
<tr>
<th>Test Weeks</th>
<th>Selected Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>28 April 2000</td>
<td>y(t − 1), y(t − 2), y(t − 3), y(t − 24), y(t − 48), y(t − 72), y(t − 96), y(t − 120), y(t − 144), y(t − 168)</td>
</tr>
<tr>
<td>7 June 2000</td>
<td>y(t − 1), y(t − 2), y(t − 3), y(t − 24), y(t − 48), y(t − 120), y(t − 144), y(t − 168)</td>
</tr>
<tr>
<td>17 October 2000</td>
<td>y(t − 1), y(t − 2), y(t − 3), y(t − 24), y(t − 48), y(t − 144), y(t − 168)</td>
</tr>
<tr>
<td>31 December 2000</td>
<td>y(t − 1), y(t − 2), y(t − 3), y(t − 24), y(t − 48), y(t − 72), y(t − 144), y(t − 168)</td>
</tr>
<tr>
<td>15 June 2011</td>
<td>y(t − 1), y(t − 2), y(t − 3), y(t − 4), y(t − 5), y(t − 6), y(t − 24), y(t − 48), y(t − 144), y(t − 168)</td>
</tr>
<tr>
<td>10 August 2011</td>
<td>y(t − 1), y(t − 2), y(t − 3), y(t − 24), y(t − 48), y(t − 72), y(t − 144), y(t − 168)</td>
</tr>
</tbody>
</table>

The load prediction results of PJM and RSF are given in Figures 4 and 5. As can be seen, the forecast curve, obtained using a random forest algorithm, acceptably follows the real curve in the figures and only small deviations occur. Mean absolute percentage error (MAPE), as a well-known error measure for STLF, is presented in Table 2, which is defined as follows:

\[
\text{MAPE} = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{y_i - \hat{y}_i}{y_i} \right|, \tag{17}
\]

where \( N = 24 \) is the forecast horizon; \( y_i \) and \( \hat{y}_i \) indicate the actual and the forecast values of hour \( i \).

In addition, in Table 2, comparisons are also given by using other prediction methods, namely artificial neural network (ANN) [40], support vector regression (SVR) [41], M5 model tree [31] and
multiple linear regression (MLR) [42]. Table 2 shows that RF outperforms all other methods for the STLF. The result of RF has the lowest MAPE on all test days, indicating better forecast accuracy and stability.

![Graphs showing predicted load and actual load for test days of PJM 2000.](image)

**Figure 4.** Predicted load and actual load for test days of PJM 2000. (a) Prediction for 28 April; (b) Prediction for 7 June; (c) Prediction for 17 October; (d) Prediction for 31 December.

![Graphs showing predicted load and actual load for test days of the RSF building.](image)

**Figure 5.** Predicted load and actual load for test days of the RSF building. (a) Prediction for 15 June 2011; (b) Prediction for 10 August 2011.
Table 2. Comparison between the different methods for the prediction error of mean absolute percentage error (MAPE) (%)

<table>
<thead>
<tr>
<th>Test Day</th>
<th>Algorithm</th>
<th>M5</th>
<th>ANN</th>
<th>SVR</th>
<th>MLR</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>PJM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28 April 2000</td>
<td>2.25</td>
<td>6.14</td>
<td>4.19</td>
<td>9.16</td>
<td>1.32</td>
<td></td>
</tr>
<tr>
<td>7 June 2000</td>
<td>5.26</td>
<td>5.89</td>
<td>8.71</td>
<td>9.54</td>
<td>1.78</td>
<td></td>
</tr>
<tr>
<td>17 October 2000</td>
<td>2.12</td>
<td>5.47</td>
<td>4.92</td>
<td>3.28</td>
<td>1.28</td>
<td></td>
</tr>
<tr>
<td>31 December 2000</td>
<td>2.85</td>
<td>9.67</td>
<td>3.03</td>
<td>2.61</td>
<td>2.19</td>
<td></td>
</tr>
<tr>
<td>RSF building</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15 June 2011</td>
<td>3.31</td>
<td>5.41</td>
<td>4.66</td>
<td>6.1</td>
<td>1.96</td>
<td></td>
</tr>
<tr>
<td>10 August 2011</td>
<td>5.08</td>
<td>5.21</td>
<td>4.36</td>
<td>5.08</td>
<td>1.83</td>
<td></td>
</tr>
</tbody>
</table>

5.3. DR Strategy Optimization

Two different cases are introduced in this section to verify the efficiency of the proposed MBCRF algorithm. Case 1 considers a DR response event during the peak load, and an optimal planning of the building for a single day is implemented in case 2.

Case 1

The RSF building is considered to participate a DR event on the 10 August, 2011 from 3:00 p.m. to 4:00 p.m. According to Algorithm 1 described in Section 4.4, a set of optimal control strategies can be obtained and the maximum reduction of load is provided. Firstly, the DR model tree is built on disturbance variables that contain weather, a time indicator and historical load from the building. Then, at each leaf node of the tree, a linear model is fitted by using controllable variables. There are three control variables to the designed system: the chilled water set-point, zone air temperature set-point and lighting level. During the DR event, a building management center determines the leaf that there is, and therefore, which linear regression model will be used on the basis of the disturbance inputs for that time slot. Then, solve the optimization problem in Equation (16) and determine the optimal values of the control variables to meet a sustained response while maintaining thermal comfort.

For this simulation, parameters $ntree$, $mtry$ and $minsplit$ in MBCRF are set at 100, 4 and 4, respectively. The model tree built by the MBCRF has 109 leaves and the 63rd leaf node is selected for the test hour, in which the linear regression model is fitted by the partial least squares method and is listed as follows:

$$\hat{Y}_{kw} = 729.07 - 7.03 \cdot X_{c1} - 2.56 \cdot X_{c2} + 63.23 \cdot X_{c3},$$

where $X_{c1}$, $X_{c2}$ and $X_{c3}$ represent the set-point of chiller water, zone air temperature and lighting level, respectively. The constraints of these three controllable variables during the optimization process are set to 6–12 °C, 22–29 °C and [0.5,1], respectively.

The first item of the objective function in Equation (16) is a linear function and the second item is a quadratic function. In addition, all of the constraints are linear and the variables are continuous. Therefore, this issue is a typical convex optimization problem that can be addressed by the commercial CPLEX solver. Figure 6 shows the power consumption change of the RSF building using Algorithm 1 for the DR event. As seen from the figure, an anticipative curtailed response 40 kW is achieved over a period of one hour as compared to the baseline load estimation. A comparison is also made in the figure with the rule-based DR strategy, which is obtained from the DR application guide of Siemens (Munich, Germany) [43] and the set-point of chilled water, zone air temperature and lighting level are determined to 8.3 °C, 24.2 °C and 0.75, respectively. As can be seen from the figure, the proposed MBCRF algorithm achieves a 15% reduction, which is higher than 5.6% than the rule-based strategy. In addition, the thermal comfort is guaranteed. The optimal control strategies of demand response are also shown in Figure 7. During the DR event, the set-point of chilled water and indoor temperature are
increased while the lighting level is turned down. A TOU electricity price in [17] is considered for the calculation of energy cost. Table 3 summarizes the cost and savings for different values of weighting factor $\omega$. In this paper, empirical values of 0, 0.5, 1, 5, and 10 are considered for weighting factor $\omega$ like Ref. [17]. The thermal comfort will not be considered when $\omega$ is equal to zero. If the thermal comfort is not considered, a maximum cost savings will be obtained. With the increase of weight, the energy cost will be also increased.

Figure 6. DR synthesis using the MBCRF algorithm for 10 August 2011.

Figure 7. Optimal DR strategy as determined by the MBCRF algorithm.
Table 3. Energy cost and saving for different weights of thermal comfort.

<table>
<thead>
<tr>
<th>Weight</th>
<th>RSF Building</th>
<th>Cost ($)</th>
<th>Saving</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>644.76</td>
<td>12.2%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>652.216</td>
<td>11%</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>674.944</td>
<td>8.1%</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>696</td>
<td>5.2%</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>698.632</td>
<td>4.8%</td>
<td></td>
</tr>
</tbody>
</table>

Case 2

In this case, an optimal scheduling for the horizon of one day is implemented. The objective is to minimize electricity bill of the end-user but not affect the occupants’ thermal comfort. The optimization problem is typically formulated as

\[
\text{minimize} \quad \text{Cost} = \sum_{t=1}^{24} p_t \cdot \hat{Y}_{kw}^t + \omega \sum_{t=1}^{24} \sum_{k=1}^{K} (T_{k,t} - T_{exp,t})^2,
\]

subject to

\[
\begin{align*}
\hat{Y}_{kw}^t &= \beta_0 + \beta_1 T_{cw} + \beta_2 X_c, \\
Y_{kw}^{\text{min}} &\leq \hat{Y}_{kw}^t \leq Y_{kw}^{\text{max}}, \\
X_c &\in \mathcal{X}_{\text{limit}},
\end{align*}
\]

where \( t \) stands for a time slot in one hour. \( p_t \) is the electricity price. Index \( k \) represents the type of temperature, e.g., the temperature of chiller water and indoor temperature. \( T_{k,t} \) is the actual or optimized temperature and \( T_{exp,t} \) represents the corresponding expected set-point of temperature. \( Y_{kw}^{\text{min}} \) and \( Y_{kw}^{\text{max}} \) denote the lower and upper bounds of power consumption, respectively.

The power consumption model \( Y_{kw}^t \) at each time slot is learned by using the MBCRF algorithm, similar to Equation (18). In this simulation, the leaf nodes are selected for fitting relevant models shown in Figure 8. A day-ahead electricity price is considered from [19] and depicted in Figure 9. \( Y_{kw}^{\text{min}} \) and \( Y_{kw}^{\text{max}} \) are set to 110 kW and 280 kW, respectively. Other parameters are set uniformly in case 1.

Figure 8. Linear model is selected for each time slot by the MBCRF algorithm.
Based on the power consumption model learned by the MBCRF learning algorithm, the optimization problem in Equation (19) can be solved by CPLEX 12.8.0 under YALMIP toolbox with MATLAB R2017a. Figure 10 illustrates the power consumption with an MBCRF learning model and the corresponding set-points of temperature are shown in Figure 11. The results are solved with the weighting factor $\omega$ is equal to 5. As seen from these two figures, the load profile is changed including overall energy consumption reduction and peak load curtailment. In addition, the optimal set-point of chiller water and zone air temperature are consistent with the expected value, especially for the value of zone cooling temperature. Results indicate that occupants’ thermal comfort is guaranteed at the period of peak load reduction.

Figure 9. Day-ahead electricity price.

Figure 10. Power consumption for the scheduling horizon of one day.

(a) The set-point of zone cooling temperature

Figure 11. Cont.
To further evaluate occupants’ thermal comfort in the proposed MBCRF algorithm, Predicted Mean Vote (PMV) is calculated in this case based on Fanger’s model [44]. The absolute PMV value of 0.5 is assumed as the limitation [28]. The case study is considered under summer conditions. Therefore, a constant air velocity is assumed to 0.2 m/s, and the clothing factor is 0.5 clo. The simplification of thermal comfortable equation [45] is used for the PMV calculation. The results for different weighting factors are given in Figure 12. It can be seen that the absolute value of PMV is almost within the limitation expect for $\omega$ is zero, where the thermal comfort is ignored in the objective function. When $\omega$ is equal to 0.5, 1 and 5, the corresponding PMV meets the limitation. However, the optimal zone cooling temperature has a large deviation from the desired set-point temperature when $\omega$ is equal to 0.5 and 1. The corresponding curves are given in Figures 13 and 14. The optimal zone cooling temperature is close to a desired set-point temperature in Figure 11, for which $\omega$ is 5. Considering a trade-off among load curtailment, expected set-point temperature and thermal comfort, the weighting factor $\omega = 5$ is determined in this paper.
6. Conclusions and Future Work

Based on the tree model, the MBCRF learning algorithm is developed in this paper for demand response that the comprehensive energy consumption model of the building is learned among various features. The desired load curtailment and occupants’ thermal comfort are achieved by the proposed MBCRF algorithm. A linguistic if-then rules based optimal feature selection framework is also utilized and demonstrated. The baseline load prediction for PJM electricity market and RSF building is implemented by the random forest method. Comparing with ANN, SVR, M5 model tree and MLR, the forecast error is as low as 1.28%. The optimal control strategies for the building are solved by the MBCRF algorithm and energy cost saving is achieved by 4.8–12.2% with different values of weighting factor considering thermal comfort. The peak load reduction is up to 40 kW, which achieves a 15% curtailment and outperforms rule-based DR by 5.6%. The evaluation shows that MBCRF gets higher forecasting precision and provides promising DR curtailment responses. Furthermore, the proposed algorithm is capable of achieving an optimal operation and energy management for the building.

Although the results show that occupants’ thermal comfort can be maintained, a more comprehensive model is also worthwhile to study the Fanger’s model in the future. Another exploratory direction is to research the integration with renewable energy sources in the building, especially for wind power and solar energy that are environmentally friendly. The natures of intermittency and variability are necessary to research.
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Nomenclature

**Abbreviations**

- **DR**: demand response
- **HVAC**: heating, ventilation and air-conditioning
- **CSP**: curtailment service provider
- **IBP**: incentive-based program
- **PBP**: price-based program
- **DLC**: direct load control
- **I/C**: interruptible/curtailable
- **TOU**: time of use
- **CPP**: critical peak pricing
- **RTP**: real time pricing
- **RL**: reinforcement learning
- **CART**: classification and regression tree
- **RF**: random forest
- **OOB**: out-of-bag
- **OOBError**: out-of-bag error
- **VIM**: variable importance measurement
- **MAPE**: mean absolute percentage error
- **MBCRF**: model based control with random forest
- **STLF**: short-term load forecasting
- **ICT**: information communication technology
- **PJM**: Pennsylvania–Jersey–Maryland
- **NREL**: National Renewable Energy Laboratory
- **RSF**: research and support facility
- **ANN**: artificial neural network
- **SVR**: support vector regression
- **MLR**: multiple linear regression
- **PMV**: predicted mean vote

**Variables & Parameters**

- $\hat{Y}_{\text{base}}$: estimation of baseline load
- $\hat{Y}_{\text{kw}}$: predicted power response in DR programming
- $x_i$: feature vector $i$ of a training set
- $x_{id}$: $d$-th feature in a feature vector $x_i$
- $y_i$: label of sample $i$, for the case of STLF, $y_i$ is the actual load
- $\hat{y}_i$: predicted of sample $i$, for the case of STLF, $\hat{y}_i$ is the predicted load
- $y(t - i)$: the load at time $t - i$
- $T_{k,t}$: $k$ type temperature at time $t$
- $T_{\text{exp},t}$: expected set-point of temperature
- $p_t$: day-ahead electricity price at time $t$
- $X_c$: set of controllable variables
- $X_d$: set of disturbance variables
- $X^*_c(t)$: set of optimal decision variables
- $\beta_{0,j}$, $\beta^T_i$: fitting coefficients
- $\omega$: weight of thermal comfort
- $Y_{\text{min}}$: lower bound of power consumption
- $Y_{\text{max}}$: upper bound of power consumption
- $n_{\text{tree}}$: number of trees in the forest
- $n_{\text{try}}$: number of splitting features in the forest
- $\text{mins}p_{\text{lit}}$: minimum number of leaf nodes
References

8. Ma, Z.; Billanes, J.D.; Jørgensen, B.N. Aggregation potentials for buildings—business models of demand response and virtual power plants. *Energies* 2017, 10, 1646. [CrossRef]


