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Abstract: Forecasting daily natural gas load accurately is difficult because it is affected by various factors. A large number of redundant factors existing in the original dataset will increase computational complexity and decrease the accuracy of forecasting models. This study aims to provide accurate forecasting of natural gas load using a deep learning (DL)-based hybrid model, which combines principal component correlation analysis (PCCA) and (LSTM) network. PCCA is an improved principal component analysis (PCA) and is first proposed here in this paper. Considering the correlation between components in the eigenspace, PCCA can not only extract the components that affect natural gas load but also remove the redundant components. LSTM is a famous DL network, and it was used to predict daily natural gas load in our work. The proposed model was validated by using recent natural gas load data from Xi’an (China) and Athens (Greece). Additionally, 14 weather factors were introduced into the input dataset of the forecasting model. The results showed that PCCA–LSTM demonstrated better performance compared with LSTM, PCA–LSTM, back propagation neural network (BPNN), and support vector regression (SVR). The lowest mean absolute percentage errors of PCCA–LSTM were 3.22% and 7.29% for Xi’an and Athens, respectively. On these bases, the proposed model can be regarded as an accurate and robust model for daily natural gas load forecasting.
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1. Introduction

Natural gas load forecasting (NGLF) is an essential procedure for policy makers and related organizations within a natural gas system. Without accurate load forecasts, additional expenses due to uneconomic dispatch, over/under purchasing, and reliability uncertainty can cost a utility millions of dollars [1]. Therefore, many companies, organizations, and governments worldwide have already progressed the NGLF with versatile aspects [2]. The Energy Information Administration (EIA) forecasted the natural gas demand of the United States, finding that it could be 26.55 trillion cubic feet as of 2035 and that the annual energy demand would increase by 0.7% [3]. The National Natural Gas System Operator S.A. of Greece predicted the daily natural gas off-takes for the efficient operation of the natural gas supply system [4]. Thus, natural gas load is an important carrier in the energy mix and its accurate forecasting is of great significance to natural gas systems.

The accuracy of NGLF is mainly determined by forecasting models. Many methods have been developed for NGLF over the past several decades [5,6], including conventional statistical models [7–9]
and machine-learning (ML)-based models [10]. Since the nonlinear relationships among the parameters are complicated, conventional statistical models cannot obtain the desired prediction accuracy [11]. Lee and Tong [12] found that the forecasting accuracy of the autoregressive integrated moving average (ARIMA) model was poor for nonlinear data. In particular, when forecasting with the time series of China’s energy consumption, the mean absolute percentage error (MAPE) of ARIMA is up to 25.89%. Conversely, ML-based models, such as the artificial neural network (ANN) [13–15], the back propagation neural network (BPNN) [16], and support vector regression (SVR) [17,18], have proved to be able to give better projected results compared with statistical models. Divina et al. [14] employed an ANN-based ensemble learning model to predict the short-term electricity consumption of Spain. Kaynar et al. [13] used ANN and ARIMA to predict the weekly natural gas consumption in Turkey. In the comparison of these two models, the MAPE of ANN was 5.47%, which decreased by 14.66% compared with ARIMA. Wei et al. [6] used an SVR-based hybrid model and over two years of daily consumption data to predict the natural gas consumption of Athens with the MAPE of 9.06%. Zhang et al. [19] proposed an SVR-based model to predict short-term electric load forecasting. In their work, the MAPE of the proposed model was reduced by 37.86% compared with the ARIMA-based model. Nowadays, deep learning (DL) models have achieved remarkable success in various artificial intelligence research areas [20]. As a specific subfield of ML, DL-based models are used in plenty of industries, from automated driving to medical devices [21], in which they have produced results comparable to and sometimes superior to human experts [22] and the conventional ML-based models [23,24]. Long short-term memory (LSTM) is one of the most famous DL-based models for solving forecasting problems. Gensler et al. [25] used an LSTM-based hybrid model to forecast the energy output of 21 solar power plants. In their work, the results presented that the LSTM-based model received a lower mean absolute error (MAE) and root-mean-square error (RMSE) compared with ANN as well as other reference models, such as physical models. Zaytar and Amrani [26] used multistacked LSTMs to forecast 24 and 72 h of weather data (temperature, humidity, and wind speed). Their study indicated that LSTM-based networks were becoming competitive compared with traditional methods and can be considered as a better alternative to forecast general weather conditions. He [24] used an LSTM-based model to forecast short-term electric load. By using three-year hourly load and temperature data from a northern city in China, the MAPEs of the proposed model were reduced by 52.2% and 18.3% compared with the linear regression approach and SVR, respectively.

The second aspect affecting the accuracy of NGLF is the redundant factors existed in original dataset. The natural gas load is affected by various factors, such as weather, economics, and politics [27]. The historical data of these factors consist of the input dataset of the forecasting models. After comprehensive data collection, the input datasets inevitably contain a large amount redundant information, which increases the computational complexity and decreases the accuracy of forecasting models [28]. Recently, many researchers have found that principal component analysis (PCA) can much improve forecasting accuracy by removing redundant components of the original dataset. Bianchi et al. [29] combined the echo state network (ESN) and PCA for predicting the short-term electric load of the power grid in Rome. In their work, the forecast error of PCA–ESN decreased by 7.34% compared with single ESN. Malvoni et al. [28] integrated PCA and the least-squares support vector machines (LSSVM) for forecasting the photovoltaic power in the day-ahead time. By introducing PCA, the training data size reduced to 30% of the original dimension, the normalized mean absolute error (NMSE) decreased by 4%, and the computational time reduced 70% compared with an implementation without PCA.

Based on the above brief literature survey, in the aspect of forecasting models, LSTM has already been employed to solve different kinds of forecasting tasks, and it has been proven to achieve better performance than ML-based models. Unlike ML-based models, LSTM performs the same task for every element in a sequence, with the output depending on the previous computations [30]. It seems that LSTM has a “memory” which captures information about what has been calculated before. This feature makes LSTM very suitable for predicting time series data. However, this new emerging model has
been rarely applied in daily NGLF. In the aspect of removing redundant components of raw datasets, PCA is a useful data preprocess technique, which has been widely used to preprocess the input datasets of various forecasting models. However, when observing the results of past works, which have focused on forecasting problems with conventional PCA, it can be conceivably stated that the conventional approach did not consider the correlation between the components and forecasting label. Although several methods have been proposed for selecting the components of PCA, including Kaiser’s rule [31], cross validation [32], cumulative percent variance [33], and profile likelihood [34], using these methods to select the principal components from the original dataset will lose the information in minor components. These excluded components may have a higher correlation with the natural gas load compared with the principal components. Therefore, to better remove the redundant components of the original dataset to enhance the performance of the forecasting model, an improved PCA to extract components for the NGLF is necessary to be carried out.

The objective of this work is to develop a hybrid model for providing accurate forecasting of the natural gas load. The proposed model is a hybrid DL-based model combining principal component correlation analysis (PCCA) and the LSTM network, which is abbreviated as PCCA–LSTM. The preference of this paper for the NGLF over the others is justified by the following reasons:

(a) This paper is mainly concerned with the recent data of Xi’an (China) and Athens (Greece). Contrary to the majority of the literature that focuses on the NGLF of cities in a certain country or area, this paper aims to develop a robust and feasible model to provide an accurate NGLF of cities worldwide. Using case studies, over two years of data on the natural gas load and 14 weather variations were used to validate the performance of the proposed model.

(b) PCCA is first proposed in this paper. With PCCA, we developed a novel selection mechanism which considers correlation between each component in the eigenspace to select proper candidates for the input dataset of the forecasting model. This method can not only reduce the dimension of the input dataset but also automatically remove the redundant components.

(c) A hybrid DL-based model is proposed for NGLF. This hybrid model combines PCCA and the LSTM network and is referred to as PCCA–LSTM. Practically, PCCA was used to remove redundant components and LSTM was applied to predict the natural gas load of cities in China and Greece. In addition, the comparative performance analysis of PCCA–LSTM with BPNN-, LSTM-, and SVR-based models is shown in this paper.

Our paper serves as an initial study focusing on the daily NGLF of cities worldwide. The objective of this work is to provide an accurate and robust forecasting tool to meet the actual demands of market participants, including natural gas companies, suppliers, and customers.

2. Natural Gas Load Forecasting Framework

2.1. Principal Component Correlation Analysis

Principal component analysis is a mathematical procedure that transforms some correlated variables into a number of uncorrelated variables called principal components. This classical technique has been widely applied to reduce the dimension of the original dataset, eliminate redundancy, and extract essential information from the factors [28]. Generally, selecting the principal components from the original dataset depending on the eigenvalue results in the loss of information in minor components, which may reduce the prediction accuracy of the model in certain situations. For instance, Figure 1 shows a comparison of the heatmap of an absolute correlation matrix before and after PCA. The dataset in Figure 1a uses the factors mentioned in [16]. The numbers 1–6 represent the previous day’s consumption, the highest temperature, the lowest temperature, average temperatures, the weather conditions of the predicted day, and the data type, respectively. Figure 1b shows the heatmap of the data after PCA. It is clear that, after PCA, the correlation between the factors in the red box has decreased noticeably. This fact proves that PCA can extract the components from the original
dataset and reduce the correlation of the factors. However, the last factor in Figure 1b has a higher correlation with the natural gas load compared with the fourth factor, and the correlation coefficient of the penultimate factor is only 0.01 lower than the second factor. From this, we can conclude that the minor components obtained by PCA may have some useful information for NGLF. Using PCA to select the components based on the eigenvalue is inadequate for NGLF.

Figure 1. The heatmap of the correlation matrix compares the correlation between the factors before and after principal component analysis (PCA): (a) the correlation coefficient of the factors; (b) the correlation coefficient of the components extracted by PCA.

Principal component correlation analysis is a mathematical procedure that can be regarded as an effective data preprocess technique of NGLF. By combining the covariance method and correlation coefficient analysis, PCCA can automatically extract the components that influence the natural gas load and reduce the dimension of the raw dataset. Basically, PCCA can be divided into four steps.

Firstly, decentration and normalization: Given the original dataset $X$ of dimensions $m \times n$, which consists of $n$ correlated factors, and $m$ is the data length of factors. Then, the matrix $X$ will be decentralized and normalized as follows [35]:

$$
\mu_j = \frac{1}{m} \sum_{i=1}^{m} x_{ij} \quad (1)
$$

$$
x_{ij} = x_{ij} - \mu_j \quad (2)
$$

$$
\sigma_j^2 = \frac{1}{m} \sum_{i=1}^{m} (x_{ij})^2 \quad (3)
$$

$$
x_{ij} = \frac{x_{ij}}{\sigma_j} \quad (4)
$$

where $\mu_j$ is the average of $x_{ij}$, and $\sigma_j$ is the variance of $x_{ij}$.

Secondly, eigenvalue decomposition (ED): Denote $C$ as the covariance matrix of $X$ expressed as $C = \frac{1}{m} X^T X$. By introducing the ED technique, the covariance matrix can be split into eigenvalue matrix $\Lambda$ and eigenvector matrix $U$.

Thirdly, correlation coefficient analysis: Make $L = XU$, which is consist of n-space vectors, represented as $L = \{l_1, l_2, ..., l_n\}$. Then, analyze the correlation between label $y$ and each column of $L$ [36]:

$$
\rho_j = \frac{|\text{cov}(l_j, y)|}{\sqrt{D(l_j)D(y)}} \quad (5)
$$
where \( \text{cov}(l_j, y) \) represents the covariance between component \( l_j \) and \( y \); \( y \) is the vector of label, which is the historical natural gas load in this paper; \( D(l_j) \) is the variance of vector \( l_j \); and \( \rho_j \) represents the correlation coefficient, which ranges from 0 to 1, where 1 means total linear correlation and 0 means no linear correlation.

Finally, selection: Compute the contribution of each component in the matrix \( L \):

\[
b_j = \frac{\rho_j}{\sum_{j=1}^{n} \rho_j}
\]

where \( b_j \) is the element of contribution vector \( B \), which should be arranged in descending order. Let \( r < n \), and compute the sum contributions of the first \( r \) value of vector \( B \) as \( \sum_{j=1}^{r} b_j \). The sum of the contributions is at least bigger than a given threshold, for example, 90%. In \( L \) matrix, \( r \) columns are extracted, the subscripts of which are the same as those of first \( r \) items in the descending-ordered \( B \) vector. It can be observed that, with the different view of traditional PCA, PCCA selects the components based on the contribution of correlation coefficient rather than eigenvalue. This selection mechanism makes the PCCA more applicable for NGLF than conventional PCA.

2.2. Long Short-Term Memory

LSTM, as a useful architecture of DL-based models, was specifically designed to solve the forecasting problem [24]. By introducing a gate controller, LSTM is able to predict time series for long periods. Like other recurrent neural networks (RNNs), the LSTM network comprises many LSTM cells. The structure of an LSTM cell is shown in Figure 2.

\[
i_t = \sigma(W_i \cdot [h_{t-1}; x_t] + b_i)
\]

\[
f_t = \sigma(W_f \cdot [h_{t-1}; x_t] + b_f)
\]

\[
o_t = \sigma(W_o \cdot [h_{t-1}; x_t] + b_o)
\]
\[
\tilde{C}_t = \tanh(W_c \cdot [h_{t-1}, x_t] + b_c) \\
C_t = f_t \cdot C_{t-1} + i_t \cdot \tilde{C}_t \\
h_t = o_t \cdot \tanh(C_t)
\]

where \(x_t\) is the input at time \(t\); \(h_t\) is the hidden state at time \(t\); \(i_t, f_t, \) and \(o_t\) represent the input gate, forget gate, and output gate, respectively; \(C_t\) is the cell state; \(\tilde{C}_t\) is the candidate cell state; and \(W\) and \(b\) are the parameters of the LSTM cell. Actually, by feeding the input time serial vector \(X = \{x_1, x_2, ..., x_n\}\) into the LSTM networks, the vector of hidden corresponding states \(\{h_1, h_2, ..., h_n\}\) as the outputs of the layer can be obtained. Furthermore, each element in the input vector \(X\) not only includes the historical natural gas load data but also contains the factors of natural gas load, such as temperature, wind speeds, humidity, etc.

In this study, we built a deep LSTM network for NGLF. The structure of this network is presented in Figure 3. The network consisted of training and forecasting parts, and the output layer in each part were RNN cells. Besides that, to make full use of the characteristics of the input data and achieve better performance, we introduced the LSTM cells in a hidden layer.

![Figure 3. The LSTM network.](image)

### 2.3. Construction of the Hybrid Model: PCCA–LSTM

In this paper, we propose a hybrid DL-based model, called PCCA–LSTM, for NGLF using the data of weather factors and the historical natural gas load as the foundation. First of all, comprehensive data collection was produced at this stage. Then, we employed PCCA to extract the components from the factors and to reduce the correlation between the factors. Finally, the input dataset of the forecasting model was formed by the outputs of PCCA and the historical natural gas load data, and the LSTM network was used to predict the daily natural gas load. The main procedure of the hybrid model is illustrated in Figure 4.
3. Case Studies

For this study, we designed two cases to test the performance of PCCA–LSTM. Among them, the first case was the Xi’an case, and the second one was the Athens case. In each case, the proposed model was compared with BPNN-, LSTM-, and SVR-based models optimized by the genetic algorithm (GA-SVR). The implementation of the LSTM network used in our work was based on the TensorFlow (TF) developed by Google Brain. The entire model was implemented by Pycharm 2017.2.4 (Python) (JetBrains Americas, Inc., Marlton, NJ, USA). Besides that, SVR and BPNN models were implemented by the relative toolbox in MATLAB R2017a (The MathWorks, Inc., Natick, NJ, USA). The optimal parameters of the models were determined via trial and error sets of simulation. The contribution thresholds of PCA and PCCA were both set as 99%.

3.1. Evaluation Framework

For all performed models, we quantified the prediction performance with the MAE, MAPE, RMSE, and mean absolute range normalized error (MARNE) [39]. These indicators can be defined as follows:

\[
\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |y^*_i - y_i| \quad (13)
\]

\[
\text{MAPE} = \frac{1}{N} \sum_{i=1}^{N} \frac{|y^*_i - y_i|}{y_i} \times 100\% \quad (14)
\]

\[
\text{RMSE} = \frac{1}{N} \sqrt{\sum_{i=1}^{N} (y^*_i - y_i)^2} \quad (15)
\]

\[
\text{MARNE} = \frac{1}{N} \sum_{i=1}^{N} \frac{|y^*_i - y_i|}{\max(y^*_i)} \times 100\% \quad (16)
\]

where \( N \) is the length of the vector of data, \( y_i \) is the actual data, and \( y^*_i \) is the forecasted value. Furthermore, Table 1 shows the benchmark of accuracy evaluation proposed by Lewis [40].

---

**Figure 4.** The flowchart of the proposed model, principal component correlation analysis (PCCA)–LSTM.

---

**Table 1.** Benchmark of accuracy evaluation proposed by Lewis [40].
Table 1. Benchmark for modeling accuracy evaluation.

<table>
<thead>
<tr>
<th>MAPE</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤10%</td>
<td>Highly accurate</td>
</tr>
<tr>
<td>10%–20%</td>
<td>Good</td>
</tr>
<tr>
<td>20%–50%</td>
<td>Reasonable</td>
</tr>
<tr>
<td>≥50%</td>
<td>Inaccurate</td>
</tr>
</tbody>
</table>

3.2. Data Description

In order to test the performance and robustness of the proposed model in different cities, we collected the recent natural gas load data of Xi’an (China) and Athens (Greece). Xi’an is the most populous city in Northwest China and has a population of 12 million as of 2018 [41]. Athens is the capital and largest city of Greece. As of 2018, the population of Athens is 0.7 million [42]. The natural gas loads of the cities are presented in Figure 5. The natural gas load data of Xi’an was obtained through the Xi’an Gas Company, while the natural gas load data of Athens was acquired from the official website of the National Natural Gas Transmission System (NNGTS) of Greece [3]. Figure 5 demonstrates that both cities consume more natural gas in winter months than in summer months. Furthermore, the natural gas load of Xi’an is much higher than that of Athens, owing to the huge gap in population between the two cities.

![Figure 5. The natural gas loads of Xi’an and Athens.](image)

According to the different natural gas loads of Xi’an and Athens, we designed two case studies for this study. The data used for the training and testing process in each case is presented in Table 2.

**Table 2. The arrangement of data in the training and testing process.**

<table>
<thead>
<tr>
<th>City</th>
<th>Training Data Length</th>
<th>Testing Data Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xi’an</td>
<td>1 January 2015 to 31 August 2017 974</td>
<td>1–30 September 2017 30</td>
</tr>
<tr>
<td>Athens</td>
<td>1 January 2015 to 31 December 2017 1096</td>
<td>1 January 2018 to 28 February 2018 59</td>
</tr>
</tbody>
</table>

Actually, natural gas load is affected by various factors. In daily NGLF, weather factors are widely used because they are easily accessible and highly relevant [6,43]. In this paper, 14 weather factors were selected, including the lowest temperature (LT), average temperature (AT), highest temperature (HT), lowest dew point (LD), average dew point (AD), highest dew point (HD), lowest humidity (LH), average humidity (AH), highest humidity (HH), lowest visibility (LV), average visibility (AV), average air pressure (AA), average wind speed (AW), and precipitation (PP). The historical data of these factors were obtained by The Weather Company of IBM (www.wunderground.com).
3.3. Xi’an Case

First, we calculated the absolute correlation coefficient between the factors with Equation (5). Figure 6 shows that the biggest factors that affect the natural gas load are temperature factors (LT, AT, and HT), followed by dew point factors (LD, AD, and HD) and visibility factors (LV and AV). Among these factors, the correlation coefficient between AT and natural gas ranked first, with 0.86. By observing the correlation between these highly correlated factors, their correlation coefficients were higher than 0.69. According to the high correlation coefficient between these highly correlated factors, these factors had a similar effect on the natural gas load. Additionally, the low correlated factors to Xi’an’s natural gas load were PP, AA, AW, and humidity factors.

![Figure 6. The absolute correlation coefficient between the factors of Xi’an case.](image)

By using conventional PCA, nine principal components were extracted according to the eigenvalue of themselves (Figure 7). The correlation coefficient between the components was 0, which meant that each component was unrelated to others. The correlation coefficient between the first component and natural gas (NG) was 0.69, followed by component 2 (0.5), component 9 (0.27), and component 6 (0.16). The other principal components’ correlation coefficient with NG was lower than 0.1.

![Figure 7. The principal components obtained by PCA (Xi’an case).](image)

When applying PCCA, 13 unrelated components were extracted according to the correlation coefficient. Among these, five components (Nos. 1–5) that had over 0.1 correlation coefficient with NG were obtained. Figure 8 shows that component 5, the correlation coefficient of which was 0.11,
was omitted by PCA, as it was regarded as a minor component. However, its correlation coefficient with NG was much higher than many other components. The omitting of such components may affect the forecasting performance of models.

After data preprocessing, we forecasted the NGLF of Xi’an using BPNN, GA-SVR, and LSTM models. Table 3 presents the forecasting results in this case. Regarding the forecasting time, GA-SVR took 241.23 s, which was much longer than BPNN and LSTM. Using PCA and PCCA to extract components and to reduce the dimension of the input dataset can effectively reduce the computation time. In this way, the times of PCA–LSTM and PCCA–LSTM were 110.07 and 162.31 s, respectively.

From the perspective of forecasting errors, the highest forecasting error was for BPNN, the MAE, RMSE, MARNE, and MAPE of which were 0.17, 0.04, 9.32%, and 10.04%, respectively. According to Lewis’s benchmark, BPNN achieved good performance in the NGLF of Xi’an. Except for BPNN, other models have made highly accurate forecasting in this case. When forecasting with the raw dataset, LSTM showed better forecasting accuracy compared with GA-SVR, and the MAPE of LSTM was 6.56%. This fact shows that the LSTM model outperformed BPNN and SVR in NGLF. When PCA was introduced, the forecasting errors of PCA–LSTM were higher than that of LSTM, and its MAE, RMSE, MARNE, and MAPE were 0.11, 0.03, 6.03%, and 6.99%, respectively. The best forecasting performance was obtained by PCCA–LSTM. The MAPE of the proposed model was 3.22%, which was a MAPE reduction of 51.91% compared to LSTM. Given this, it can be concluded that using PCA to refine the factors cannot improve forecasting accuracy, which conflicts with the results of [28,29]. Conversely, PCCA can effectively enhance the forecasting accuracy of LSTM. This proved that using PCA to extract the components from the raw dataset will omit some minor components that affect the natural gas load and ultimately worsen forecasting accuracy.

### Table 3. The forecasting results in Xi’an case.

<table>
<thead>
<tr>
<th>Items</th>
<th>BPNN</th>
<th>GA-SVR</th>
<th>LSTM</th>
<th>PCA–LSTM</th>
<th>PCCA–LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (s)</td>
<td>155.77</td>
<td>241.23</td>
<td>186.34</td>
<td>110.07</td>
<td>162.31</td>
</tr>
<tr>
<td>MAE</td>
<td>0.17</td>
<td>0.15</td>
<td>0.10</td>
<td>0.11</td>
<td>0.06</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.04</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.01</td>
</tr>
<tr>
<td>MARNE</td>
<td>9.32%</td>
<td>7.98%</td>
<td>5.87%</td>
<td>6.03%</td>
<td>3.02%</td>
</tr>
<tr>
<td>MAPE</td>
<td>10.04%</td>
<td>8.23%</td>
<td>6.56%</td>
<td>6.99%</td>
<td>3.22%</td>
</tr>
<tr>
<td>Evaluation</td>
<td>Good</td>
<td>Highly accurate</td>
<td>Highly accurate</td>
<td>Highly accurate</td>
<td>Highly accurate</td>
</tr>
</tbody>
</table>
3.4. Athens Case

In the Athens case, the most effective factors for natural gas load were temperature factors (LT, AT, and HT), which had a higher than 0.8 correlation coefficient to natural gas load (Figure 9). Dew point (LD, AD, and HD) factors were highly related to temperature factors and their correlation coefficients to natural gas load were in the range of 0.70–0.78. Additionally, the correlation coefficients of humidity factors (LH, AH, and HH) and AA to NG were in the range of 0.36–0.42. Unlike the Xi’an case, AV had low correlation with NG and its correlation coefficient was only 0.09. This result shows that the factors that affect natural gas load are quite different for different cities, which is consistent with the general conclusion made by Wei et al. [6].

![Figure 9. The absolute correlation coefficient between the factors of the Athens case.](image)

When PCA was introduced, in this case, six principal components were extracted from the original dataset. Figure 10 shows that, among these factors, component 1 had the highest correlation with natural gas load, reaching a 0.88 correlation coefficient. The first component obtained by PCA often had the highest correlation coefficient with the forecasting object, while the correlation coefficients between other factors and NG were in the range of 0.01–0.07. The lowest correlation coefficient to NG was for component 6, which was only 0.01.

![Figure 10. The principal components obtained by PCA (Athens case).](image)

Figure 11 presents 10 components obtained by PCCA in the Athens case. The most effective component ranked in No. 1 had a 0.88 correlation coefficient to NG. The correlation coefficient of other factors to NG was in the range of 0.02–0.07. More remarkably, the component that had a 0.01 correlation coefficient to NG was not extracted by PCCA. This suggests that some principal components with a low correlation coefficient to the forecasting object might be extracted by PCA, but those can be excluded by PCCA.
MAPEs of BPNN, GA-SVR, and LSTM were 16.53%, 17.14%, and 7.88%, respectively. This fact also shows the superiority of LSTM in daily natural gas forecasting. Similar to what happened in the Xi’an case, by introducing PCA, the computation time decreased by 48.27 s compared to that of LSTM, but the MAPE of PCA–LSTM was higher than that of LSTM, reaching 13.40%. The lowest forecasting errors were obtained by PCCA–LSTM. The MAE, RMSE, MARNE, and MAPE of the proposed model were 0.13, 0.04, 6.66%, and 7.29%, respectively, which was better than the forecasting performance obtained in [5]. Compared with LSTM, the MAPE of PCCA–LSTM reduced by 7.49%. Furthermore, the computation time of PCCA–LSTM was 139.31 s, which was lower than that of LSTM. It can be concluded that using PCCA to extract the components from the original dataset can reduce the computation time and improve the forecasting accuracy of LSTM. Compared with conventional PCA, PCCA is more robust and effective in improving the forecasting performance of forecasting models.

### Table 4. The forecasting results in Athens case.

<table>
<thead>
<tr>
<th>Items</th>
<th>BPNN</th>
<th>GA-SVR</th>
<th>LSTM</th>
<th>PCA–LSTM</th>
<th>PCCA–LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time(s)</td>
<td>176.39</td>
<td>303.01</td>
<td>154.34</td>
<td>106.07</td>
<td>139.31</td>
</tr>
<tr>
<td>MAE</td>
<td>0.29</td>
<td>0.3</td>
<td>0.14</td>
<td>0.26</td>
<td>0.13</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.1</td>
<td>0.09</td>
<td>0.04</td>
<td>0.07</td>
<td>0.04</td>
</tr>
<tr>
<td>MARNE</td>
<td>14.02%</td>
<td>14.19%</td>
<td>5.56%</td>
<td>11.27%</td>
<td>6.66%</td>
</tr>
<tr>
<td>MAPE</td>
<td>16.53%</td>
<td>17.14%</td>
<td>7.88%</td>
<td>13.40%</td>
<td>7.29%</td>
</tr>
<tr>
<td>Evaluation</td>
<td>Good</td>
<td>Good</td>
<td>Highly accurate</td>
<td>Good</td>
<td>Highly accurate</td>
</tr>
</tbody>
</table>

### 4. Conclusions

In this work, the PCCA–LSTM model was proposed to provide accurate forecasting of the daily natural gas load. The proposed model combined PCCA and the LSTM network, simultaneously. PCCA can automatically extract the components that affect natural gas load and reduce the redundant factors existing in the original dataset. LSTM, as a useful DL model, was used to train the hybrid model. The robustness and effectiveness of the proposed model were verified by recent natural gas load data from Xi’an (China) and Athens (Greece).

In the Xi’an case, the best forecasting performance was obtained by PCCA–LSTM. The MAPE of the proposed model was 3.22%, a reduction of 51.91% compared with LSTM. By introducing PCCA, the computation time of LSTM decreased by 24.03 s. In the Athens case, compared with LSTM, the MAPE of PCCA–LSTM reduced by 7.49%, reaching 7.29%, and the computation time of PCCA–LSTM was 139.31 s, which is lower than that of LSTM (154.34 s). In both of those cases,
the LSTM model outperformed BPNN and GA-SVR in terms of forecasting errors, which shows the superiority of LSTM in daily natural gas forecasting. Additionally, forecasting results showed that when PCA was introduced, the forecasting errors of PCA–LSTM were higher than that of LSTM. It can be concluded that using PCA to extract the components from the raw dataset will omit some minor components that affect natural gas load and ultimately worsen forecasting accuracy. Compared with conventional PCA, PCCA is more robust and effective in improving the forecasting performance of forecasting models.

The proposed intelligence hybrid model, PCCA–LSTM, has high flexibility, low requirements, and high accuracy for NGLF. It can be used by operators, market participants, decision makers, etc. Since NGLF is not an easy task, more efforts should be made in this field. Future challenges in NGLF could be related to the following: (a) combining the forecasting model with artificial intelligence technology and (b) improving the quality of the input dataset and focusing on data collection and preprocessing.
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